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Foreword 

Of the 15 papers in this Record, 3 deal with the subject of airplane noise and mitigation of 
its community impact. One paper discusses the rating system for sound insulation, two papers 
relate to public transportation issues, seven papers report research on traffic-induced noise , 
and two are related to high-speed rail (HSR) systems. 

Public complaints have arisen in otherwise quiet locations about aircraft noise even from 
airplanes flying above 15,000 ft. Concerns continue regarding noise levels on the ground 
generated by new, advanced-design airplanes. Wesler reports on public reaction to low levels 
of aircraft noise. Because the noise levels involved do not exceed the usual criteria for 
community annoyance in the instances studied, Wesler suggests that there is need for better 
understanding of the intrusive effects of low levels of aircraft noise. 

Sound insulation modification for buildings near airports has been found to be an effective 
way to mitigate aircraft noise impacts. Hougland reports on Denver's Stapleton Noise Insu­
lation Program, which provides help to owner-occupied homes within the 70-Ldn contour and 
to schools and churches within the 65-Ldn contour. A study of before and after acoustical 
tests shows a 9- to 17-dB improvement in exterior-to-interior A-weighted noise reduction as 
a result of program modifications. The Shade paper describes noise reduction measures and 
their effects at three dwellings of the 1987 Pilot Residential Sound Insulation Program at 
Baltimore-Washington International Airport. The sound insulation modifications resulted in 
an improved reduction of aircraft noise intrusion by 4 to 10 dB over the existing noise reduction 
values. There also was a 3 to 18 percent cost savings in energy consumption. 

Walker suggests the adoption of a new rating designation for sound insulation wall, named 
the Outdoor-Indoor Transmission Class. The author concludes that the calculation of this 
A-weighted reduction rating is simple and relatively easy to explain to the layman. 

Wheel squeal is tonal noise heard when railcars travel around curves of small radii. This 
noise can be especially annoying to neighbors living near rail transit yards where there are 
many tight curves and train movements frequently occur during the night. Staiano and Sastry 
report on a comprehensive noise measurement and analysis program conducted for the Wash­
ington Metropolitan Area Transit Authority. The application of a proprietary alloy filler to 
a specially ground groove in the rail head was selected. Within 1 week of the installation, 
sound level showed a 23-dBA reduction and the complete elimination of squeal. However, 
after 6 months, chronic squeal reappeared. 

Seven papers treat the issue of traffic noise prediction, mitigation, and abatement practices. 
Sung and Bowlby describe a knowledge-based preprocessor system that they developed to 
assist the engineer in creating detailed data input files to run a microcomputer version of the 
STAMINA 2.0 traffic noise prediction program. The system was tested on two major design 
projects previously done by human experts. The results indicated that the system produces 
a good, correct file from which to begin an analysis and is performing as desired. 

Two additional papers in this Record cover the subject of traffic noise prediction. The first 
one, by Wayson and Bowlby, discusses atmospheric effects on traffic noise propagation. 
Although it has been generally accepted that these effects may produce large changes in 
receiver noise levels, they have largely been ignored during measurements and modeling. 
The paper reports several important conclusions. The STAMINA 2.0 computer program is 
the most commonly used method for prediction of traffic noise levels for impact analysis and 
noise barrier design. However, the program is based on the theory of freely flowing vehicles 
and constant speed. The paper by Bowlby et al. descrfoes a methodology for using the program 
in nonconstant speed situations, such as signalized intersections, intersections with Stop signs, 
tollbooths, and highway loop and slip ramps. 

Three papers deal with noise barriers. Situations arise in which noise barriers overlap to 
accommodate special highway geometrics. An arrangement of two parallel vertical barriers 
with traffic between may give rise to the overlapping noise barrier problem. The paper by 
Lee et al. describes an analytical procedure for investigating the reflection and diffraction 
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effects of such barrier designs. The second paper, by Rocchi and Pedersen , reports the 
preliminary investigations by the Ministry of Transportation of Ontario into the viability of 
transparent sheet glazing products made of glass or plastic for use in noise barriers . The third 
paper, by Cohn and Harris , reports noise barrier costs in the United States. A study was 
made of each state highway agency to codify all barriers constructed through 1987. New 
curves correlating cost per linear foot were developed using standard statistical techniques 
and made current to the fourth quarter of 1988. 

Recently, many highway pavement projects have used open-graded asphalt overlays for 
increased skid-resistant properties. Subjective observations have noted a decrease in overall 
noise levels where such "pop-corn" pavement was used . The Polcak paper reports a field 
testing program for determining the difference in overall noise levels due to highway traffic 
on concrete versus open-graded asphalt pavement. The results showed a consistent 2- to 4-
dBA reduction in Leq that could be attributed to the open-graded pavement. 

Santini and Rajan review numerous comparative studies on the emission characteristics of 
methanol- and diesel-fueled vehicles. The emission estimates are put on a common basis and 
applied to urban transit buses. The results imply that the replacement of clean diesel buses 
by methanol-fueled buses would not result in major air quality improvements. 

Proposals for HSR passenger systems are under consideration for a number of locations 
around the country. Among the questions raised concerning environmental impacts of these 
systems is the issue of noise created by the operation of high-speed trains. Hanson discusses 
a noise-assessment procedure for the environmental impact analysis of HSR systems. This 
paper includes a comparison of the noise characteristics of conventionally tracked trains with 
those of magnetically levitated (magkv) vehides . Hanson's wndusiun is Lhal lhese systems 
generate the same noise levels at speeds greater than 150 mph . Two high-speed systems under 
active development in Florida are a statewide HSR system and a regional maglev system. 
Lynch's paper reports analysis of the environmental, energy, and economic benefits for these 
two systems, which are projected to be fully permitted within the next 18 months and oper­
ational by the 1994 to 1996 period. A complex computer model integrates system character­
istics for predicting benefits associated with proposals for different types of high-speed 
technology. 
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Public Reaction to Low Levels of Aircraft 
Noise 

}OHN E. WESLER 

In several recent instances, community annoyance has resulted 
from noise of airplanes flying at relatively high altitudes (or rel­
atively far from airports). In none of these instances did the noise 
levels involved meet the usual criteria for community annoyance 
or interference with individual activity, either in terms of time­
averaged noise levels or single-event noise levels. Five basic con­
cepts are presented on which criteria may be established for 
assessing intrusiveness of low noise levels generated by aircraft 
in remote , quiet locations. 

In several recent instances, community annoyance has resulted 
from noise of airplanes flying at relatively high altitudes (or 
relatively far from airports) . For example, as the result of 
changes in flight patterns associated with the major New York 
airports, public complaints have arisen about airplane flights 
over northern New Jersey, even though in many instances the 
airplanes were flying at 15,000 ft or higher. Troublesome noise 
levels on the ground may also be generated by the new , swept­
blade, advanced turboprop airplanes when flying at cruise 
altitudes of 30,000 ft or higher (1). Complaints about aircraft 
noise over national parks and wilderness areas have resulted 
in a Congressional requirement to measure these noises and 
determine their severity (Public Law 100-91, August 1987) . 

In these instances , the noise levels involved did not meet 
the usual criteria for community annoyance or interference 
with individual activity, either in terms of time-averaged noise 
levels or single-event noise levels. A better understanding of 
intrusive effects of low levels of aircraft noise is needed, spe­
cially in areas of relatively low ambient noise. In particular , 
practical criteria are needed for improving analyses of effects 
of changes in air traffic patterns, setting noise standards for 
airplanes at cruise altitudes, and assessing aviation noise impacts 
and minimum overflight altitudes for national parks. 

ALTERNATIVE APPROACHES 

Normally, the first approach to this type of issue would include 
a social survey to identify the extent of noise annoyance under 
the conditions presented. However, such an undertaking would 
be extremely complex and costly and would require an exten­
sive effort and a considerable length of time to conduct prop­
erly. Schultz (2) observed that "for noise sources with A­
weighted levels below about 65 dB, community annoyance 
reactions are quite variable and do not appear to be suffi­
ciently strongly related to level of noise exposure to support 

Wyle Laboratories, 2001 Jefferson Davis Highway, Arlington, Va. 
22202. 

confident prediction of annoyance or activity interference." 
Instead of extensive research, therefore, some guidelines that 
are already available may be used to reach a practical con­
clusion. Five basic concepts from which criteria may be estab­
lished for assessing low-level aircraft noise in remote, quiet 
locations are described in the following paragraphs. 

Because the public is little aware of civil airplanes flying at 
cruise altitudes today, even in quiet locations, the first concept 
is the flyover noise level of current turbofan airplanes. Few 
measurements of such noise-producing events are available, 
but unpublished FAA measurements indicate maximum A­
weighted sound levels of 45 to 50 dB for flight altitudes of 
30,000 to 35,000 ft above mean sea level. Thus, 50 dB would 
be considered an acceptable threshold of aircraft noise impact 
in remote locations. However, a higher level might also be 
acceptable. 

The second concept (based on signal-to-noise ratio) would 
permit as an acceptable intrusion a maximum noise level of 
no more than, say, 10 dB above background level. For ambient 
A-weighted sound levels of 30 to 40 dB typical of remote 
areas, an acceptable A-weighted aircraft noise level would 
then be 40 to 50 dB. 

However, both concepts address single-event noise levels 
and ignore the effects of repetitive occurrences. The third 
concept is based on a time-averaged measure of aircraft noise, 
such as day-night average sound level (DNL, symbolized Ldn). 
In the 1974 EPA Levels Document (3), a DNL of 55 dB was 
identified as acceptable for remote areas, described as "out­
doors in residential areas and farms and other outdoor areas 
where people spend widely varying amounts of time and other 
places in which quiet is a basis for use." In fact, at many of 
the locations in northern New Jersey from which complaints 
about changed air traffic patterns were registered, the DNL 
measured was consistently less than 55 dB. If an average of 
100 daily overflights is assumed, the mean sound exposure 
level (SEL) corresponding to a DNL of 55 dB for these over­
flights would be 85 dB, with a corresponding maximum 
A-weighted sound level of about 75 dB. This value is sub­
stantially higher than the noise levels currently created by 
high-altitude airplane flights. 

The 1974 EPA Levels Document (3) also suggested the use 
of corrections to normalize DNL to account for different non­
acoustic factors that could influence public reactions to noise. 
An empirical adjustment of 10 dB was suggested for situations 
involving a "quiet suburban or rural community remote from 
large cities and from industrial activity and trucking" (3,4). 
This adjustment suggests an acceptable exterior DNL thresh­
old of 45 dB for remote areas. Again for 100 daily overflights, 
this condition would impose a limiting mean SEL of 75 dB, 
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or a maximum A-weighted sound level of about 65 dB. This 
value also seems too high to be useful. 

As a fifth concept, a threshold DNL not to exceed the 
ambient DNL could be established. Again, a typical ambient 
DNL of 30 to 40 dB in remote areas would be reasonable. 
For 100 daily overflights, this range corresponds to maximum 
A-weighted sound levels of 46 to 58 dB. These levels are 
generally consistent with current experience. 

SUGGESTED GUIDELINE 

Thus, as a reasonable recommendation, aircraft-related DNL 
should not exceed the ambient DNL as a threshold for aircraft 
noise intrusion in quiet areas remote from an airport. Because 
such a guideline inherently requires that the ambient DNL 
must be measured (or estimated accurately) in those areas in 
which low levels of aircraft noise are evaluated, this require­
ment may present some difficulty in its implementation. 

VALIDITY OF A-WEIGHTED AND DNL 
MEASUREMENTS 

It must be emphasized that the preceding discussion is appro­
priate only for remote areas away from airports. DNL remains 
the best measure of noise impact near airports and should con­
tinue to be used for assessing land-use compatibility (5-7). 

Because of the greater atmospheric attenuation of higher 
frequencies, the noise spectra from high-altitude airplanes are 
dominated by lower-frequency sounds. Consequently, A­
weighted sound level may not be the most representative 
metric for evaluating these noises. In a recent project in which 
the taped noise histories of 24 aircraft flyovers at altitudes of 
7,000 to 15,000 ft above mean sea level were correlated, max­
imum A-weighted sound levels were compared with a number 
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of other possible metrics (8). The A-weighted sound level 
correlated closely with all the other metrics, including the so­
called "detectability level" (9). Hence, there would be no 
significant advantage in using any one metric over the others. 
In particular, A-weighted sound level remains entirely appro­
priate as a metric for assessing the effects of low levels of 
aircraft noise. 
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Airport Noise Insulation of Homes 
Surrounding Stapleton International 
Airport 

DANA HOUGLAND 

The Stapleton Noise Insulation Program (SNIP) was initiated by 
the city and county of Denver, Colorado, to provide aircraft noise 
insulation modifications to owner-occupied homes within the 70-
Ldn (equivalent day-night sound level) contour and to schools and 
churches within the 65-Ldn contour of Stapleton International 
Airport. SNIP is not a part of an FAA Part 150 study, and such 
a study has not been completed on this airport. The project area 
includes approximately 3,936 homes, 22 churches, and 8 schools. 
The primary data base for homes in the study area was acquired 
from assessor's records. A data base program was used to sort 
and arrange the homes into distinct categories from which repre­
sentative samples were selected for a detailed engineering sur­
vey-a total of 52 homes. Twenty-six of these homes were selected 
and used for preconstruction sound insulation testing, and 24 were 
used for preconstruction air infiltration testing. Because the con­
struction funds available for this program limited expenditures to 
$7,500.00 per home, recommended sound insulation modifica­
tions developed from results of the detailed engineering survey 
were given priority to achieve the maximum sound insulation for 
the least cost. Two sample homes were completed as a part of 
the design phase. Before-and-after A-weighted acoustical tests 
show a 9- to 17-dB improvement in exterior-to-interior noise 
reduction as a result of SNIP modifications. 

In 1986, the city and county of Denver agreed to a $27 million 
program to insulate homes around the existing Stapleton 
International Airport. This program preceded the May 17, 
1988, vote by Adams County in favor of allowing Denver to 
annex property for the construction of a new international 
airport. 

Denver residents had known that a major new airport was 
imminent because of growing air traffic and the physical con­
straints of the Stapleton site (originally established in 1928). 
But because new airports take time to plan and build, Sta­
pleton needed to expand in the interim to keep up with traf­
fic growth until the new airport could be opened in the 
mid-1990s. 

Airport operations affect three counties-Denver, Arap­
ahoe, and Adams. Denver and Adams Counties are affected 
the most heavily. In order to expand the airport by adding a 
new runway, Denver entered into an Intergovernmental 
Agreement (1) with the commissioners of adjoining Adams 
County. This agreement conditionally approved expansion of 
Stapleton by adding a new east-west runway located partially 
on the Rocky Mountain Arsenal northeast of the existing air­
port. Remedial measures addressing the noise issue required as 

David L. Adams Associates, Inc., 1701 Boulder St., Denver, Colo. 
80211. 

a condition for the Intergovernmental Agreement were a noise­
monitoring system and a noise-insulation program. Stapleton 
had already enjoined a penalty system for noncompliance with 
its noise cap regulations. However, the monitoring system pro­
vided for the identification of individual noise events that were 
not in compliance with the noise cap regulations. 

SCOPE 

The Stapleton Noise Insulation Program (SNIP) created by 
the Denver-Adams County Intergovernmental Agreement (1) 
is a municipal project with specific monetary commitments. 
SNIP is not an FAA Part 150 study (2) and no such study has 
been completed on this airport. The program allows reim­
bursement of up to $4.00 per ft2 for churches and schools and 
up to $7 ,500.00 for each owner-occupied home. The monetary 
limits were negotiated amounts based on the estimated value 
of the aviation easement required from each participating 
homeowner. A monetary maximum went against conven­
tional FAA program wisdom, but it does present an inter­
esting challenge for the engineering team comprising David 
L. Adams Associates, Inc., acoustical consulting engineers; 
W. C. Muchow & Partners, Inc., architects; System Engi­
neering Corporation, mechanical engineers; and Roos Szyn­
skie, Inc., electrical engineers. 

The homes designated as eligible by the Intergovernmental 
Agreement are those located within the 70-Ldn (equivalent 
day-night sound level) contour. A noise measurement veri­
fication program is not included in the scope of this project. 
In heavily developed areas where the contour intersects a 
block, the Ldn contours have been expanded to include whole 
blocks. The requirement of owner occupancy was imple­
mented to prevent real estate speculation in an already crisis­
stricken market. Figure 1 shows the basic areas affected. 

The other major constraint that required the most creativity 
from the engineering team was the predetermined installation 
format. Before the request for proposal was even released, 
the Stapleton administration had determined that local exist­
ing rehabilitation agencies such as the Denver Urban Renewal 
Auti1ority and Aurora Community Service would handle all 
contracting. Their responsibilities included contact with the 
homeowners, inspection of the homes, preparation of bid 
packages, bidding, and construction administration. 

The process was complicated because lengthy negotiations 
with the installing agencies were not completed until 6 months 
to 1 year after the engineering team finished the study and 
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Adams County 

FIGURE 1 SNIP study area. The program includes owner­
occupied homes within the 70-L •• contour and schools and 
churches within the 65-L •• contour. 

design phases. The engineering team did not know exactly 
who would be doing the installation or what their capabilities 
would be. The time allotted for the engineering study was 6 
months. The time allotted for the completion of the entire 
project was a maximum of 3 years. 

RESEARCH PROCEDURE 

The only material available with which to start the project 
was a map of the area showing the noise contours superim­
posed. The administrators had not gathered records or lists 
of the homes involved. 

Research commenced with a search of all assessor's records 
for homes located within the contour area. Obtained from 
the assessor's records were owners' names and addresses, 
house addresses, house sizes, dates of construction, and basic 
construction types. Although the assessor's records were set 
up to record extensive information, their formats varied widely 
from one assessor to another, making the information unre­
liable. However, using a data base system, the engineering 
team was able to sort, categorize, and group the homes by 
basic construction type, size, age, and type of heating and 
ventilating system. The data base was also used for mass 
mailings that later proved to be very helpful. 

The initial study of assessor's records established the 
following basic information about homes located in the 
study area: 

1. There are 3,936 dwellings in the study area that could 
potentially be owner occupied-632 in Denver and 3,304 in 
Aurora or Adams County. 
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2. Most homes were built between 1949 and 1963, as shown 
in Figure 2. The peak year for construction was around 1952. 
The construction dates ranged from the 1880s to 1983. 

3. At least 65 percent of the houses are of wood frame 
construction with forced air heating and ventilating systems, 
us shown in Figure 3. 

4. Approximately 80 percent of all houses are single-story 
structures. 

5. The average house size is approximately 1,000 ft2. 

From the basic information obtained from the assessor's 
records, a selection of homes was made including all cate­
gories of construction, heating systems, age, and location. A 
detailed engineering survey was initiated to cover at least 2 
percent of the study population. It was the intent of the detailed 
engineering survey to document the conditions in the various 
home types in order to have a broad base of data from which 
to develop solutions. 

Residents were contacted by mail soliciting voluntary par­
ticipation in the engineering survey. A total of 52 homes were 
finally surveyed. The survey team consisted of architects, 
mechanical engineers, and electrical engineers and was headed 
by the acoustical engineering team. Tasks for survey respon­
sibilities were divided among the team members so that every­
one would complete field documentation in approximately 
1 hr. A designated spokesperson was appointed to answer 
homeowner questions. 

From the detailed engineering survey, information was 
compiled regarding types, locations, and frequency of exterior 
shell penetrations; wall construction; window construction; 
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FIGURE 2 Number of homes built per year within the study 
area. 
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FIGURE 3 Distribution of basic construction and heating 
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room layouts and sizes; type and condition of heating and 
cooling systems; and electrical service capacity. Photographic 
records were used extensively and were later very valuable 
in developing details. 

Objective testing of the noise insulation capability of the 
exterior shell was completed on 26 residences. Average noise 
reductions in A-weighted decibels for the residences tested, 
grouped by construction, are shown in Figure 4. These tests 
were conducted using ASTM Standard E966-84 (3). There 
was typically a 7-dB spread between test results on houses 
within a given category. The widest deviations occurred on 
the homes with brick constructions, single-glazed windows, 
and aftermarket storm windows. The wide variety of storm 
window styles is the most likely source of this variation. 

Infiltration testing was completed on the same 26 homes 
using the standard blower door method. The homes were 
tested to determine the amount of air leakage that a home 
experiences before any modifications made for sound 
insulation. The range of the results compiled is shown in 
Figure 5. To establish the effectiveness of the retrofit mea­
sures, all 26 homes will be retested after modifications are 
completed. 

One of the primary reasons for including infiltration testing 
is the current high level of concern over radon gas levels in 
the Rocky Mountain region. Recent U.S. Environmental Pro­
tection Agency studies have shown Colorado to have higher 
than normal levels of radon gas. The public is generally very 
concerned about indoor air pollution and radon gas. Advanced 
documentation on air infiltration was acquired so that the 
program's impact on indoor air quality could be documented 
and homeowners' concerns could be addressed. 

METHODS OF ANALYSIS 

The goal of the analysis was to determine the most cost­
effective methods of improving each home's exterior-to-
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FIGURE 4 Results of preliminary acoustical testing 
showing average noise reduction (in A-weighted 
decibels) by composite exterior construction. 
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interior sound insulation. The results of the field surveys were 
used as the data base, and the tested houses were used to 
verify the calculation methods. 

The basic calculation method used to establish the acous­
tical effectiveness of various treatments was the external wall 
noise reduction method developed by Wyle Laboratories under 
contract to the U.S. Department of Housing and Urban 
Development (4). This method was later expanded to also 
address highway and aircraft noise under contracts to the FAA 
and the FHWA (5). Although there is still considerable con­
troversy regarding this method, it had the largest existing data 
base on external wall constructions at the time of its compilation. 

Calculations were made on a living room area and the worst 
case bedroom for each home. A computer program developed 
for the calculations incorporated a data base of exterior con­
struction elements such as walls, windows, and roofs. A base­
case calculation was completed along with a series of upgrades. 
As shown in Figure 6, major sound paths are well established 
from previous research and the engineering team's initial cal­
culations. The following detailed priority list for the purpose 
of improving sound insulation was established from the detailed 
series of calculations: 

1. Control direct penetrations into living areas such as mail 
slots, dryer vents, and exhaust fans. 

2. Baffle penetrations into plenum areas such as attic vents 
directly adjacent to living areas not separated by a double­
sided wall in the upper levels of the house. 
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FIGURE 5 Results of preliminary air infiltration testing 
showing distribution of homes having various levels of air 
infiltration. 

3. Introduce sufficient fresh air ventilation so that windows 
can remain closed on the large number of temperate days 
characteristic of the Colorado climate. 

4. Add sound insulation in attics that are not insulated or 
are poorly insulated. 

5. Upgrade sound insulation of the window units in bed­
room and living areas. 

6. Reduce sound and air infiltration of both standard and 
sliding glass doors. 

7. Upgrade large building surfaces when the existing walls 
cannot perform as well as upgraded windows and doors. 

8. Baffle penetrations into plenum areas such as crawl space 
vents directly adjacent to living areas not separated by a 
double-sided wall in the lowest levels of the house. 

9. Add air conditioning or a specially designed evaporative 
cooling system, as money allows. 

The priority item generating the most controversy is the 
preference given to small building elements such as windows 
and doors over large building elements such as the roof. The 
justification for this decision is best explained by a short series 
of illustrations. Figure 7 shows the effectiveness of typical 
wall constructions without any penetrations. Figure 8 shows 
the effectiveness of each of these walls when an average single­
glazed window is placed in the wall. The poor sound insulation 
of the window quickly becomes the determining factor in the 
overall sound insulation. Figure 9 shows improvements in 
sound insulation gained through acoustical upgrades to the 
window system. 

TRANSPORTATION RESEARCH RECORD 1255 

FIGURE 6 Major sound paths into typical residential 
construction: 1, air infiltration; 2, small building elements; 3, 
major building elements. 

Extensive cost estimating has been done on all basic reme­
dial constructions. The results of these cost estimates refined 
the priorities of some measures. Other measures had to be 
modified or eliminated altogether to comply with stringent 
local building codes. Such code limitations, for example, elim­
inated any modifications to existing flues or chimneys. 

PROGRAM DESIGN FOR THE INST ALLING 
AGENCIES 

Ideally, in such a program, the experienced engineering team 
could enter the individual homes, rapidly make an assessment, 
input the necessary information into a computer program, 
and directly generate the necessary drawings and specifica­
tions for each home in the program. The intentional sepa­
ration of the engineering team from the decision-making process 
in the installing portion of the program forced a reconsider­
ation of how to best convey the necessary information to the 
installing agencies. Although installing agency personnel are 
experienced in housing rehabilitation procedures, they can be 
expected to have no acoustical background and very little 
heating, ventilating, and air-conditioning experience. Neither 
of the installing agencies had any computer system or com­
puter experience. The engineering team's responsibility was 
to devise a manual system to guide the installing agency per­
sonnel through the inspection, decision-making, and construc­
tion document process. The bidding and construction man­
agement processes were planned to be handled in a conventional 
manner. 

The system that the engineering team devised is contained 
in the SNIP Installing Agency Manual (unpublished). Fig­
ure 10 shows the section-by-section breakout of the manual 
with a brief description of its contents. Not included in this 
figure are the lists of homes by jurisdiction. The lists are 
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FIGURE 7 Comparison of noise reductions (in A­
weighted decibels) of three common exterior wall 
constructions found in the field and one common 
modification used in the sound and energy insulation 
program. 

ordered to directly correspond to utility billing lists. In this 
manner, they allow for a preliminary determination of whether 
or not a home is owner occupied. 

The checklist system is designed to aid the inspector in 
recording information crucial to evaluating such items as the 
condition of a window or door. Even though there are many 
parallels, a window acceptable for energy efficiency is not 
necessarily acceptable for acoustical insulation. A small sam­
ple of a checklist is shown in Figure 11. 

The corresponding decision tree is shown in Figure 12. The 
decision tree sections pose the questions necessary to evaluate 
the existing construction conditions. Though most of the deci­
sion trees are much more complex than the one shown here, 
they all direct the inspector to a reference in the priority 
blocks, applicable details, and appropriate specification sec­
tions to be included. The specification references are intended 
as guides and are not intended to be limiting. 

Through use of the priority block system, the inspector is 
given direction not only to the relative importance of any item 
to the overall sound insulation but also to the cost-estimating 
procedure shown in Figure 13. The cost estimate for each 
item is included as a part of the priority block along with a 
description of the required action. The series of 11 priority 
blocks covering all actions allows for a running subtotal of 
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FIGURE 8 Comparison of composite noise reductions (in A­
weighted decibels) of the same wall constructions as shown in 
Figure 7 with a standard single-glazed window installed in the 
wall. 

ordered measures. These measures are also ordered by the 
room involved and that room's location within the home. By 
developing a list of items the estimated total cost of which is 
between 120 and 150 percent of the allotted $7 ,500.00, the 
installing agencies can prepare a package of details and spec­
ifications for competitive bid. 

The program was designed to group 20 homes together in 
each bid package. The group of 20 homes was selected as 
being a cost-effective package for smaller contractors. To min­
imize disruption for the homeowner, the contractors are allowed 
only 1 week in each home. 

Two sample homes were completed to check the effective­
ness of the proposed modifications. The sample homes also 
served as the background for the filming of two videotapes. 
One was for acquainting the contractors with acoustical con­
struction practices; the other was for introducing the home­
owners to the program and explaining the important features 
of the program. 

To acquire acoustical windows having a consistent standard 
of acoustical performance, the windows were bulk bid so that 
all custom replacement windows will be supplied by a single 
manufacturer. This process, though laborious and controver­
sial while in progress, is proving very beneficial from a cost 
standpoint and is maintaining a high level of quality control 
throughout the program. When storm windows are used instead 
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FIGURE 9 Comparison of the effect on the noise 
reductions (in A-weighted decibels) when window 
upgrades are applied for the same basic wall 
construction. 

THE MANUAL 
THE SNIP INSTALLING AGENCY 
MANUAL IS A GUIDE FOR DE­
VELOPING SPECIFIC RECOM­
MENDATIONS FOR IMPROVING 
THE NOISE INSULATION WHICH 
IS UNIQUE TO EACH HOME. 

DECISION TREES ----1"""""' 
DECISION TREES ALLOW PERSON 
NEL TO SYSTEMATICALLY EVALU­
ATE THE FIELD INFORMATION 
GATHERED FROM THE CHECKLISTS 
USING A QUESTION AND ANSWER 
SEQUENCE. 

CHECKLIST 
THIS SERIES OF CHECKLISTS IS 
DESIGNED TO GUIDE THE IN­
STALLING AGENCY SURVEY TEAM 
IN OBSERVING AND RECORDING 
INFORMATION PERTINENT TO 
SOUND INSULATION. 

PRIORITY BLOCKS 
PRIORITY BLOCKS DIRECT 
WHICH MODIFICATIONS ARE 
ACOUSTICALLY THE MOST 
COST EFFECTIVE. 

DETAILS 

SPECIFICATIONS-------' 
TRADITIONAL CONSTRUCTION SPECI­
FICATIONS ARE PROVIDED TO ADDRESS 
ALL MODIFICATIONS RECOMMENDED 
BYTHE MANUAL. 

DETAILS ARE DESIGNED 
TO BE PULLED OUT AND 
GROUPED INTO BID 
PACKAGES FOR EACH 
HOME AS DIRECTED BY 
THE DECISION TREE. 

FIGURE 10 Organization of SNIP Installing Agency Manual. 

Survey Checklist 

MILK DELIVERY VENT 

IS THERE A MILK DELIVERY VENT? DYES D NO 
HAS IT BEEN BLOCKED OR SEALED 

ON THE EXTERIOR? D YES D NO 
HAS IT BEEN BLOCKED OR SEALED 

ON THE INTERIOR? D YES D NO 
IS A DOOR MISSING? D YES D NO 

IFYES, 
CIRCLE WHICH IS MISSING: INTERIOR EXTERIOR 

COMMENTS: ___ _ 

FIGURE 11 Sample section of a survey checklist from the 
SNIP Installing Agency Manual. 
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~----1...l NOACTION I 
FIGURE 12 Sample section of a decision tree from the SNIP 
Installing Agency Manual. 

FIGURE 13 Sample section of a priority block from the SNIP 
Installing Agency Manual. 
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of replacement windows, there are several preapproved man­
ufacturers, but the process allows continually evaluating new 
suppliers, if required. Currently, only two manufacturers have 
made the effort to apply for approval. 

SUMMARY 

Results of the program are expected to vary with respect to 
the basic construction of each house. Tentatively, modifica-
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tions are designed to achieve approximately 10 dB of addi­
tional sound reduction from exterior to interior of the homes. 

On the sample homes, before-and-after tests indicate 
improvements. The Aurora house, a frame house with alu­
minum siding over asbestos shingles, showed a 9-dB improve­
ment. The Denver house, of solid masonry and brick con­
struction, showed a 17-dB improvement. Floor plans of the 
Aurora and Denver homes with acoustical testing locations 
are shown in Figures 14 and 15, respectively. Results of the 
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Free Field Measurement 
FIGURE 14 Floor plan of the Aurora sample home indicating acoustical test locations. 



3'-4. 

6'- 0'~ 
3'4·1 

3'-10' 

~4'-6° 
3'4" 

-o· 

·r:t' 

SYMBOL LEGEND 

'id : Speaker Location 

® : Microphone Location 
Free Field Measurement 

FIGURE 15 Floor plan of the Denver sample home indicating acoustical test locations. 
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before-and-after tests are shown in Figures 16 and 17, 
respectively. 

The construction portion of the program was delayed because 
of delays in contract negotiations between the city and county 
of Denver and the two designated installing agencies. The 
program is currently in the construction phase with 390 homes 
completed to date. Because of the widely scattered location 
of the originally tested homes, only four homes completed to 
date were part of the original testing program. Postconstruc­
tion test results on these homes show a 12- to 23-dB improve­
ment over the preconstruction test results. To document per­
formance, all previously tested homes are slated for acoustical 
and air infiltration tests after completion. 

From the initial construction phases, several observations 
can be made regarding the effectiveness of the SNIP Installing 
Agency Manual design. Although the checklist and decision 
trees are valuable as an initial training tool, each agency has 
reduced the survey process to reflect the typical construction 
condition found in its areas. The checklist and decision trees 
are still used for assessing the action required on less fre-
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FIGURE 16 Before-and-after field 
transmission loss test results on a frame house 
with aluminum siding over asbestos shingles. 
Original steel casement windows are replaced 
with new dual-glazed sound-insulating windows. 
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FIGURE 17 Before-and-after field 
transmission loss test results on a solid brick 
home. Original steel casement windows are 
replaced with new dual-glazed sound-insulating 
windows. 
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quently observed conditions. The priority list has become the 
core document used by both programs for selecting and bid­
ding modifications . 
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Sound Insulation and Thermal 
Performance Modifications: Case Study 
for Three Dwellings Near BWI Airport 

NEIL THOMPSON SHADE 

In 1974, the Maryland General Assembly passed the Maryland 
Environmental Noise Act to provide citizen protection from 
transportation-related noise, including minimizing of residential 
dwelling aircraft noise exposure. In 1987, as part of this effort, 
the Maryland State Aviation Administration sponsored the Pilot 
Residential Sound Insulation Program for 17 dwellings to deter­
mine the feasibility and associated costs of reducing aircraft noise 
intrusion in residential dwellings. Dwellings within the Baltimore­
Washington International Airport 65-dB yearly day-night noise 
level noise zone contour were selected for modification. Selection 
of dwellings and noise reduction measurements preceded design 
and specification of architectural modifications to reduce noise. 
These modifications included replacement of windows and doors, 
addition of gypsumboard to walls and ceilings, and installation 
of new heating, ventilating, and air-conditioning systems. The 
sound insulation modifications resulted in greater reduction of 
aircraft noise intrusion by 4 to 10 dB over the previously existing 
noise reduction values for the three dwellings studied. The energy 
savings due to the sound insulation modifications resulted in a 3 
to 18 percent cost reduction compared to the existing conditions. 
Sound insulation design goals, construction modifications, pre­
and postmodification noise reduction values, and thermal perfor­
mance values are described for three dwellings that were part of 
this program. 

In 1974, the Maryland General Assembly passed the Mary­
land Environmental Noise Act to provide citizen protection 
from transportation-related noise, including minimizing of 
residential dwelling aircraft noise exposure. As part of this 
effort, Baltimore-Washington International (BWI) Airport 
conducted the Pilot Residential Sound Insulation Program for 
17 dwellings to determine the feasibility and associated costs 
of reducing aircraft noise intrusion in residential dwellings. 
This project involved determining the number and types of 
houses affected, selecting representative dwellings for study, 
measuring the present dwelling noise reduction properties, 
specifying noise control modifications, and implementing con­
struction modifications to the dwellings. For illustrative pur­
poses, the sound insulation modifications and effects on ther­
mal performance are examined for three of the dwellings. 

RESIDENTIAL SOUND INSULATION PROGRAM 
OVERVIEW 

The FAA considers residential land use to be compatible for 
areas in which the exterior noise environment does not exceed 

Wyle Laboratories, Arlington, Va., 22202. 

a yearly day-night noise level (DNL) of 65 dB (1). DNL is a 
cumulative noise metric in units of A-weighted decibels. The 
DNL metric is an annual average noise level occurring during 
a 24-hr period with a 10-dB penalty added to noise events 
occurring between 10:00 p.m. and 7:00 a.m. Dwellings located 
in airport noise zones with exterior levels greater than DNL 
65 dB are required to have interior noise levels below DNL 
45 dB. 

Interior noise level design criteria for this project were 
selected to provide measures of long-term reaction to aircraft 
noise (in DNL) and of the intrusion of individual aircraft 
flyover noise events (in mean maximum A-weighted noise 
levels). Habitable portions of the dwelling were not to exceed 
DNL 45 dB, whereas single-event aircraft flyovers were not 
to exceed 60 dBA in bedrooms and television rooms and 65 
dBA in all other habitable rooms in the dwelling. 

To identify construction elements that were most important 
in determining the present level of dwelling sound insulation, 
the first phase of the residential sound insulation program 
inventoried the number and architectural characteristics of 
the dwellings in the airport noise zones. 

Next, representative dwellings were selected from a pool 
of homeowner applicants, and acoustic measurements were 
conducted to determine existing noise insulation. Analysis 
was then performed for each dwelling to determine a cost­
effective design solution to satisfy the sound insulation goals. 

Finally, architectural drawings and specifications describ­
ing sound insulation modifications for the dwellings were 
prepared. 

After the construction modifications were completed, acoustic 
measurements were performed in each dwelling to verify that 
program sound insulation goals were satisfied. 

FACTORS AFFECTING DWELLING SOUND 
INSULATION PERFORMANCE 

Dwelling sound insulation is influenced by local construction 
styles, age, and condition of the structure; aircraft flight path 
orientation; and dwelling-specific conditions. Figure 1 indi­
cates the numerous paths that enable sound to enter the inte­
rior of a dwelling. 

Existing architectural features are important in a dwelling's 
sound insulation performance. Single-story and split-level 
dwellings expose larger areas of living space to noise from 
the exterior roof path than do bilevel and two-story dwellings. 
Vented attic spaces provide an acoustic void between the 
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FIGURE 1 Major paths for noise transmission into dwelling interiors. 

exterior and the occupied rooms that exposed ceilings and 
occupied attic spaces lack. Brick, stucco, and other cemen­
titious exterior walls provide greater sound insulation than do 
lighter walls of wood and aluminum siding construction. Metal 
frame and thermal windows provide less sound insulation than 
wood frame and single-pane windows with exterior storm win­
dow assemblies. 

Shielding of the dwelling from direct exposure to the flight 
path reduces the noise level at certain portions of the dwelling. 
Figure 2 shows measured A-weighted values of acoustical 
shielding at various dwelling locations. The shielding values 
can be reduced, typically by 5 dBA, because of sound reflec­
tions arriving at the dwelling elevation when other structures 
are nearby. This effect tends to be more pronounced for 
neighborhoods in which dwelling density is high and dwellings 
are closely spaced. The indicated shielding factors allow for 
a reduction in the required sound insulation at these portions 
of the dwelling. 

Replacing the windows in the dwelling with acoustical win­
dows typically does more to improve the sound insulation 
performance than other architectural modifications. Thermal 
and single-pane windows with storm assemblies provide little 
insulation of aircraft noise. 

Exterior doors often require improved sound insulation, 
particularly when these doors open directly to kitchens and 
living rooms, which are common areas for family activities. 

Interior walls and ceilings adjoining the exterior often require 
modifications to increase sound insulation. Typical modifica­
tions include adding gypsumboard layers directly to, or furred 
out from, existing surfaces with fiberglass batts installed in the 
cavity. Vented attic spaces are provided with 6-in. (R-19) fiber­
glass acoustical insulation. Exposed ceilings and occupied attic 
spaces normally have additional gypsumboard layers applied 
directly to the finished ceiling. 

Table 1 presents possible modifications that can be readily 
adapted to residential construction and have been shown to 
require minimal contractor supervision to achieve successful 
acoustical performance. 

SOUND INSULATION DESIGNS FOR THREE 
SELECTED DWELLINGS 

Sound insulation designs were examined for three dwellings. 
Two of the dwellings were selected because the architectural 
characteristics are typical for dwellings within the DNL 65-
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Above shielding values are reduced 
approximately 5 dBA when other 
buildings are close by. 

TRANSPORTATION RESEARCH RECORD 1255 

dB noise zone. The third dwelling was selected because of 
the unusual wall and heating, ventilating, and air-conditioning 
(HV AC) system configuration. The age, style, and construc­
tion features of the dwellings are different. Table 2 presents 
the existing characteristics of the three dwellings studied. 

Dwelling noise reduction data were obtained as part of the 
initial acoustic survey by simultaneously measuring the exte­
rior and interior sound levels due to aircraft overflights in 
each habitable room . At least eight room noise reduction 
values were obtained by taking differences between exterior 
and interior sound levels. Noise reduction values were then 
averaged to obtain a single value for each room. 

Actual sound levels inside the rooms of the dwelling were 
obtained both in terms of the DNL and mean maximum A­
weighted levels. The interior DNL values for each room were 
determined by subtracting each room's measured noise reduc­
tion value from the exterior DNL value as determined from 
the airport noise zone contours. The interior mean maximum 
A-weighted levels were obtained by subtracting each room's 
measured noise reduction value from the takeoff noise level 
footprint, calculated using the FAA Integrated Noise Model 
(INM) Computer Program, that a typical noisy aircraft (e.g., 
a Boeing 727-200) would produce while flying over the dwell­
mg's Jocat10n. 

A computer program developed by Wyle Laboratories was 
used to compute the room noise reduction values on the basis 
of the architectural characteristics for each dwelling. This pro­
gram accounts for the sound transmission paths, acoustical 
shielding, and room absorption. Comparing measured and 
computed noise reduction values resulted in differences of 
only 2 to 3 dB. The lower of the measured and computed 
values was taken as the noise reduction for each room. Ta­
ble 3 presents existing and modified dwelling noise reduction 
and interior sound level characteristics for each room. 

FIGURE 2 Measured values for acoustical shielding due to 
ail-Cl'aft noise. 

Selected noise reduction values were used in a computer 
design modification program developed by Wyle Laborato-

TABLE 1 TYPICAL CONSTRUCTION MODIFICATIONS FOR IMPROVED 
DWELLING SOUND INSULATION 

0-5dB 5-lOdB 10-20 dB 
Element Nolae Iaolatlon Nolae Jaolatlon Noise Isolation 

Improvement Improvement Improvement 

Windows Seal cracks. Replace with Replace with 
Caulking. STC 35 acoustic STC 40-45 

windows. acoustic windows. 

Doors Weatherstrip. Replace with STC 35 Replace with STC 40 
Add storm doors. acoustic doors. acoustic doors. 

Add storm doors. Add storm doors. 

Walls Increase mass of Increase mass or Resilient or 
Interior surfaces. resilient mounting furred-out m-Junttng 

of Interior surfaces. of new Interior 
surfaces. 

Ceiling Add fiberglass Increase mass of Resilient mounting 
Insulation to Interior surfaces. of new interior 
attic space. Add fiberglass surfaces. 

insulation to 
attic spaces. 
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TABLE 2 CHARACTERISTICS OF THE DWELLINGS FOR EXISTING AND MODIFIED CONDITIONS 

Element 
Dwelling No. 1 Dwelling No. 2 DwelllJlll No. 3 

hl•ting Modlfted Ed•tlJlll Modified Ezlating Modlfted 

Windows 21 single-pane, 15 double-hung, 10 single-pane 2 double-hung 12 single-pane, 2 double-hung, 
double-hung. STC 35. alum. sltders. STC 35. double-hung, STC 35. 
5 single-pane, 2 fixed llght 4 single-pane, 7 double-hung, 6 single-pane, 7 double-hung, 

fixed light. STC 35. fixed llgh t. STC40 fixed llght. STC40. 
4 single-pane, 4 single-pane, 2 double-hung, 
double-hung. fixed Jtght. STC45. 
5 single-pane, 1 single-pane, 1 double-hung, 

fixed Jtght. alum. slider. single-pane. 
6 single-pane, 

fixed light. 

Doors 3 solld-core Existing 3 solld- 1 hollow-core 1 solld-core 3 soltd-core Existing 1 solid-
wood. core wood. wood. STC 35. wood. core wood. 

1 single-pane 1 glass panel, 1 panel wood. Existing 1 panel 2 solld-core 
glass panel. 1.4" lam. glass. wood. STC 35. 

Walls 2 layers brick No modifications. Brick veneer Existing brick Shingle/wood Existing shingle/ 
with plaster with I layer veneer with clapboard with wood clapboard 

Interior. gypsum board 3 layers plaster Interior. with plaster and 
Interior. gypsumboard 2 layers 

Asphalt siding Interior. gypsumboard 
with I layer Existing asphalt Interior. 

gypsum board siding with 
Interior. 3 layers 

gypsumboard 
Interior. 

Roof Asphalt shingle Existing asphalt Asphalt shingle No modifications. Asphalt shingle No modifications. 
gabled shingle gabled gable with gable with 

with plaster plaster with gypsum board plaster Interior. 
Interior. I layer 5/8" Interior. 

gypsumboard 
at In terlor. 

Basement Unfinished. No modifications. Unfinished. No modifications. Unfinished. No modifications. 

HVAC Wood stove Gas split system Gas heating. Gas heating and Gas heating. Gas heating and 
heat. HVAC (3 tons), Window air 3-ton central Wl,Jldow 3-ton central 

Window air Heat pump conditioning. air conditioning. air conditioning. air conditioning. 
conditioning. (2 tons). 

and ductwork. 

Thermal R-19 In attic No modifications. R-11 In attic 
knee space. and walls. 

No Insulation 
In walls. 

ries. This program iteratively computes noise reduction values 
for various user-selected modification options and compares 
the result with design goals . Modifications for the three dwell­
ings were selected from the program data base of approxi­
mately 75 construction modifications on the basis of their 
associated costs. This procedure allowed a cost-optimized sound 
insulation design to be generated for each modified room. 

Existing windows in the major habitable rooms for the three 
dwellings were replaced with acoustical windows rated sound 
transmission class (STC) 35, 40, or 45 . Specific window STC 
ratings were determined by the room's noise reduction and 
shielding factors. Dwelling 1, which consists of two layers of 
brick masonry construction, required STC 35 windows. The 
other two dwellings, of lightweight frame construction, required 
STC 40 and 45 windows. For each room, windows were selected, 
consistent with wall modifications, to achieve balanced 
acoustical design . Typically with this procedure, walls with 
high transmission loss values and small window dimensions 

R-30 In attic. R-6 In attic. R-25 In attic. 
Existing walls. No Insulation Existing walls. 

In walls. 

require lower STC-rated windows than walls that have lower 
transmission loss values and larger window dimensions. In 
each dwelling, windows were replaced only for habitable rooms. 

Because of the two layers of brick masonry forming the 
exterior wall construction, Dwelling 1 did not require wall 
modifications. This wall construction provides considerably 
higher transmission loss values than typical frame construction 
with exterior siding. Additional gypsumboard layers were 
applied to the exterior-facing walls for most of the habitable 
rooms in Dwellings 2 and 3. A single layer of 5/s-in. gypsum­
board was applied to the ceiling of the occupied attic space 
in Dwelling 1. Additional fiberglass insulation of thickness 
equivalent to R-19 was provided for the vented attics in 
Dwellings 2 and 3. Improvements in the existing noise reduc­
tion values ranged from 4 to 10 dB to satisfy the sound insu­
lation design goals. The average cost for the modifications 
was $21,730 per dwelling. Specific costs for the various mod­
ifications are presented in Table 4. 
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TABLE 3 MEASURED NOISE REDUCTION AND INTERIOR SOUND LEVELS FOR EXISTING 
AND MODIFIED CONDITION 

Noise Reduction Interior Sound Level 
Dwelling Room Ezistlng No. Modified 

Ezlstlng Modified 
Lein A-Wtd. Lein A-Wtd. 

1 Kitchen 26 30 49 64 45 60 

Living Room 29 34 46 61 41 56 

Master Bedroom 26 33 49 64 42 57 

Boy's Bedroom 33 38 42 57 37 52 

Girl's Bedroom 31 36 44 59 39 54 

Guest Bedroom 26 31 49 64 44 59 

2 Kitchen 21 26 49 69 44 64 

Living Room 20 30 50 70 44 60 

Master Bedroom 22 31 48 68 39 59 

Boy's Bedroom 23 31 47 67 39 59 

Child's Bedroom 23 31 47 67 39 59 

3 Kitchen 22 26 48 68 44 64 

Living Room 23 30 47 67 40 60 

Dining Room 22 26 48 68 44 64 

Master Bedroom 23 31 47 67 39 59 

Spare Bedroom 22 30 48 68 40 60 

TABLE 4 COSTS FOR SOUND INSULATION AND HVAC MODIFICATIONS 

Other R-19 Elec., BVAC, Dwelling Acoustic Acoustic Acoustic Demolition/ House 
No. Windows (Drywall RepalrWorlr. &: Ducting Total 

+Doors) 
Insulation 

1 $6,300 $2,330 $1,050 $0 $12,020 $21,700 

2 $9,500 $3,500 0 $2,330 $6,070 $21,400 

3 $7,100 $7,000 $1,110 0 $6,880 $22,090 

IMPACT OF SOUND INSULATION 
MODIFICATIONS ON DWELLING THERMAL 
PERFORMANCE 

The HV AC system in each dwelling was modified to provide 
forced-air heating and cooling, primarily so that the dwelling 
occupants would be able to keep the acoustic windows closed 
during the warmer periods of the year. 

The sound insulation modifications for the three dwellings 
improved the thermal resistance (R-value) of the windows, 
doors, walls, and ceiling elements, reducing the heating and 
cooling loads on the dwelling envelope. 

Replacing the dwelling's windows and doors and adding 
new caulking and weather stripping substantially reduce the 

perimeter air infiltration rate. This effect is more noticeable 
during the winter months, due to the increased stack effect. 
The stack effect results when the warmer inside air rises and 
flows out the dwelling near its top and is replaced by cooler 
outside air near the dwelling's base. Comparison with cal­
culations for the existing windows, in accordance with meth­
ods given by the American Society of Heating, Refrigerating, 
and Air-Conditioning Engineers (ASHRAE) (2) and with the 
acoustic window manufacturer's data, shows that the air infil­
tration rate for the acoustical window is one-tenth that for 
the existing window units. 

Studies were done to determine the electricity and natural 
gas cost savings resulting from the sound insulation and HV AC 
modifications presented in Table 2. The effect of increasing 
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the thermal insulation over that specified as part of the sound 
insulation modifications was also studied. 

A computer program based on ASHRAE (3) calculation 
methods simulated the yearly heating and cooling loads for 
the existing and modified sound insulation modifications. The 
computer program then examined the effect of increasing the 
thermal insulation to meet the American Institute of Archi­
tects (AIA) recommended practice (4). This recommended 
practice calls for walls to have R-19 insulation, roofs to have 
R-30 insulation, and glass to be of the double-pane heat­
absorbing type . 

The simulated yearly utility costs for heating, cooling, and 
fans for no modifications and after sound insulation and ther­
mal insulation modifications are listed in Table 5. The latter 
two conditions studied include HVAC modifications . Results 
vary according to the different dwelling sizes and character­
istics. An assumption was made in the calculations that the 
internal lighting equipment and domestic hot water loads would 
remain the same for each of the three conditions examined. 
Table 6 compares percent savings resulting from the sound 
insulation and thermal modifications with the existing 
conditions. 

Dwelling 1, built in the 1850s, has little thermal insulation. 
The building envelope is in fair condition and it is the largest 
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(2,100 ft2) of the three dwellings examined. The sound insu­
lation modifications resulted in only a 3 percent savings for 
the total energy costs. If this dwelling were to be modified to 
conform to the AIA recommended practice for thermal insu­
lation, the yearly energy costs could be reduced more than 
30 percent. 

Dwelling 2 (1,400 ft2) and 3 (1,100 ft2) were built in the 
1950s and the 1920s, respectively. These dwellings have slightly 
better thermal insulation than Dwelling 1; however, air infil­
tration at the window perimeter is high. The sound insulation 
modifications would result in 15 and 18 percent savings, 
respectively, for the total energy costs for these two dwellings. 
Upgrading the insulation at these two dwellings to the AJA 
recommended practice for thermal insulation would reduce 
the yearly energy costs by 20 and 40 percent, respectively. 
The total utility costs illustrated include a portion of the fixed 
costs for lighting, appliances, and domestic hot water, which 
are assumed to be the same for the existing and modified 
conditions. 

Table 6 also presents the percent savings relative to the 
recommended AIA thermal insulation practice directly attrib­
utable to the sound insulation modifications. For the three 
dwellings studied, these savings amount to between 10 and 
75 percent. 

TABLE 5 UTILITY COSTS IN DOLLARS FOR THREE MODIFICATION SCHEMES 

Dwelling No. 1 Dwelling No. 2 Dwelling No. 3 

Exist Snd Ins Th er Exist Snd Ins Th er E:icist Snd Ins 

Total 1,927 1,873 1,284 991 848 781 982 808 

Heating 662 641 102 448 343 157 442 320 

Cooling 277 267 241 114 99 74 115 93 

Fans 175 153 129 95 71 46 105 76 

Exist = Present utility costs without modifications. 

Snd Ins = utility costs after sound insulation and HVAC modifications. 

Tuer = Utility costs after sound insulation and thermal modifications per 
AIA recommendations. 

TABLE 6 PERCENT SAVINGS FROM EXISTING THERMAL CONDITIONS 
FOR SOUND INSULATION AND THERMAL MODIFICATIONS 

Snd Ins Th er Percent Ther Savings 
Due to Snd Ins 

Dwelling No. 1 3% 30% 10% 

Dwelling No. 2 15% 200/& 75% 

Dwelling No. 3 18% 40% 45% 

Snd Ins = Utility costs after sound insulation and HVAC modifications. 

Tuer utility costs after sound insulation, HVAC, and thermal 
modifications per AIA recommendations. 

Th er 

591 

144 

81 

46 
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CONCLUSIONS 

Sound insulation modification designs for three different 
dwellings have been described. Modifications included replac­
ing windows and doors and increasing the mass of certain 
walls and ceilings. This procedure resulted in a measured 
improvement in the dwelling's existing noise reduction by 4 
to 10 dB. The HV AC system in each dwelling was modified 
to provide forced-air heating and cooling capabilities. The 
sound insulation modifications resulted in a calculated energy 
savings of 3 to 18 percent over the existing conditions. Increas­
ing the thermal insulation to meet current AIA recommended 
practices would improve the energy savings by 20 to 40 per­
cent. The sound insulation modifications alone provide between 
10 and 75 percent of the energy savings that would result if 
the AIA thermal insulation practice were to be implemented 
in the dwellings. 
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Single-Number Ratings for Outdoor­
Indoor Sound Insulation 

KEITH W. WALKER 

All of the single-number indices currently used to assess the sound 
insulation of walls use one-third octave band sound transmission 
loss data in the frequency range 125 to 4,000 Hz. Forty-two walls 
were measured over the ra nge 50 to 5,000 Hz. None of the existing 
indices correlaled well with the calculated 50- to 4,000·Hz loud­
ness reduction using the International Organization for Stan­
dardization method. A new proposed rating, the outdoor-indoor 
transmission class (OITC), which is based on A-weighted sound 
reduction in the range 80 to 5,000 Hz, shows significant improve­
ment over other methods. Typically, both the loudness reduction 
and OITC give lower numbers than sound transmission class for 
wall constructions. 

Single-number sound insulation ratings have been used for 
many years to determine if the acoustical performance of 
interior walls between dwellings, offices, and rooms in general 
was adequate to provide speech privacy and control of radio 
and television sounds. The sound transmission class (STC) 
(1) and the International Organization for Standardization 
(ISO) weighted sound reduction index (R,.) (2) were designed 
for these purposes, but they were never intended for use in 
describing sound insulation performance against outdoor traffic 
and other sounds with strong low-frequency content. Despite 
these limitations, these rating methods have been used many 
times to select and compare the performance of exterior walls, 
windows, and doors, with resultant failure to achieve satis­
factory results. The limitations of STC and similar ratings 
when comparing the loudness reduction of a series of light­
weight design walls in the range STC 30 to 69, which were 
measured for sound transmission loss (TL) at 50 to 5,000 Hz, 
are demonstrated, and an alternative rating method based on 
A-weighted sound reduction is offered (3). There were no 
data available below 80 Hz for exterior wall or window con­
structions; however, the range of constructions used is believed 
to be adequately wide. 

STATISTICAL STUDIES 

Correlation between STC and the lou
0

dness reduction (DL) 
calculated using ISO 532B ( 4) was studied by linear regression 
for a series of 42 gypsum board and steel stud walls subjected 
to three assumed transportation sound spectra (5, 6) and speech 
(7) (Figure 1). The spectrum for railroad noise was unpub­
lished (K. W. Walker, USG Corporation). The spectra have 
been moved relative to each other so that the shapes can be 
more easily seen. Figure 1 also shows an averaged spectrum 
that is used later. The slope, intercept, correlation coefficient, 

USG Corporation, P.O. Box 460, Round Lake , Ill. 60073. 

and standard deviation of the slope were calculated for STC 
versus DL for each sound source. The loudness of each source 
was calculated in phons(GF) (G indicates the calculation is 
based on critic.al bands, F designates a free field condition). 
Phons were obtained by calculating the loudness in sones in 
one-third octave bands, taking the logarithm to the base 2 of 
the sones, and adding 40, all in accordance with ISO 532B. 
The building interior sound levels were then calculated by 
subtracting the measured TL from the sound source one-third 
octave band levels for the 50- to 5,000-Hz range; no correction 
was made for room sound absorption. The indoor loudness 
was calculated in phons(GD) (D designates a diffuse field 
condition) and subtracted from the source phons(GF) to obtain 
the DL value. Figures 2, 3, 4, and 5 indicate plots of STC 
versus DL for each sound source and display the statistical 
data. STC is shown to work well for speech but is seriously 
deficient as a descriptor when used with the other sources. 
For example, with a Y-intercept of 15.2 and a slope of 1.094 
in Figure 4, STC 50 corresponds to a DL value of approxi­
mately 32 dB with a standard deviation of 6.1 dB. Thus, STC 
overestimates the loudness reduction by a significant amount 
and is inconsistent, preventing the adoption of a simple cor­
rection factor. Similar studies on Rw and the FAA's exterior 
wall rating (EWR) (8) have shown little improvement over 
STC even though Rw includes the 100-Hz one-third octave 
band. 

DEVELOPMENT OF THE NEW RATING METHOD 

Several attempts have been made to develop an improved 
version of the STC method. STC is obtained by fitting a 
grading curve to the transmission loss graph of a wall. The 
grading curve is a contiguous series of three straight lines as 
shown in Figure 6. The curve is moved on the vertical axis 
so that no part lies more than 8 dB above the transmission 
loss curve, and the total of the transmission loss deficiencies 
below the grade curve (at the center frequencies) does not 
exceed 32 dB. When these requirements are satisfied, the 
STC is read from the intersection of the grade curve and the 
Y-axis at the 500-Hz center frequency. Figure 6 demonstrates 
the concept. 

Changing the STC grading curve shape only or changing 
the curve fit method to be more controlled by the low fre­
quencies was not useful because the standard test range does 
not go below 125 Hz. Some improvement was achieved by 
extending the range down to 50 Hz. Few laboratories have 
rooms of a size that permits reasonable test accuracy down 
to 50 Hz. Even if large rooms were available, when the wave­
length is longer than the test wall dimensions, the transmission 
loss is largely controlled by the wall stiffness and is often 
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FIGURE 1 Four typical noise spectra and averaged spectrum 
used in study. 
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FIGURE 2 Scatter plot for STC versus DL for speech noise 
source. 

70 

dependent on how the wall is tied into the surrounding test 
frame. The low-frequency TL dependence on the mounting 
method is significant because there is no way to ensure that 
the test wall stiffness can be replicated in the field, particularly 
in nonmasonry building structures. It is unreasonable to expect 
laboratories to provide data to 50 Hz on a routine basis, and 
even if available, the information would have a low credibility. 
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FIGURE 4 Scatter plot for STC versus DL for freeway noise 
source. 

Finally, it was determined that a calculation of A-weighted 
sound reduction provided a significantly improved correlation 
with DL. A-weighted sound levels were calculated from Equa­
tion 1 by adding the corrections published in IEC 123 (9) to 
each one-third octave band sound level in the frequency range 
of interest and summing the corrected levels. 

L = 10 log 2: lQ(SPLr+ wo110 

/ 
(dB) (1) 
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FIGURE 5 Scatter plot for STC versus DL for aircraft noise 
source. 
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FIGURE 6 Application of the STC grading curve as described 
in ASTM E 413. The rating for the sound transmission loss 
graph in this example is STC 50. 

where 

L A-weighted sound level, 
f = one-third octave bands in the required frequency 

range, 
SPL1 = sound pressure level in each frequency band, and 

W1 = A-weighting correction for each frequency band. 
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The A-weighted sound level L, for each source was calculated 
using Equation 1. L, for the receiving side of each wall was 
obtained by substituting SPL,1 for SPL1 in Equation 1, SPL,1 
being derived from 

(dB) (2) 

where PL,1 is the sound level on the receiving ide, SPL,1 is 
the sound level on the source side, and TL1 i the partition 
sound transmission loss for each one-third octave band . 

The A-weighted sound reduction afforded by each wall 
is then 

L, - L, (dB) (3) 

Initially, a set of A-weighted reductions for each source was 
calculated for the range 80 to 5,000 Hz and correlated with 
DL to determine the relationship. The data are presented in 
Table 1. In each case, the correlation with transportation noise 
was much better than for STC, and the correlation with speech 
was almost as good . Because it would not be reasonable to 
routinely perform calculations for every type of sound source, 
the three selected outdoor sound spectra were equalized in 
dBA level , and then sound intensity averaged to get the aver­
aged spectrum shape shown in Figure l. The A-weighted 
sound reduction using the averaged spectrum, designated out­
door-indoor transmission class (OITC) , is then 

OITC = L , - L, (dB) (4) 

Separate OITC ratings were then calculated for each wall 
for each of three frequency ranges 50 to 5 ,000 Hz, 80 to 5 ,000 
Hz, and 100 to 5,000 Hz and correlated with DL for each 
sound source. Table 1 presents the statistical data. DL is always 
calculated for the ful! 50- to 5,000-Hz range . The OITC value 
calculated for the 80- to 5,000-Hz range correlates with each 
transportation sound source to better than 0.9 and has much 
improved intercept and standard deviation characteristics than 
does STC. The ideal would be a slope of 1.0 and zero inter­
cept, with a correlation of 1.0 and zero standard deviation. 
The 80- to 5,000-Hz range is significant because it extends 
only one-third octave lower than traditional measurements 
and would require only minor changes to current measure­
ment standards. The statistics for the 100- to 5,000-Hz range 
are not acceptable for the aircraft noise source; however , the 
range could be used temporarily until 80-Hz data become 
available. OITC is still a significant improvement over STC 
or Rw. 

TABLE 1 CORRELATION OF A-WEIGHTED SOUND 
LEVEL REDUCTION (80-5 ,000 Hz) WITH LOUDNESS 
REDUCTION (50-5,000 Hz) 

Standard 
Deviation of 

Spectrum Slope ¥-Intercept Correlation Slope 

Railroad 0.871 6.6 1.00 0.8 
Freeway 1.118 2.6 0.95 2.6 
Aircraft 1.001 3.9 0.94 2.9 
Speech 0.995 4.7 0.98 1.8 
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TABLE 2 CORRELATION OF OITC WITH LOUDNESS REDUCTION (50--5,000 Hz) 

50--5,000 Hz 80--5,000 Hz 

Standard 
Y-Inter- Correla- Deviation Y-Inter-

Spectrum Slope cept tion of Slope Slope cept 

Railroad 0.871 2.9 0.96 2.1 0.999 0.8 
Freeway 1.051 0.4 0.99 0.9 1.120 1.0 
Aircraft 1.078 4.3 0.98 1.6 1.113 6.2 
Speech 0.603 7.2 0.82 4.3 0.727 4.0 

CONCLUSIONS 

STC and (by implication) Rw ratings are not effective for 
characterizing the effectiveness of walls in providing protec­
tion from transportation noise. Calculation of loudness reduc­
tion in phons is complex, requiring graphic interpretation or 
a computer program. Use of frequency band limited A-weighted 
sound reduction based on a fixed spectrum shows promise. 
The calculation of A-weighted reduction is simple and the 
rating is relatively easy to explain to the layman . Until trans­
mission loss data in the 80-Hz one-third octave band are avail­
able, the method could temporarily use the 100- to 5,000-Hz 
range. Further limitation to 3,150 Hz would result in little 
change in the OITC value. Because OITC has not been ver­
ified with sounds other than those described in this paper, its 
use should be limited to transportation noise until further 
statistical work is performed. This study has dealt only with 
loudness; no correlation between OITC and speech interfer­
ence from transportation noises has been established. 
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Control of Wheel Squeal Noise in Rail 
Transit Cars 

M. A. STAIANO AND G. SASTRY 

Because of community annoyance near a Washington, D.C., Metro 
rail transit car maintenance yard, a comprehensive noise measure­
ment and analysis program was implemented for the Washington 
Metropolitan Area Transit Authority (WMAT A) to examine the 
wheel squeal generated as transit cars traveled around small­
radius curves. Sound levels were measured near the track as well 
as at locations in the neighborhood near the subject maintenance 
yard. Comparative.measurements were also performed in tVl'.o 
other nearly identical yards. In the absence of wheel squeal, tram 
movements were almost undetectable outside the yard; hence, 
squeal elimination would satisfy community c~mp~aints and all?w 
removal of an operations curfew. Water lubncat10n of the rails, 
found to be effective in eliminating squeal, was considered 
impractical for winter operations . Rail facing (a proprietary rail­
head treatment) was selected by WMATA as an experimental 
squeal control. Testing of the rail facing within 1 week of instal­
lation yielded a 23-dBA sound level reduction and the complete 
elimination of squeal. However, after about 3 months' service, a 
14-dBA reduction with some squeal was observed ; and after 6 
months' service chronic squeal reappeared . This loss of effec­
tiveness was ascribed to rapid contact point wear of the facing 
treatment. 

Wheel squeal is a tonal noise heard when railcars travel around 
curves of small radii. Washington Metro transit car move­
ments in a maintenance yard produced wheel squeal and aroused 
complaints from neighbors. In response, the Washington Met­
ropolitan Area Transit Authority (WMAT A) implemented a 
number of noise abatement measures, including the instal­
lation of a prototype water rail lubrication system. Rail lubri­
cation by water, although effective in eliminating squeal , pre­
sented significant operational problems. The other actions 
reduced wheel squeal sound levels, but-because of its dis­
tinctive character-squeal was still perceptible and ~ome 
neighbors remained dissatisfied. 

To ensure that no viable option was overlooked , a com­
prehensive measurement and analysis program was developed 
and implemented. Sound levels were measured in the subject 
maintenance yard and in two nearly identical yards under 
controlled conditions at locations near the track . At the sub­
ject yard , sound levels were also measured at locations in the 
community outside of the yard . Squeal at nighttime, with low 
background noise, was clearly audible. The squeal frequency 
spectra from the three maintenance yards appeared to exhibit 
characteristic differences . The overall A-weighted sound lev­
els from the yards showed more variation than explainable 
by train speed and railcar/track geometry influences-· pos­
sibly a result of restraining rail conditions. In the absence of 

M. A. Staiano, Staiano Engineering, Inc., 1923 Stanley Ave ., Rock­
ville, Md. 20851-2225. G. Sastry , Deleuw , Cather & Ce., 600 5th 
St ., N. W., Washington, D .C. 20001. 

squeal, train movements were almost undetectable outside 
the yard. Thus, squeal elimination would probably provide 
community satisfaction and permit removal of an operations 
curfew. Therefore , noise controls that essentially eliminated 
squeal were sought. 

Rail facing, the application of a proprietary alloy filler to 
a specially ground groove in the rail head , was selected by 
WMATA for prototype testing. The prototype rail-facing 
treatment was completed in January 1989. Within a week of 
the installation, sound level measurements showed a 23-dBA 
sound level reduction and the complete elimination of squeal. 
However, measurements after about 3 months' service showed 
only a 14-dBA sound level reduction and occasional squeal, 
and after 6 months' service , chronic squeal had reappeared . 

SQUEAL GENERATION 

Railcars are supported on each end and guided through curves 
by a swiveling truck consisting of two pairs of wheels with 
parallel axles. Because the axles are held rigidly by the truck 
frame , they cannot take up radial positions as the car traverses 
a curve. Consequently, the wheels must slide sideways across 
the rail top as well as roll along its length. The lateral sliding 
of the wheel over the rail head creates rubbing forces on the 
wheel, which , if conditions are suitable , will cause its vibration 
to grow until a stable amplitude is reached (1). The wheel 
vibration is radiated as squeal noise characterized by one or 
more intense, high-pitched tones at the natural vibration fre­
quencies of the wheel. The vibration excitatior; by the rail 
and the smmd radiation by the wheel is analogous to a bow 
exciting a violin string. 

The sliding of the wheel over the rail head is described by 
lateral creep, c = v/V, where v is the lateral velocity of the 
wheel at the wheel-rail interface and Vis the rolling velocity 
of the wheel. Lateral creep is determined to the first order 
by the geometry of the truck and curve, as shown in Fig­
ure 1. The average creep, c. , is proportional to WIR, where 
Wis the truck wheelbase and R is the curve radius . 

The intense squeal sound levels are an outgrowth of the 
high vibration levels induced by negative damping. The mag­
nitude of the damping is proportional to the slope of the 
friction-creep curve shown in Figure 2. The slope of the fric­
tion-creep curve (hence the negative damping) has three sig­
nificant ranges of behavior: 

•No squeal-ca is less than c0 (the lateral creep corre­
sponding to µ.0 , the maximum occurring coefficient of 
friction), 
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FIGURE 1 Wheel squeal excitation geometry (2). 
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FIGURE 2 Friction-creep curve (2). 

• Intermediate squeal-c. is greater than c0 but Jess than 
3c0 , and 

• Severe squeal-c0 is greater than 3c0 • 

For the intermediate squeal condition, the generated squeal 
sound power can be shown to be proportional to 

u = V2 c~ {(8/3)[(c. - c0)/(3c0 - c.)]} 

LATERAL CREEP, c 

Thus, the squeal noise magnitude is a function of V, W, and 
R-because c. = WIR. 

Approximate values for c. and c0 are (I, 2) 

c. = 0.7WIR 

Co= 0.007 
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Consequently, the boundaries for the squeal regimes are about 
WIR > 0.01 for intermediate squeal and WIR > 0.03 for severe 
squeal. For the geometries occurring in the WMAT A railcars 
and maintenance yards (0.02 < WIR < 0.03), the intermediate 
squeal condition is predicted . 

These relationships suggest that severe squeal will occur 
with WMAT A railcars for curve radii less than 240 ft and that 
the minimum radius for no squeal will be greater than 755 ft. 
In actual practice, increasing curve radius initially causes a 
transition of squeal behavior from continuous to intermittent, 
with considerably larger radii necessary to ensure that even 
intermittent squeal will not occur (2). For WMATA railcars , 

Flange Contact 
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preventing intermittent squeal would require a curve radius 
of 1 mi or greater. 

The preceding analy i i predicated on a wheel-rail sliding 
motion that con i ts of the wheel tread moving laterally aero s 
the rail head. Other rubbing mcchani m are possible: the 
wheel flange against the side of the running rail head, and 
for curves fitted with a restraining rail, the flange against the 
restraining rail-as shown in Figure 3 (J) . (A restraining rail 
is an auxiliary rail located adjacent to the inner rail. It relieves 
the leading outside wheel flange of lateral curving forces and 
transfers them to the back of the inner leading wheel flange, 
reducing wear and a tendency to derail.) The squeal contri-

Flange Contact 

~on 

LOW-SPEED FLANGE CONTACT--NO RESTRAINING RAIL 

Wheel 
Flange -----_) 

Flange 
Contact 

Outer Running Rail 

Restraining Rail 

Inner Running Rail 

Outer Running Rail 

Restraining Rail 

Inner 
-------- Running Rail 

Section A-A (with wheels) 

FLANGE CONTACT--WITH RESTRAINING RAIL 
FIGURE 3 Flange rubbing locations (3 J. 
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butions of the various rubbing surfaces have been determined 
in experiments involving lubrication of the surfaces to tem­
porarily reduce the friction forces. These experiments have 
shown that flange rubbing alone is not a sufficient mechanism 
for squeal (1), and that "in all tests where lubrication occurred 
on the top of the rail, squeal was reduced or eliminated" (4). 
Although the restraining rail introduces an additional surface 
for flange contact, it does reduce some contact forces , and 
some data suggest that the restraining rail actually reduces 
wheel squeal (4) . 

WMATA SQUEAL NOISE 

Train operation sound levels were measured at locations around 
and inside the subject facility , the West Falls Church main­
tenance yard, and also at locations inside the two other similar 
yards, the Alexandria and Shady Grove maintenance yards. 
The purpose of these measurements was to define the com­
munity squeal exposure with controlled train operations and 
to compare squeal generation at West Falls Church with other 
similar facilities. 

Community Noise Exposures 

Two locations were selected as representative for the mea­
surement of the squeal noise exposure in the community. Both 
locations were approximately 400 ft from the track-one each 
near the east and west loops of the yard . To avoid background 
noise interference (due to vehicles and insects), measure­
ments were performed after midnight and after the onset of 
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freezing weather. In the nighttime tests, the measured squeal 
sound levels for the east loop were close to the background 
noise levels but squeal was clearly perceptible. With a 48-
dBA background sound level, the estimated squeal-only mean 
maximum sound level was 49 dBA at this location . For the 
west loop measurements, wheel squeal was prominent and 
clearly perceptible. With a background sound level of 46 dBA, 
the estimated squeal-only sound level was 56 dBA . Third­
octave band spectra measured in the community are given in 
Figure 4. The prominent peak at 630 Hz is wheel squeal. 

Comparison of Maintenance Yards 

Sound levels within the maintenance yards were measured 15 
ft inside the centerline of the track curve with a 2.5-ft micro­
phone height (roughly axle high). Four-car test trains with a 
7.6-ft wheelbase were operated at 5- and 10-mph speeds for 
the measurements. (At the Alexandria yard, trains with a 7.3-
ft wheelbase were used; the microphone height was 5 ft; and 
some measurements were performed outside the track curve 
due to access constraints.) Average maximum A-weighted 
sound levels obtained in the yards are presented in Table 1. 

Of interest is the apparent effect of the restraming rail. 
Restraining rails had been removed from all curves at West 
Falls Church in an effort to reduce wheel squeal. At Alex­
andria and Shady Grove, the restraining rails were in place­
with grease lubricators for the restraining rails operative at 
Shady Grove but not at Alexandria . Removal of the restrain­
ing rails does not appear to have had any significant benefit­
the West Falls Church yard is comparable to the Alexandria 
yard with restraining rail. On the other hand, the Shady Grove 

20.i....,,.............-r--........,......,._,r---r--r--........... --r--r--r--.---r--r--.--,.......,..--.--,.......,..~~~~Lr--.--I 
16 32 63 125 250 500 1k 2k Bk 16k 

D EL/BKGNO 
THlRD- QCTAVE BAND CENTER FR EQUENCY (Hz) 
+ EL/SOlJfAL o WL/BKGND t. WL/SOUfAL 

FIGURE 4 Measured wheel squeal in-community sound levels, West Falls Church, December 1, 1987 (EL, east 
loop; WL, west loop; BKGND, background noise; SQUEAL, squeal and background noise). 
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TABLE 1 SUMMARY OF MEAN MAXIMUM A-WEIGHTED SOUND LEVELS MEASURED 15 FT 
INSIDE TRACK CENTERLINE (FOUR-CAR TEST TRAINS WITH 7.6-FT WHEELBASE AT 5 MPH) 
:======~:=====~======~=====~==~======================~=========== 

YAFm DATE NUM. TRACK 
RADIUS 

(ft) 

F<ESTRA IN I NG 
---·--RAIL---­
I NSTL. LUB. 

MEAN 
LAma ~·: 
<dBA> 

EVENTS 

WEST FALLS CHURCH 
--East Loop 23·-0c t -··87 305 No 95.2 4 

23-0ct-87 290 No 1 (1(1. 1 4 
01-Dec-87 290 No 98.8 5 

--West Loop 01-Dec-87 300 No 103.7 6 

ALEXANDRIA * 20·-0ct-87 320 Yes No 101.6 4 

SHADY GROVE 28-0ct-87 330 Yes Yes 85.9 4 
28-Dct-87 315 Yes Yes 85.3 4 
28-Dct-87 300 Yes Yes 95.0+ 4 

=====-============================================================ 
* 
+ 

7.3-ft - truck-wheelbase cars; mic. height: 5 ft instead of 
2.5 ft 

+1-dBA adjustment for calibration drift 
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yard with the restraining rail and operative lubricators was 
relatively quiet. This may be the result of 

• A vibration-damping effect induced by the lubricated 
restraining rail, or 

• A more even distribution of flange loads or wheel slip 
among the wheels of a truck. 

As discussed, squeal sound levels are expected to be pro­
portional to a function of train velocity V, curve radius R, 

and train truck wheelbase length W. When the daytime in­
yard A-weighted sound levels were normalized and plotted 
with this relationship, the results are as shown in Figure 5. 
The expected variation for intermediate squeal is shown by 
the straight line. This plot includes 5- and 10-mph events, 
where the 10-mph events are at - 26 < f(V, W, R) < - 22. 
The measured levels exhibit considerable deviation from the 
predicted sound levels, with the Shady Grove yard appearing 
to be somewhat quieter. These differences may be explained 
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FIGURE 5 Mean maximum A-weighted squeal sound levels measured 15 ft from track centerline, 
October 1987 (0 = Alexandria yard, + = West Falls Church yard, 0 = Shady Grove yard). 
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by the varying restraining rail conditions summarized in 
Table 1. 

Third octave-band spectra obtained in the three mainte­
nance yards are shown in Figure 6. The West Falls Church 
yard has a very prominent first-order wheel mode along with 
the high-frequency, higher-order wheel modes. The Alex­
andria yard is dominated by higher-order wheel modes. The 
Shady Grove yard exhibited an almost nonexistent first-order 
wheel mode and relatively subdued higher-order modes as 
well. 

WHEEL SQUEAL CONTROL 

Actions by WMAT A 

WMAT A had taken a number of actions to abate the squeal 
noise exposure in the community. These actions included 
reduction of in-yard train speeds, elimination of train oper­
ations after midnight, removal of restraining rails, construc­
tion of acoustical barrier walls, and installation of a prototype 
rail lubrication system. 
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Train-Speed Reduction 

The reduction of train speed from standard WMA TA practice 
of 10 mph in maintenance yards to 5 mph is likely to have 
caused about a 6-dBA squeal sound level reduction, as can 
be seen in Figure 5. 

Operations Curfew 

The implementation of a curfew on in-yard operations, so 
that no train movements are permitted under normal circum­
stances after midnight, prevents late-night disturbances but 
does not affect noise exposures during noncurfew hours. 

Restraining Rail Removal 

The restraining rail was removed in an effort to reduce the 
number of possible squeal-exciting track surfaces. Compari­
son of sound levels in Table 1 and in Figure 5 does not indicate 
any clear benefit from this action. In fact, the Shady Grove 

40 -+-~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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FIGURE 6 Wheel squeal measurements: a, Alexandria yard; b, West Falls Church yard, east loop; c, 
Shady Grove yard. (continued on next page) 
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FIGURE 6 (continued on next page) 

yard with its grease-lubricated restrammg rail is relatively 
quiet and more broadband in character. 

Acoustical Barrier Walls 

Walls were constructed as high as 17 ft near the west loop 
property line and as high as 10 ft adjacent to the east loop 
track. The barrier benefit of the walls was estimated by com­
paring in-yard measured squeal sound levels to background­
corrected in-community measured sound levels after account­
ing for sound propagation attenuation. Source spectra were 
derived from the third-octave band sound levels obtained inside 
the West Falls Church yard. The source locations were taken 
at the positions along the curves that were expected to have 
resulted in the maximum in-community squeal sound levels. 
The barrier benefits are the reductions in sound levels with 
the barriers relative to the sound levels estimated at the same 

locations without the barriers-about 5 dBA for the east loop 
and 3 dBA for the west loop. 

Water Lubrication 

A prototype water rail-lubrication system was installed at the 
inner track of the east loop at West Falls Church. Controlled 
measurements both in the yard and in the community were 
obtained. This system is highly effective in reducing wh~el 
squeal. The average maximum A-weighted in-yard sound lev­
els measured with and without water lubrication presented in 
Table 2 show reductions in excess of 18 dBA. The effect of 
the system on the frequency spectra can be seen in Figure 6b, 
where the high-frequency squeal tones are virtually eliminated 
and the first-mode wheel squeal tone at 630 Hz is substantially 
reduced. The train noise with a well-wetted track is essentially 
wheel-rail rolling noise and propulsion-system noise. In the 
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FIGURE 6 (continued from previous page) 

TABLE 2 EFFECT OF WATER LUBRICATION (EAST LOOP, INNER TRACK, AT 15 FT 
INSIDE TRACK CENTERLINE, FOUR-CAR BREDA TEST TRAINS) 

~=~===~==~====~=~========~=======~~==========~==~=========== 

MEASUREMENT 
DATE 

23-0ct-87 

01-Dec-87 

SPEED 
(MPH> 

5 

10 

5 

CONDITION 

Dry 
Wet 

Dry 
Wet 

Dry 
Wet 

LAma:·: * 
!dBA> 

100.1 
Bl. 4 

105.4 
86.6 

98.8 
76.3 

LR+ 
<dBA> 

18.7 

18.8 

22.5 
========~===~===========~====~~======~======~=============~= 

* + 
Mean of test series 
Dry-wet soL1nd level redL1ction 
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community, train operations with the track wet were virtually 
imperceptible. 

Options for Effective Squeal Control 

A number of the actions taken by WMATA achieved reduc­
tions in squeal sound levels. However, because of the dis­
tinctive character of the squeal signal, squeal is clearly per­
ceptible in the community and quite pervasive during low­
background-noise conditions. Even noticeable reductions of 
the squeal levels are unlikely to achieve community satisfac­
tion if the squeal remains perceptible. Consequently, effective 
controls must essentially eliminate the generation of squeal. 
Water lubrication, as has already been demonstrated, is an 
example of such a control. Potentially effective squeal controls 
include rail lubrication, wheel or rail damping, rail facing, 
and track (tunnel) enclosures. 

Wheel Damping 

Wheel squeal increases in magnitude until the negative damp­
ing of the excitation is counterbalanced by the positive internal 
damping of the system. A number of approaches have been 
taken to increase wheel damping in practice. The simplest 
and most successful approach is the use of ring dampers. Ring­
damped wheels have metal rings that are snapped into a 
semicylindrical groove cut into the inner diameter of the wheel 
rim. The rings are usually steel and are sprung into the groove 
such that the ring is free to vibrate ( 4). Damping is apparently 
provided by the frictional forces arising from the relative 
movement of the damping ring and the wheel. Ring dampers 
are used operationally by Chicago, Lindenwold (PATCO), 
New York City, and the Port Authority of New York and 
New Jersey (PATH) and are generally considered quite effec­
tive in reducing wheel squeal. Wayside sound level reductions 
due to ring dampers in curved track, reported by a number 
of different transit properties, have ranged up to 32 dBA (4). 

Rail Damping 

Another means for adding damping to the wheel-rail system 
is to increase the internal damping of the rail. However, the 
vibration magnitude of the rail is generally much less than 
that of the wheel. Thus, the effectiveness of rail damping is 
limited. Damping materials have been placed either on the 
bottom or sides of rails with "erratic and unpredictable" squeal 
reductions ( 4). Research indicates that damping of the rail is 
beneficial only if the rail vibration levels are sufficiently large, 
that is, greater than about 3 g (5). 

Bolt-on tuned-damper assemblies can be secured to rails if 
diagnostic tests indicate high rail-vibration levels and if dam­
per effectiveness is verified by prototype tests. 

Rail Facing 

Altering the metallurgy of the rail head is a means of elimi­
nating wheel squeal-possibly by reducing the friction coef-
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ficient at the wheel-rail contact point. This approach has been 
marketed as a commercial process consisting of 

• Grinding a groove in the rail head, 
• Depositing a proprietary alloy filler, 
• Grinding the weld so that the alloy surface is no higher 

than the rail surface, and 
• Straightening the finished rail ( 6). 

This treatment is shown in Figure 7. 
The antisqueal process has been used by a number of transit 

properties in Europe, primarily on light rail systems (G. J. 
Mulder, Orgo-Thermit, Inc., unpublished data). In North 
America, use of the antisqueal treatment has been limited to 
light rail installations by Philadelphia and Toronto. The Phil­
adelphia installation has yielded inconclusive results ( G. Heines, 
Orgo-Thermit, Inc., unpublished data). After extended ser­
vice, Toronto reported that treated curves were "clearly 
quieter" than identical untreated curves, no reliability prob­
lems were encountered, and rail wear was as good as standard 
rail (T. Whibbs, Toronto Transit Commission, unpublished 
data). 

Rail Lubrication 

As noted previously, when the tops of rails are lubricated, 
squeal is reduced or eliminated. Illustrative of this effect are 
the extensive tests performed by PATH with various com­
binations of grease-and-water-lubricated, steam-cleaned, and 
in-service-lubricated rail (7). The measurements used train­
truck-mounted microphones on each side of a train close to 
the wheels. Sound levels were recorded while traversing vari­
ous segments of an underground curve of very small radius 
(WIR = 0.06). Table 3 presents the resulting sound-level 
reductions with respect to track with 8 days of revenue service 
without the usual grease lubrication. The results are ranked 
by average sound-level reduction in track section. Squeal 

N 

FIGURE 7 Antisqueal rail head treatment. 
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TABLE 3 PATH RAIL LUBRICATION TESTS (7) 
--------------------------------------------------------------------------------------____________________________ .. ________________________________________________________ _ 
--RAIL COND.-- ---------------------------TRACK SECTION-------------------------------
-Out- -In-- RR -----------At Outer Rail----------- -----------At Inner Rail-----------
T S T S S A B C D "EAN SD A' B' C' D' "EAN SD 

D D D D D 
--------------------AVB. SOUND LEVEL !dBi IN SECTION-------------------
1 lb. O 125.0 124.0 112.0 119.3 b.3 113.0 114.0 113.0 111.0 112.B 1.3 

--------------------------------------------------------------------- -----------------
------------------AVB. LEVEL REDUCTION !dBl IN SECTION-----------------

W? W6 w W WG 12.0 22.0 21.0 7.0 15.5 7.2 11. 0 12.0 11. 0 b.O 10.0 2.7 
W? WB w w w 11. 0 20.0 20.0 5.0 14.0 7.3 9.0 10.0 9.0 4.0 e.o 2.7 
6 6 6 6 6 13.0 20.0 19.0 4.0 14.0 7.3 10.0 10.0 8.0 4.0 8.0 2.8 
w w w II w 11. 0 rn .o 18.0 3.0 12.5 7. 1 9.0 9.0 e.o 3.0 7.3 2.9 
c c c 6 6 9.0 lb.O 14.0 3.0 10.5 5.8 e.o 5.0 6.0 4.0 5.8 1. 7 
c c 6 6 6 10.0 19.0 10.0 1.0 10.0 7.3 9.0 5.0 2.0 3.0 4.8 3.1 
? 6 ? ? s• 2.0 15.0 11.0 1.0 7.3 b.B 7.0 8.0 7.0 4.0 6.5 I. 7 
c 6 c c c 10.0 -2.0 17.0 3.0 7.0 B.3 5.0 4.0 8.0 3.0 5.0 2.2 
? 6' ? ? s·• 4.0 1.0 11. 0 4.0 5.0 4.2 5.0 6.0 4.0 3.0 4.5 1.3 
? 6 c c 6 4.0 -1.0 2.0 2.0 I. 8 2.1 7.0 6.0 5.0 2.0 5.0 2.2 
c c c c c -6.0 -2.0 4.0 -4.0 -2.0 4.3 5.0 5.0 5.0 2.0 4.3 1. 5 
===================================================~=~~===~=============================== 

LESE ND: In = inner rail of c:urve T = c:ondition of rail top 
Out = outer rail of curve S =condition of rail side 
RR = restraining rail 
t usual in-service lubricant application 
D = 8 da. w/o lubrication 6 = standard grease lubricant 
C = stean clean 6' = "0S2 grease lubricant 
N = 11•hr lubr icant ? = poss ible grease 1igration 

reduction was greatest for combined water-grease lubrication 
with grease lubrication and water lubrication to all rails also 
effective. 

Major users of grease lubrication are Chicago , New York 
City, and Boston. Chicago reported that lubrication reduces 
squeal levels but never completely for any turn (R. Smith, 
Chicago Transit Authority, unpublished data). New York City 
routinely uses lubrication in both yards and on revenue track, 
but finds that constant maintenance is required to retain effec­
tiveness (W. Jehle, New York Transit Authority, unpublished 
data). The Boston (MBTA) lubrication practice is to apply 
grease to both the running and restraining rails and allow the 
grease to migrate to the rail head (J . I. Williams, Massachu­
setts Bay Transit Authority, unpublished data). This approach 
has been effective in squeal quieting. Figure 8 shows the results 
of a test for MBTA of train pass-by sound levels with and 
without manually applied grease lubrication (8). The effect 
of lubrication on average train pass-by spectra is showu in 
Figure 9. A major concern with greasing of running rails is 
the potential for traction problems. Although MBTA makes 
no effort to prevent grease migration to the rail head , no 
traction problems have been encountered after 3 years of 
revenue service experience (J. I. Williams, MBTA, unpub­
lished data). The key to avoiding traction problems appears 
to be proper adjustment of the grease application system to 
prevent discharge of excessive lubricant (V. J. Petrucelly, Port 
Authority of New York and New Jersey, and T. D . Smith, 
Toronto Transit Commission, unpublished data) . 

The only North American rail transit properties that have 
operationally implemented water lubrication are Toronto and 
PATH. The PA TH installation was an underground revenue 
line, free of freezing temperatures . It was used operationally 
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and successfully for a number of years but is currently inactive 
(G. Figueredo, Port Authority Trans-Hudson Corp., unpub­
lished data). The Toronto system has been used at a main­
tenance yard since 1974. It is shut down in freezing-weather 
months, at which time grease lubrication is manually applied 
once daily. 

Tunnel Enclosures 

Three-sided enclosures covering the inner and outer tracks of 
each loop must be composed of walls with high sound trans­
mission loss and with sound-absorptive interior lining. The 
tunnels would have to extend sufficiently beyond the ends of 
the loops to minimize sound radiation from the enclosure 
apertures. However, even a relatively long tunnel may permit 
perceptible sound levels to escape. 

Recommendations 

In summary, the six potentially effective squeal-control options 
are 

•Water lubrication (with manual winter greasing), 
• Automatic all-rail grease lubrication, 
•Rail facing, 
• Tunnel enclosures, 
• Wheel dampers, and 
•Rail dampers. 

The advantages and disadvantages of these options are pre-

sented in Table 4. (Note that the comments in Table 4 regard­
ing cost are not based on quantitative investigation.) 

RAIL-FACING TREATMENT EXPERIENCE 

The rail-facing squeal-control option was chosen by WMATA 
because 

•Water lubrication requires the use of grease lubrication 
in wintertime, 

• Grease lubrication evokes fears of traction problems, 
• Tunnel enclosures are expensive and impractical, 
• Wheel dampers necessitate retrofit of the entire Metro 

car fleet, and 
• Rail dampers have shown little promise in previous 

experiments. 

The prototype rail-facing treatment was applied to approxi­
mately 800 ft of rail on the curve of 290-ft radius of the inner 
track of the east loop at West Falls Church in January 1989. 

Sound-level measurements were made shortly after the 
installation of the treatment and periodically thereafter. The 
initial measurements showed that train pass-by sound !evils 
were reduced to 75 dBA at 30 ft (height 5.5 ft) with the 
complete elimination of squeal (versus 98 dBA measured in 
August 1987 typically with six 5- to 6-sec squeal occurrences 
per pass-by). However, subsequent tests conducted in April 
to July 1989 showed the return of squeal, and in spite of 
experiments involving adjusting the restraining rail gap and 
grinding of the inside rail, squeal has persisted. A summary 
of the measurements is presented in Table 5. 



TABLE 4 POTENTIALLY EFFECTIVE SQUEAL-CONTROL OPTIONS 
==~=======~==~=~~==~===========================··============:~~======~== 

l'~O I SE CONTROL 

WATER 
LUBRICATION 

ALL--RAIL 
GFIEASE 
LUBr~: I C?l TI DN 

RAIL. FACING 

TUNNEL 
ENCLOSUFIE 

Derncw1sl:r-ated pffc.,cl:i V f? at 
W0:st Fal 1 ~; Ctnir-ch Yc.<1·-cJ, 
pn::;totyJHo' sy~;tern in plac::E., 
moderate(?) installation 
c:osts. 

Demo1 ·,,;; tr<.itf.?d e ·f f e c::t.i VE~ on 
othE;r· sy,;b?ms, r-- E·duc:F.:;d wheel 
<:ffH:1 rail wear, e<•<;;;i.ly f.?.val-­
u~1tt:; d by manual ;,:;1pplication, 
mode r ate(?) installation 
cost for automatic system. 

Low maintenance, possible 
i mpr· clVc?d (?) r· a i l wear· . 

Ne maintenance, more suit-· 
able for more severe West 
Loop. 

WHEEL DAMPERS Demonstrated effective and 
used operationally on 
number of U.S. systems. 

RAIL DAMPERS Possible low!?) installa­
tion cost, usefuln~=~•s 

Pc>.sily tested. 

? = unquantified judi;:1ment 

TABLE 5 RAIL-FACING TREATMENT EXPERIENCE 

DISADVANTAGES 

Freezing weather problems, 
relat:. :ivE·ly hiqhC?> OfH=r-ati. ng 
co,;t, rE·l2..t.~ive.ly hi.qh(?) 
fiidi nten,-;,ncE• r· eql1i r· E·ment.s. 

Potent i al wheel s lip 
problem, very high 
maintenance requirement, 
requires very strinqent 
i n ·- use moni tcw i 1-.<.~. 

Requi r es replacement of 
track, not yet demonstrated 
effective in lJ.S. on 
heavy-rai 1 ~>ystem. 

Ver-y e ;·:pE!nsive 
installation--probably 
prohibitive for East Loop, 
West Loop length limited by 
yard layout.. 

RE=quire!;:; modification t1::l 
entire car fleet, may not 
sufficiently attenuate first 
wheel vibration mode, 
relatively e x pensive(?) to 
implement. 

Little in- service 
experience, often not 
5Lli table. 

==~=-==========:===========-===;;::=========-=-==-=-======-============---==-=== 

DATE 

Aug 87 
.,,. 
·-· Feb 89 

21 1'1pr- 8'9 

19 May 89 

12 Jun 89 

29 Jun 89 

7 Jul 89 

(dBA> 

98 

75 

87 

86 

78 

85 

90 

SQUEAL 
EXTENT+ 

6 

None 

3 

3--4 

2 

6 

DESCRIPTION** 

No rai 1 facing 

Immediately after r-ail-
facing installation 

With r-estr-aining-r-ail gap 
incr-eased by 0.25 in. 

With nor-mal r-estr-aining-
r-ai 1 gap r-estor-ed 

After- gr-inding inside rai 1 
::..: -:= =:::::;== ::: :.::: : ::== ;::' :..-: ::::.--:'.: . :: ~: .;.=.:...::i=·==:=!=-..:= ·:::.::=::.=::1 = !.7.:===== ::::. =.==----==-=~= =--=-=-==---= =====:::::::;====:..:.::::::==-======-==::::: 

* 
+ 

** 

average over 5-6 passbys, measured 30 ft inside centerline of 
inner- loop track 

squeal o c curr-ences per- passby 
all tests with r·estraining rail 
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A preliminary evaluation suggests that, because the rail­
facing material is much softer than the adjacent rail head and 
has a tendency to adhere to the wheel tread, its initial effec­
tiveness is lost due to rapid contact point wear caused by a 
peeling-off of the facing treatment. 
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Knowledge-Based Preprocessor for Traffic 
Noise Prediction 

HUNG-MING SUNG AND WILLIAM BOWLBY 

A knowledge-based preprocessor system has been developed to 
assist the engineer in creating data input files for the STAMINA 
2.0 traffic noise prediction program. The preprocessor uses rule­
based heuristic knowledge for certain decisions, algorithmic rou­
tines to provide data to the rules and to help automate the file 
creation process, and linkages to editing routines for manual 
manipulation. The system is used as the engineer works with a 
design project's plans. The system requests certain data from the 
user, and ultimately creates two STAMINA input files. The first 
file contains the baseline noise barriers as starting points for final 
barrier design with a companion program called OPTIMA, and 
the second file contains only the ground-line elevations for accu­
rate assessment of no-barrier levels. System performance was 
tested on two major analysis areas on each of two design projects 
previously done by human experts. In all cases, the system created 
syntactically correct STAMINA input files that resembled those 
of the experts and produced meaningful sound level results when 
run. In some cases, these STAMINA files resulted in barrier 
insertion loss predictions very similar to those produced by the 
experts using the OPTIMA program. Although it was not the 
intent of this work to replace use of OPTIMA, the files produced 
by the system should reduce time spent using OPTIMA, as well 
as time typically spent making modifications to the STAMINA 
files. Although fully functioning, the system should be considered 
an operational prototype until further testing and refinement. 

Highway traffic noise is a major public concern with the con­
struction of noise barriers being the most common method 
for control used by state departments of transportation. 
Noise barrier analysis and design is typically done using the 
barrier cost reduction (BCR) procedure (1) that involves 
sequential use of two computer programs, STAMINA 2.0 and 
OPTIMA (2). 

STAMINA 2.0 mathematically models the noise levels from 
a highway project on the basis of user-defined geometric coor­
dinates (x,y,z) of the sound receptor points (receivers), road­
way, and proposed barriers, as well as traffic volumes and 
speeds, ground cover conditions (alpha factors), and level 
reductions due to shielding from buildings and terrain. To 
produce the needed barrier design information for OPTIMA, 
a baseline barrier height is specified in STAMINA for each 
barrier segment, as well as desired perturbations uf this height. 
STAMINA 2.0 then calculates the sound energy at each receiver 
that passes over each of the multiple barrier heights for each 
barrier segment. STAMINA 2.0 generates an acoustics file 
that contains these sound energy data, which are required by 
OPTIMA as input. The designer then uses OPTIMA in an 
iterative fashion to test various designs, working toward a 

H.-M. Sung, Trinity Consultants, Inc., 12801 N. Central Expressway, 
Ste. 1200, Dallas, Tex. 75243. W. Bowlby, Vanderbilt Engineering 
Center for Transportation Operations and Research, Vanderbilt Uni­
versity, Box 96-B, Nashville, Tenn. 37235. 

goal of selecting the lowest-cost barrier for a given amount 
of noise control. The most efficient design for barrier height 
can only be obtained if the STAMINA input data have the 
optimal lateral location of each barrier and the proper range 
in heights above and below the baseline height for each barrier 
segment. In many cases, the input data can only be developed 
properly through a time-consuming process of changing the 
STAMINA input file and rerunning STAMINA before rerun­
ning OPTIMA. 

Several years ago, the knowledge-based system Comput­
erized Highway Noise Analyst (CHINA) (3) was developed. 
This system ran the OPTIMA program to produce a good 
noise barrier design after the human engineer had separately 
created the STAMINA 2.0 input file and had run STAMINA. 
However, that barrier design would only be as good as the 
original site modeling permitted it to be. If the engineer did 
a poor job locating the barrier in plan view, choosing baseline 
barrier segment heights, or choosing receivers, then it would 
be unlikely that the human engineer or CHINA could accom­
plish a satisfactory design. 

This paper presents an overview of the results of research 
on the development of a knowledge-based system to assist in 
highway noise modeling (4-6). The major objective of the 
research was to develop a tool to help an inexperienced designer 
in the difficult task of building a good input file for ST AMINA 
2.0. Additionally, an experienced designer can take advantage 
of the computing ability of the system to speed file creation 
and to reduce the number of iterations in the noise analysis, 
thus saving time. 

The resultant final product when one uses the system is 
actually two input data files for STAMINA 2.0 that contain 
the needed data for receivers, roadways, barriers, ground­
covering factors, and shielding factors. The first file contains 
the initial barrier design, and is used by STAMINA to produce 
the acoustics file for OPTIMA. The second file, with ground­
line barriers only (no-barrier or without barriers), may be 
used to determine impacts without noise abatement features. 

PROBLEM IDENTIFICATION 

The major problem areas in the creation of input files for 
STAMINA 2.0 for most highway noise analysis projects include 
(a) selecting representative receivers, (b) modeling highway 
systems to correctly represent the noise sources, (c) deter­
mining the best lateral locations to build noise barriers and a 
good set of initial heights aimed at reaching a design goal, 
( d) choosing proper alpha factors for ground effects on noise 
propagation, and ( e) choosing proper building shielding 
values. 
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These types of problems must be considered regardless of 
the highway noise prediction method selected, but they are 
critical when using STAMINA 2.0. In addition, the sheer 
volume of (x,y,z) coordinate data required to create a file 
calls for ways to automate the process as much as possible. 

KNOWLEDGE ACQUISITION 

Although some simple rules are provided in reports or man­
uals, the solutions to most of the problems require human 
experience, which is primarily heuristic knowledge. Thus, it 
is very important to ensure that the quality of the rules used 
in the expert system is consistent and well accepted by other 
experts. In this research, the resources employed for knowl­
edge acquisition included the following: 

1. Learning from a short course: The lead author attended 
a short course for highway noise barrier design, taught by 
three leading domain experts (including the coauthor). 

2. Analyzing public domain knowledge: Four major design 
manuals (3, 7-9) were carefully analyzed to examine the 
applicability of the rules cited in those manuals. 

3. Conducting a survey: A survey consisting of 32 questions 
was answered by three engineers with extensive state depart­
ment of transportation (DOT) experience in barrier design. 

4. Studying the experts' performance: Previous projects 
done by the domain experts were analyzed and actual designs 
were done on state DOT projects in cooperation with a domain 
expert. 

TOOL EV ALVA TION 

Selecting a proper knowledge-based system developmental 
tool is important for programming and for maintenance of 
the system. The basic requirements for this research were rule­
based knowledge representation, flexible problem-solving 
mechanism, integrated development environment, easy inter­
face with procedural languages, compatibility with existing 
microcomputers, ease of learning and use, and low cost of 
the software. 

Among all types of knowledge representation schemes, the 
rule-based scheme has been used most often because of its 
discrete nature, which is simple and flexible for most engi­
neering designs. This research has already organized more 
than 100 rules to represent knowledge and experience. Also, 
for real-world applications of this knowledge-based system, 
the program must be able to call computer programs in other 
languages, such as computational routines in FORTRAN that 
process data for use by the rules. Additionally, software devel­
opment is a repetitive and time-consuming process; an inte­
grated development environment can help decrease program­
ming time. 

When this research began, tool evaluations showed that 
most commercial software was generally quite expensive or 
did not offer good interfacing capabilities. However, the low 
price and powerful interface of the knowledge-based devel­
opmental tool VP-Expert (10) led to its testing for suitability 
for this study. Implementing a small prototype on an IBM­
compatible system led to the conclusion that this software was 
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acceptable for this study. After completion of the project, it 
was concluded that use of a microcomputer with expanded 
memory capabilities was desirable. 

PROGRAMMING THE KNOWLEDGE-BASED 
SYSTEM 

The first stage in constructing the syscem was to design a 
fram •woJ'k that emulated the human expert's thought process. 
After that, numerous rules were organized and programmed 
into this design Crame to accomplish the required functions. 
The rules were built into the system either implicitly as logical 
expression r mathematical function , or explicitly as guid­
ance to help the user. The y tern wa expected to be capable 
n t only of executing the pro.gram correctly, but also of meet­
ing two important concern : (a) user-friendly interface, and 
(b) ea. of futu re modification and mainten·mce. Thu , the 
program tructu re was divided into two part . Figur 1 h ws 
an ov rview of the structure of the y tem. The upper part 
of the figure is the knowledge ba. e (or rule base) that was 
developed under VP-Expert. Th lower part contains severa l 
data manipulation pr ce e · that were written in ORTRAN. 
The results generated from lhe knowledge ba e of each mod­
ule ne d to be rearranged by an a sociated data manipulator 
before those data can be accessed by the next module. 

A total of 14 rule-based routines and 16 FORTRAN rou­
tines were developed to form the major modules hown in 
Figure 1. Sy Lem execution begin with a ti.tie block and then 
goes to a con trol bl ck that is de igned a a shell for the 
ystem. Thi hell links each de ign modLLle to provide a more 

flexible de ign proce. for the u er. Using the shell the de. igner 
may make changes in a certain module without repeating the 
entire design process. 

Centerline Module 

The centerline module was designed to simplify the data 
representation scheme. Because the major task in file creation 
is to d termine the receiver, roadway and barrier points in 
three-dimensional coordinates, a simplified data repre­
sentation scheme reduces the chance of accidental error input 
and saves analysis time. In this system, the user only needs 
to define (x ,y) coordinates for designated stations of the road­
way centerline. Points on the ame plan may then be specified 
by station numbers with offsets which are then conve-rted to 
(x,y) co rdinates ba ed on the centerline data. This scheme 
is much more convenient than reading the coordinates of each 
point from de ign plans and is flexible for future enhance­
ments such as interface with a digitizing table or a roadway 
computer-aided design (CAD) program. The required length 
of the centerline depend on the project requirements ~nd 
the distribution of the noise receivers. To determine the length 
of the centerline, the user must first identify the receiver at 
each end with the longest offset distance. The centerline is 
then extended as follows: 

1. If the offset is less than or equal to 250 ft, then extend 
the centerline by 4 times the offset. 

2. If the offset is between 250 and 500 ft, then extend the 
centerline by 1,000 ft. 
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FIGURE 1 The knowledge-based system structure. 

3. If the offset is greater than 500 ft, then extend the cen­
terline by twice the offset. 

The multipliers were determined during knowledge acqui­
sition based on sound propagation characteristics and guid­
ance from the experts. 

The major requirement of this scheme is to express the 
cent rline y both the station numb rs an.cl the (x,y) coor­
dinates at the minimum number of points that can stil l provide 
the required accuracy. For instance, a traight roadway cen­
terline can be expressed by just the two end points and the 
user needs to provide (x,y) coordinates for these two points 
to the system. For a more complicated highway plan, the 
required points are determined by the horizontal alignment 
of the cencerl in . Horizontal curve can be approximated by 
everal traight line . /\fter test ing the ·y tern with several 

design cases, the maximum offset of each straight line to the 
arc of the curve was determined to be 5 ft to avoid cumulative 
errors. 

Receivers Module 

This module presents the option of creating receiver data for 
the input file either manually or automatically. If the receiver 
distribution is fairly uniform, the receiver darn can be gen­
erated automatically by the system with only a few input 
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DATA MANIPULATION 

DESIGN 
SITE 

BARRIER 
ALPHA 

SHIELDING 

TWO STAMINA 2.0 
INPUT FILES 

lE1} E 

parameters: the desired distance between receivers, and one 
offset distance and one z-coordinatc for each group of receiv­
ers. The system will then generate receiver title, station num­
ber, offset distance, and (x ,y ,z) coordinates for each receiver. 
As with the centerline module, this scheme is amenable to 
future interface with a digitizer or a CAD system. 

If the user choo es to enter the receiver point manually, 
the system will call either a word proces r or a spreadsheet 
program at the user's request. In this option, the user needs 
to define the receiver title, station number, offset, and z­
coordinate for each receiver, and the program compute · the 
(x y) c rdinates. A series of textual rules is pro id cl as a 
guideline for the inexperienced designer for manuals lection 
of meaningful receivers. These rules include the following: 

1. For a row of houses, if the distance from one house to 
the next is less than 200 ft, then select the two end houses 
and every third house as the receiver points. 

2. For a row of houses, if the distam:e from one house to 
the next is greater than 200 ft and less than 500 ft, then select 
the two end houses and ' very second house a receiver points. 

3. For houses separated by more than 500 ft, select ea h 
house as a receiver point. 

4. If the terrain of one receiver location is different from 
the surrounding area (e.g., top of a hill), then this location 
should be selected as a receiver point. 
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Roadways Module 

This module assists the designer in dividing a highway sys­
tem into representative noise sources called "roadways" in 
ST AMINA. The first parameter considered for breaking a 
highway down into roadways is the number of lanes. Gen­
erally, each modeled roadway represents two or three real 
lanes and each ramp is considered as a single roadway for 
noise analysis. 

In addition, the user is told to longitudinally divide the 
highway into separate roadways for changes in traffic param­
eters. The user must define the traffic volumes and speeds 
for each roadway. However , a set of rules was built to define 
the traffic speed on ramps. The speed is determined on the 
basis of AASHTO guidelines (11) by the shape of ramp ( direc­
tional, semidirectional, or loop), the type of ramp (on, off, 
or interchange), and the presence of traffic control devices at 
the end of the ramp. 

The system also provides advice to assist the user in further 
breaking down the highway system into more roadways on 
the basis of ground cover conditions. For instance, the system 
suggests to the user to divide a modeled roadway into two or 
more shorter roadways when the surface covering conditions 
between this roadway and the receivers vary more than 25 
percent, such as at a large paved area or at a large water­
covered site surrounded by a grass-covered surface. The use 
of shorter roadways permits the ground absorption factors 
(alpha factors) to be defined more accurately. 

Additionally, each roadway needs to be broken into a num­
ber of segments. A 400-ft length for each roadway segment 
is typically used as a default by the experts consulted during 
knowledge acquisition and is therefore initially suggested to 
the user by the system. The user may also specify other seg­
ment lengths. These lengths are then used as starting points 
by the module as it begins the process of dividing the roadways 
into segments and computing (x ,y) coordinates for all end­
points. The system uses the information from the centerline 
module and also inquires about vertical curves using a max­
imum allowable offset elevation of 2 ft between the actual 
curve and the STAMINA roadway segment in its decisions. 

Design Sites Module 

One philosophy incorporated into the knowledge base is that 
each side of the highway should be analyzed as a separate 
design site. Basically, the rules used in this module are deter­
mined by the restrictions or limitations of the STAMINA 2.0 
program. If the proposed numbers of receivers or roadways 
in a data file are greater than the upper limits of ST AMIN A 
2.0, the system will help the user to divide the data file into 
smaller files . 

Other reasons to divide a noise analysis site into several 
design sites are (a) to save computation time for each STAM­
INA run and (b) to simplify noise barrier design and alpha 
and shielding factors selection. The system has a set of rules 
to help the user to define the range of main roadway system 
(length of roadways beyond the end receivers) and to deter­
mine if any ramps that may be present should be included in 
the file for a design site (essentially on the basis of ratios of 
ramp traffic to mainline traffic). 
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Barriers Submodule 

After the design sites are defined, barrier locations and base­
line heights are determined. Figure 2 indicates the process for 
both barrier design and alpha and shielding identification. 
Although these two tasks are conducted in one module, their 
rules will be discussed separately. The system offers a capa­
bility beyond the simple creation of properly formatted barrier 
data for the input file. It actually performs an initial barrier 
location and height analysis. This analysis was not meant to 
replace the design process using OPTIMA but to provide the 
user with an intelligently determined starting point. 

Longitudinal Location 

The first step followed by this module is to determine the 
longitudinal location of the endpoints of all barrier segments 
relat ive to the roadways. The econd step, discussed in the 
next section, is to determine the lateral (cross-sectional) loca­
tion of the barrier points . The barriers are initialized to match 
wi h the endpoints of the defined roadways. In many cas , 
the roadways and barrier are parallel to each other. Lf the 
endpoints of each roadway are matched by barrier endpoints, 
there is a reduction in the chances of making err rs such as 
creating an unrea listic low point in the barrier top on a crest 
vertical curve or er s ing a barrier over a roadway. However, 
in most cases, it is useful to define the length of a barrier 
segment to.be sborter Lhan that of a roadway segment. Shorter 
segments allow the u. er to fine-tune the barrier height during 
the OPTIMA design process. A common length applied by 
human exp rts is 100 ft. The system also checks with the u er 
to see if highway bridge are present in the analy is area. 
Because a barrier wall built on a bridge may require special 
structural supp rt or use of lighter-weight materials, it is use­
ful to delineate these areas in the definition of the noise bar­
riers. Therefore, the user has the opportunity to insert new 
barrier section points for bridges. 

The program then automatically generates the longitudinal 
location of each barrier section point using the 100-ft default 
value or different user-supplied value. Extra barriers may also 
be generated if overlapped barriers are needed for locations 
such as an interchange area with barriers along the ramp as 
well as in the gore area between the mainline and the ramp. 
The rules used for calculating the endpoint location of a bar­
rier between a ramp and a main roadway are based on the 
merging sight distance requirements cited by AASHTO (11). 

Lateral Location 

The second barrier endpoint determination problem relates 
to the best lateral offset location from the road for a given 
barrier point. The decision on the location of this point is 
related to the needed attenuation, and as a result, the needed 
barrier height above existing ground. The first step in this 
process is for the user to supply an insertion loss (IL) design 
goal. For receivers located more than 200 ft from a noise 
source, the user-supplied IL is revised downward by the sys­
tem because, in practice, the more distant receivers will expe­
rience less noise reduction for a given barrier design than the 
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I DESIGN GOAL IL I 
IDENTIFY ROADWAY BRIDGES 

,...------------i SELECT A DESIGN SITE 

COMPUTE BARRIER SECTIONS AND PATH LINES 

~------1COMPUTE DATA FOR ONE PATH LINE 

INPUT POSSIBLE LOCATIONS FOR ONE PATH 

COMPUTE BARRIER HEIGHT FOR EACH LOCATION 

DETERMINE THE BEST LOCATIONS 

DEFINE ALPHA & SHIELDING 

~---------tMORE PATH LINE? 
YES 

NO 

DE FIN E ALPHA & SHI EL DING FOR OT H E R RECEIV ERS 

COMPLETE BARRIER DESIGN 

COMPLETE ALPHA & SHIELDING FACTORS 

GENERATE TWO STAMINA INPUT FILES 

' '--------------1 NEXT DES I G N SITE ~------1 
YES NO 

FIGURE 2 Barrier analysis procedure used by system. 

clo r receivers (for which th design is generally being done). 
The purpos in choosing a design goal during STAMINA 
input fi le. creation i to give the system information to llse in 
selecting an initial barrier location and base line height. 

The ystem then determine a number f paths representing 
re(;eiver-source pllir , a hown in Figure . For all but the 
end receivers, a path is the perpendicular offset line from one 
of the first row receivers to the centerline. However, for both 
ends of a de ign site several exlra paths are generated to 
extend the barri r de ign to the end of the modeled r adway . 
The path of th first (and last) receiver-source pair run from 
the neare t end of the centerline in the design site to Lhe end 
receiver with rhe longest off et di ranee as shown in Fig­
ure 3. This receiver may not b in the first row. If not, an 
additional path is generated by c nnecting the end receiver 
of the fir t row with the corresponding cenrerlin endpoint. 

For each receiver-source pair, the offsets and elevations of 
the recei er and the sources which include near lane far 
lane, and ramp lane (if existing) are extracted from the 1 re­
viously created data base. The designer is asked to examine 
ihe highway plan to input the off ts and z coordinates for 
all potential barrier location along each path. Some guide­
line are provided for this assignment. Again, thi procedure 
was establi hed with the thought of ultimate transition t 

automated interface with a CAD system. 
Ba ed on an algorithm developed in thi. re. earch the y -

tem then calculates the barri.er baseline heights for all the 
barrier localions entered by lhe user for each path. The basic 
concept of this algorithm is to determine the required break 
height at each barrier location for the needed barrier atten­
uation (on the basis of a heavy truck source), which is deter­
mined by the IL entered by the usu, as explained next. 
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receiver 

RECEIVER-SOURCE PATH 

1st row 
end receiver 

• 

BARRI ER LCENTER LINE 

FIGURE 3 Plan view of paths used in determining initial barrier location and height. 

The first step is to compute two line-of-sight (LIS) functions, 
one from the near lane and one from the far lane, and their 
distances ( C) to the receiver (see Figure 4). Then the barrier 
attenuation for each LIS is determined. Because the atten­
uation caused by soft ground covering may be lost due to the 
insertion of a barrier, the barrier attenuation used in this 
analysis is set to be 2 dB higher than the lL goal if the receiver 
is locat d up to 200 ft from an ise ource (9). The effects of 
distance in reducing attenuation are then introduced to adjust 
the IL for the receivers located more than 200 ft from a noise 
source. The barrier attenuation used for barrier break height 
calculation is determined by the following equations: 

For C < 200 ft , 

A 0 = IL+ 2 (1) 

For 200 < C < 500 ft, 

A = A 0 + 10 log (100/(C - 100)] (2) 

For C > 500 ft and A 0 s 12 dB, 

A = 4 (3) 

BARRIER HEIGHT 

A 

For C > 500 ft and A 0 > 12 dB, 

A = A 0 - 8 (4) 

where A 0 is the barrier attenuation in decibels for a path length 
less than or equal to 200 ft and A is the barrier attenuation 
in decibels for a path length longer than 200 ft. 

It needs to be emphasized that these attenuations are not 
being recommended for use in barrier design . Rather, they 
are being used by the program to determine a reasonable set 
of baseline barrier heights in the ST AMINA file for subse­
quent design by the u ·er. 

The needed path length difference 8 for a desired barrier 
attenuation may be approximated as follows: 

For A < 5 dB, 

8 = 0 (5) 

For 5 s A s 9 dB, 

1) = 10(- 2,6154+0.2564A) (6) 

For 9 <A s 15 dB, 

1) = 10(- l 6536 +0.162A) (7) 

B 

5' 

8 ' ---~--~ LINE-OF-SIGHT RECEIVER 

FAR 
LANE 

NEAR 
LANE 

FIGURE 4 Section view for source-barrier-receiver paths. 

BARRIER 



42 

In barri r am1 lysis for a flat (a t-grade) site, th· l0cation 
that pr vidcs th l ;1st path length diffe re nce fo r a given bar­
rier height i th midpoint of the pnth . hc refon» the mid­
point wa u. ed a a reference point for calculat ing the required 
break height (HtJ), which is the barrier height above the LI 
line (see F'igure 4). Bccau c 8 ((!qual to A + R - in Fig­
ure 4) can be calculated by Equations 5 t 7, the break height 
may be approximated as 

(Hb), = [(oC)/2) 112 (8) 

The break height for any barrier location other than at the 
midpoint that results in the same path length difference as 
the midpoint can be approximated by the following equation 
(12): 

Hb = 2 (Hb), [(C,/C)(l - C,IC)] 112 (9) 

where C, is rJ1e di tance between barrie r and source (see Fig­
ure 4). After testing this appr ximation meth d with vario u · 
C,/C ratios , it was found that Equation 9 was only good for 
a C,/C ratio from 0.1 to 0.9. If the ratio was less than 0.1 or 
greater than 0.9, a good ttpproximation for the break height 
would be produced by using lht: value associated with a 
C/Crat io of 0.1 or 0.9, re pecli ely. Through this procedure. 
the system determines the needed break height (or a given 
b·1rrier location and ground I •vation. The n , 1he base line bar­
rier height and top elevati n are calculated using the break 
he ight, the LIS height , and the ground elevation of each 
location. 

Fo1· each barrier location, the ca lculati ns are performed 
separately for both nea r and rar lanes, a th y represent dif­
ferent ·ources. The fina l barrier h ighl for a given barrier 
locat i n is determined by comparing the re ·ul!s for the two 
sources. In terms of acoustiq1l perform ance , for a given path 
the best location for a noise barrier is the location wiLh the 
lowest barrier height that provides the needed attenuation. 
Nevertheless, some modifications in that location may be nec­
essary to ensure barrier continuity in transition areas (e.g ., 
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going from a cut section to a fill section) or to address other 
conce rn such as drainage or special con tru ·tion requir -
ments. Thus, for each piith. the ba1 1it:1 1...:sul!s calcula1ecl by 
the sy tem fo r the o ther lateraJ locations are aJso stored in a 
data base. 

T he proces is re1 eated for all the pa1hs d •termined by the 
system. After lhis initia l b<trrier analysis is omple ted , the 
b · ·t barrier hei hts for a ll pa ths d !ermined by th ·ystem 
are summa rized in a file. The user may verify thi ' ba c line 
barrier d sign by a printout of this data file. T he u er may 
al. modify the design man ually b fo llowing the guidc line ­
pro ided by the y ·tem. 

Height Adjustment 

After the verification , a data man ipulation proces i u ·ed to 
adjust the heights re. ulting fr m the analysis. For each bar­
rier the number f path. and resultant b. rrier he ights gen­
erated by the sysrem are usua lly greater than oni;. TI1us, the 
first step ill adju ting the barri r heights i to co rdinat 
the baseline height for each barrier. This is the initial baseline 
height for lhe ST AM fN A 2.0 input file. A fir t simple rule 
of thumb by which to determine the baseline he ight for each 
barrier is to us the tallest barrier he ight req uired by nc f 
the pa th ~ r this ba rrier. For more complicated cases, if the 
difference in baseline he ight · between lW consecutive path 
lilies is greater than 6 fl, the barrier is di ided into two ep­
arate barriers. 

After this adjustment of the baseline heights , a second set 
of adjustments is made by the rules presented in Table 1 to 
give a more standardized look to the height s. In addition to 
the baseline height , associated height increments for the 
STAMINA file are also presented in this table. The number 
of increments and the increment sizes listed in the table allow 
the u er to have max imum cha nges for barrier he ight . These 
va lues are also commonly used by the human expert as the 
initia l value in their de.~igns . 

Two data files are produced by this data manipulation pro­
cess, one containing no noise barriers other than the natural 

TABLE 1 RULES FOR REFINING BARRIER HEIGHTS AND DEFINING 
HEIGHT INCREMENT 

Computed Refined Number of Increment 

Baseline Baseline Increments Height 

Hc;:ight (ft) Height (ft) (ft) 

0 0 0 0 

0-6 6 3 1 

6-15 6,9,12,15 3 2 

15-20 15,18,20 3 3 

20-30 20 3 3 

30 or more 30 3 4 
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terrain (i.e., ground line barrier), and the other containing 
the results of the initial barrier height analysis, namely the 
baseline barriers with height increments for production of the 
acoustics file for use by OPTIMA. 

Alpha and Shielding Factors Submodule 

Figure 2 shows that alpha and shielding factors are assigned 
by the same module that does the harrier analysis. T he rule · 
presented in the FHW A trnffic noise prediction model report 
(7) for determining alpha and shielding factors are applied by 
the system as g neral guidelines. To apply these rules, Ute 
user first defines a series of paths for certain receiver-source 
pairs. The pairs include each receiver and the roadway directly 
in front of it ; some extra paths are defined for the end receiv­
ers for extending the design to the end of the design site, as 
was done in the barrier analysis . The designer then only has 
to assign alpha and shielding values for this subset of all pos­
sible receiver-source pairs. Rules are built in to enable the 
system to generate a complete alpha or shielding matrix with 
this relatively limited information. 

Figure 5 indicates by solid lines the paths for which the user 
must supply factors. The dashed lines (which are shown for 
Receiver 2 only) indicate the other receiver-source pairs that 
will have their factors automatically generated by the pro­
gram. These factors are assigned by the program through an 
examination of the factors for the user-specified path lines 
that cross the path line of interest. The results of this sub­
module are then combined with all the data generated in the 
preceding steps to create a ST AMINA 2.0 input file for one 
or more design sites. 

TESTING AND EVALUATION OF THE SYSTEM 

As mentioned earlier, the major goal of this study is to provide 
a good input file with which to begin the noise analysis . The 
final design results using a program like OPTIMA will be 
strongly dependent on the quality of this initial file . A good 
initial input file should at least contain all correct information 
to run STAMINA and to start a noise analysis , reducing iter­
ative modifications of the STAMINA input data. As it turned 
out, the initial barrier heights produced by the system could 
be close to the final design using OPTIMA, especially for at­
grade sites, an unexpected benefit of the results of this research. 

During programming, the system was verified and evalu­
ated step by step in order to ensure that the information was 
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E4 

E 

FIGURE 5 Plan view of roadway-receiver pairs for alpha and 
shielding factor identification. 
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complete and accurate for further development. Verification 
cannot be accomplished, however , by using a case with a 
simple geometric configuration. Thu the overall perfor­
munce of the system was tes ted against two full -scale de ign 
projects that were completed by two domain experts at Van­
derbilt University. A full pre en ca ii.on , discussion , and doc­
umentation of the results of the evaluations are available for 
study (4) . 

The first project was a 1.5-mi section of the planned six­
lane I-68 in Bowie, Md. Two design sites-the north and 
south sides of the project-were modeled by both the experts 
and the system. The second design project was the existing 
10-lane I-95 in northern New Jersey, where the goal was to 
design noise barriers to be added alongside the existing high­
way. Four de ign site wer mod l.od for thi · project: two 
adjacent areas to the south and two adjacent areas to the 
norlh. The two northern a reas were chosen for system eval­
uation (4). The design sites were neither simple nor straight­
forward. Collectively, they included such fe atures as ramps, 
cut , fill and at-grade sections, fairly steep roadway grades , 
and a mixture of hard and soft ground cover. In order to 
compare the results of the y tern ' files t those of human 
experts virtually th amc rece iver and traffic d:ita used by 
t11 expert were used \ hen running the y tem. All the other 
results were determined ace rding to the guidelines provided 
in the system or generated by the system directly. 

In the tes ting and evaluation , the design accomplished by 
the human experts represented the final results arising from 
a series of iterations, which include modifying the ST AMIN A 
input files as well as running the OPTIMA design program. 
The results of the knowleclge-ba. ed system, on the other hand , 
were generated directly by the system without any subsequent 
modification to the STAMINA input file and prior to any 
final de ign with OPTIMA. The usefulness as well as the 
limitation. of the knowledge-based system can be illustrated 
through the comparison of the human experts' final OPTIMA 
design with the system's initial STAMINA design. 

It is very difficult to specify quantitative benchmarks to 
evaluate system performance. In all cases, the system pro­
duced syntactically c rrect files that could be directly run with 
STAMINA. On a second level of evaluation, the STAMINA 
files produced by the system were very much like tho e pro­
duced by the experts. imilar numbers of roadways and bar­
riers were defined and the locations of these features were 
comparable. This similarity was expected because , assuming 
correct programming, the heuristics used were the same. 
However, the system has not yet been compared to designs 

f other experts. The similarity of the files would depend very 
much on the similarity of the heuristics used by each set of 
experts. Different experts often do create ST AMINA input 
files in different manners using different rules. These files 
should, however, lead to similar sound level results. The experts 
ju t approach the goal in different ways . 

When difference between the system files and the experts' 
files existed , they involved the barrier heights for the most 
part. In one case, the user working with the system read a 
different set of ground line elevations from the contour map­
' ping than did the experts. Until a fully integrated CAD system 
interface is developed to automatically read elevation data, 
this specific problem will plague any method of creating 
STAMINA files, including all existing digitizer preprocessors. 
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In a second case, the experts had taken their final acoustically 
optimized results and increased barrier heights in certain area 
beyond what was needed to give the top of the wall <1 smooth 
transition profile. 

In a third case, the road was on a grade and changed from 
fill to a deep cut, with the houses on an even steeper grade 
along the top of the cut. The height selection rules in the 
system for all but the end sections of a barrier are based on 
perpendicular paths between the source and receiver. On 
grades, the user needs to be concerned about sound leaks 
over the barrier top from oblique angles. Revision of the 
barrier height selection mechanism would be needed to cover 
these situations. However, even these differences need not 
be viewed as fatal because the resultant file could indeed be 
run by STAMINA 2.0 to produce the acoustics output file for 
subsequent use with the OPTIMA design program. 

To illustrate the performance of the system, the results for 
one of the design sites (the south side ofl-68) will be discussed. 
Figure 6 is a map of the site. This project area included the 
main lanes of 1-68 with ramps for an interchange at the west 
end. The road passed through rolling terrain, such that it was 
depressed for certain sections, at grade for others, and on fill 
elsewhere. Figure 7 provides two plan view plots of the 
ST AMINA files for thi ite. Tb1:: luwt:r plot was generated 
from fh file created by the . ystem (and it lmnuln user) , 
whereas the upper plot was created from the file d veloped 
by the human experts. The upper plot illustrate that two 
possible barrier lines were assigned by the human experts for 
the west (left) end of the site. The experts included both lines 
because they could not tell, a priori, which would be better. 
However, in the knowledge-based system, various barrier 
locations were evaluated according to the user-supplied IL 
goal and only one was chosen by the system for the input 
file. Evaluation of the STAMINA results confirmed that this 
barrier location was indeed the correct choice. As a result, 
only one barrier line needed to be added to the ST AMINA 
input file when using the system. 

Figure 8 compares elevations of the ground line barriers 
produced by the human experts and the system (Lines C and 
D, respectively), and the barrier top elevations for each (Lines 
A and B, respectively). The first difference to note deals with 

STA 60 

FIGURE 6 1-68 between Maryland Routes 197 and 301. 
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the ground line elevations between Stations 18 and 28. The 
contour mapping in this area was read differently by the user 
of the system and the experts. No system can deal with this 
type of human error: judging the correctness of what other­
wise would seem to be reasonable elevations. An enhance­
ment to allow the system to read CAD roadway design files 
would eliminate this particular type of problem. Because the 
system then selected barrier heights based on IL goals, the 
difference in ground elevations was largely responsible for the 
resulting difference in barrier top elevations. 

The data presented in Table 2 help to illustrate system 
performance. The first five columns show ST AMINA 2.0 results 
for each receiver based on the two input data files created by 
the system [ground line barriers only (WITHOUT BARR) 
and baseline noise barriers (WITH BARR)]. The difference 
in the predictions is shown in the IL column. The next four 
columns show the OPTIMA results for the human experts' 
design. The last three columns of the table compare each set 
of results for the three quantities. 

Because of the ground line and barrier top elevati n dif­
ferences caused by the human data entry error betw en 'ta­
tions 18 and 28, both the without-barrier and with-barrier 
noise levels of the receivers located in this range (RS l.8 tLu·ough 
R 2 and Sl820 through S2760) were predicted t b higher 
by the y tem than by the human expert . Note , h w ver in 
the last column of Table 2, that despite the problem with the 
correct ground elevation, there were only small differences 
in IL for most of the receivers between Stations 18 and 28. 

Because different barrier ground elevations were used in 
certain areas by the two designs, as shown in Figure 8, it is 
not entirely appropriate to evaluate the results in terms of 
the actual wall heights. However, the erall compari on of 
ILs indicates that the system achieved good agreeme nt with 
the human experts' design. As presented in Table 2, the IL 
differences of all the receivers, except for the first three, were 
1.5 dB or Jess. The IL differences of the first three receivers 
were caused by different barrier designs. Th ' sy ·tern analyzed 
the need to extend a barrier along the roadway to Statfon 11 
in an attempt to meet the design goal IL at the first three 
receivers. However, there was a creek between Stations 14 
and 18 and the human experts designed the barrier to stop at 

STA JO 
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FIGURE 7 I-68S plan view plots of files created by human experts (top) and by knowledge-based system (bottom). 

V1 z 
Q 
f­
<( 

> w 
....) 
w 
0 z 
~ 
0 
0::: 
0 

~ 
Q_ 
0 
f--

0::: 
w a:: 
0::: 
<( 
CD 

90 

30 1--~~..--~~..--~~~~~-.-~~-.-~~~~~--1 

1215 1220 1225 1230 1235 1240 1245 

ST A TON NUMBERS OF 8ARR£R PONTS 

1250 

A: Barrier top elevations designed by human experts 

B: Barrier top elevations designed by expert system 

C: Ground elevations defined by human experts 

D: Ground elevations defined by expert system 

A --·--
8 

--'X--

c 
G 

D 

FIGURE 8 Profile of initial barrier selected by system for STAMINA and final OPTIMA barrier 
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TABLE 2 COMPARISON OF SYSTEM AND HUMAN EXPERT RESULTS FOR I-68S CASE 
===============================-==========-============-=====-=======-:=====--======-===-=-====-======= 
(A) EXPERT SYSTEM'S DESIGN 

WITHOUT WITH 
(B) HUMAN EXPERT'S DESIGN 

WITHOUT WITH 
DIFFERENCES BETWEEN A & B 

WITHOUT WITH 
RECEIVER OFFSET BARR BARR 

(dB) 
IL 

(dB) 
RECEIVER BARR BARR 

(dB) 
IL 

(dB) 
NO·BARR W/BARR IL 

(dB) ID (FT) (dB) ID (dB) (dB) (dB) 

RS18 
RS19 
RS19A 
RS21 
RS21A 
RS23 
RS23A 
RS25 
RS26 
RS28 
RS28A 

RS30 
RS30A 
RS31 
RS33 
RS33A 
RS36 
RS37 
RS40 
RS42 
RS43 
RS45 
RS46 
RS47 
RS48 
RS50 
RS51 
RS52 
RS55 
RS55A 

200 
350 
520 
360 
200 
190 
340 
160 
270 
210 
375 

220 
400 
260 
170 
280 
170 
240 
500 
300 
200 
160 
320 
170 
330 
200 
420 
240 
270 
390 

71.7 
65.7 
61.5 
64.0 
71.9 
72.1 
64.3 
73. 7 

69.1 
70.5 
61.3 

70.2 
61.0 
66.1 
72.4 
65.2 
71.8 
66.6 
64.7 
65.3 
70.9 
72.2 
64.4 
71.7 
63.9 
66.9 
62.7 
67.5 
69.1 
66.3 

61.1 
58.5 
55.8 
56.7 
62 .4 
61.7 
56.0 
62.9 
60.7 
60.4 
52.8 

61.0 
53.2 
513.3' 
63.7 
56.6 
61.3 
57.5 
57.2 
56.9 
61.0 
61.9 
56.4 
61.9 
56.3 
62.0 
55.9 
59.2 
60.8 
62.9 

10.6 
7.2 
5.7 
7.3 
9.5 

10.4 
8.3 

10.8 
8.4 

10.1 
8.5 

9.2 
7.8 
7.8 
8.7 
8.6 

10.5 
9.1 
7.5 
8.4 
9.9 

10.3 
8.0 
9.8 
7.6 
4.9 
6.8 
8.3 
8.3 
3.4 

S1820 
S186B 
S185C 
S201B 
S2050 
52290 
S223B 
S2480 
S2630 
52760 

S278B 
S298B 
S2980 

S3090 
53250 
S3330 
S3610 
53660 
SCHOOL 
S420B 
54260 
S4500 
S456B 
S4750 
S477B 
S4960 
S511B 
S5220 
S5450 
S5590 

the creek at Station 18 for nonacoustical reasons. This non­
acoustical concern could have been taken care of by a user 
of the system during a subsequent OPTIMA design session. 

Two oth 'I' receivers with significant differences in the pre­
dicted without-barrier noise levels are RS37 and RS40. Tn the 
system's design, RS37 was defined as a second row receiver 
and a 3-dB building shielding factor was introduced. The human 
experts, however, did not assign shielding to this receiver in 
their design. Conversely, for RS40 the human experts con­
sidered building shielding whereas the system did not. The 
situation of a partially shielded second-row receiver needs 
more consideration in future rule refinement with the system. 

It is again important to note that the human experl design 
is the re ·ul t of u ing the OPTIMA program whereas the 
knowledge-based system has only run the STAMINA pro­
gram. It was not the objective of this work to have the system 
eliminate the use of OPTIMA, but to provide a good starting 
point for an engineer to use OPTIMA. The fact that the 

68.2 
65.5 
62.5 
63.0 
70.3 
70.8 
63.0 
71.7 
67.9 
68 .5 

59.9 
60. 1 

58.9 
56.4 
60.5 
60.1 
55.3 
61.2 
59.5 
59.1 

63.5 54.8 
63 .8 55.4 
69.6 

68.5 
71.4 
67.9 
72.2 
70.3 
61.6 
65.2 
70.3 
71.6 
64.1 
70.5 
62.7 
66.5 
61.2 
66 . 9 
69.0 
66. 1 

59.9 

60.3 
61.8 
58.8 
60.4 
60.2 
53.9 
56.1 
59.8 
59.8 
55.0 
60.1 
55.0 
60.2 
54.8 
57.9 
62.0 
62.9 

8.3 
5.4 
3.6 
6.6 
9.8 

10.7 
7.7 

10.5 
8.4 
9.4 

8.7 
8.4 
9.7 

8.2 
9.6 
9.1 

11.8 
10.1 
7.7 
9.1 

10.5 
11.8 
9.1 

10.4 
7.7 
6.3 
6.4 
9.0 
7.0 
3.2 

3.5 
0.2 

-1.0 
1.0 
1.6 
1.3 
1.3 
2.0 
1.2 
2.0 

0.6 

·2.4 
1. 0 

·2.7 
·0.4 
·3.7 
3.1 
0.1 
0.6 
0.6 
0.3 
1.2 
1.2 
0.4 
1.5 
0.6 
0.1 
0.2 

1.2 
·1.6 
·3. 1 
0.3 
1.9 
1.6 
0.7 
1. 7 
1.2 
1.3 

1. 1 

-2 . 0 
1.9 

·2 . 2 
0.9 

-2 . 7 
3 .3 
0.8 
1. 2 
2. 1 
1.4 
1.8 
1.3 
1.8 
1.1 
1.3 

-1 . 2 
0.0 

2.3 
1.8 
2. 1 

0.7 
· 0.3 
-0.3 
0.6 
0.3 

0 
0.7 

·0.5 

-0.4 
-0.9 
-0.5 
-1.3 

-1 

-0.2 
-0.7 
-0.6 
· 1.5 
-1.1 
·0.6 
-0 .1 

·1.4 
0.4 

· 0.7 
1.3 
0.2 

system gave initial results comparable to the humans' final 
OPTIMA results is an interesting and important side benefit 
of this work and supports the conclusion that the system is 
providing good results . 

It is also important that the results of the knowledge-based 
system are obtained on the basis of the inputs provided by 
the user in response to the requests from the system. Thus, 
the user of the system, as it currently stands, is an integral 
part of the design system, and the accuracy of the responses 
is important for good performance of the system. The user 
must be able to react to the system's messages lo read certain 
data from the plans and enter the data into the computer. 
This relatively extensive user interaction is a current weak­
ness, but the system is still a substantial improvement over a 
person working without any type of input enhancement tool. 

In general, comparison of the results presented in these 
figures and the table indicates that the knowledge-based sys­
tem was able to create a good input file for a case as com-
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plicated as this I-68 case. Both files consisted of approximately 
350 lines of data. With the system, the STAMINA files were 
completed by one of the authors in about 8 hr. Producing this 
same file without the help of a preprocessor (or a digitizer) 
would easily take 2 person-days or more. With certain excep­
tions, the data produced by the system were accurate. More­
over, the insertion losses provided by the initial barrier heights 
determined by the system were comparable in some instances 
to the human experts' final design, which was accomplished 
using OPTIMA. 

FINDINGS 

The following findings are summarized from all the cases 
studied in this research: 

1. The centerline module handled all cases without any 
conversion errors and provided the user a much more con­
venient scheme for data acquisition (i.e., station number cou­
pled with offset). 

2. For a fairly uniform site, it was found that the receivers 
could be generated automatically by the system. Obviously, 
for a large-scale project, this function could save a great deal 
of time in data input. This function was tested in one of the 
cases to ensure its accuracy. 

3. The roadway configurations determined by the system 
were found to be as good as those modeled by the human 
experts. This finding was tested by the existing conditions of 
all the cases. 

4. In general, the good agreement of the no-barrier pre­
dicted levels indicates that the system was properly choosing 
the best lateral location for the ground line barrier. Moreover, 
if more than one ground barrier exists in a receiver-source 
path (i.e., rolling terrain), the system could detect the location 
that would provide most nonbarrier shielding for the no-bar­
rier model case, which is important in accurately predicting 
the no-barrier levels. However, the system has no means of 
judging the accuracy of a user-specified elevation. 

5. For cases with complicated surface absorption conditions 
or building shielding, it was found that the system could gen­
erate the alpha and shielding matrices with limited informa­
tion in a much shorter time than the human experts, and 
provide acceptable results in nearly all cases. 

6. For a modeling area without steep roadway grades, the 
barriers designed by the system were found to be good enough 
not only to be used for a starting point for the ST AMINA 
program but also to be comparable with the final designs 
accomplished by the human experts using OPTIMA. Thus, 
with the site as modeled by the system, the iterative design 
steps using OPTIMA could be reduced significantly. 

7. For a site with steep roadway grades, the initial barrier 
specified by the system will not be as good as one specified 
for a roadway on a slight grade; however, the system still 
created a valid ST AMINA input file. The rules used in choos­
ing source-receiver pairs for the barrier attenuation analysis 
would have to be expanded to cover oblique angles to address 
this problem. 

8. For sites with all receivers beyond 500 ft from the noise 
source, it was found that the design goal strategy for selecting 
an initial barrier height may not be suitable. However, in 
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general, these receivers are rarely the controlling factor in 
highway noise control projects, and trying to accommodate 
this situation probably should have been beyond the scope of 
the system. Nonetheless, the system still produced an exec­
utable STAMINA file. 

9. The memory size of the 80286 machine used in system 
development is a limiting factor for future enhancements. 
Useful future work probably should be done on an 80386 
machine with expanded memory. 

CONCLUSION 

The system described in this research was developed to assess 
the potential for a knowledge-based approach for automating 
file creation for traffic noise modeling. The specific goal was 
to assist a user in creating a good initial input data file for 
the STAMINA 2.0 traffic noise prediction program in less 
time than without use of an input enhancement tool. The 
results have demonstrated that the system and its user can 
indeed produce large input files for relatively complex 
situations. 

However, the system should still be considered in an oper­
ational prototype stage and some improvements would be 
helpful. These include (a) an expanded barrier height algo­
rithm to use oblique analysis paths in addition to perpendic­
ular paths, (b) more rules for identifying the factors for shield­
ing and ground absorption, and ( c) an expanded interactive 
environment that might include a graphic display feature for 
data presentation and more help information for the inex­
perienced designer. 

Additionally, the full time-saving benefits of a knowledge­
based approach to assistance in file creation will probably not 
be obtained until the system is interfaced at least with a dig­
itizing system. Even then, the possibility of human error remains 
in entering elevation data, a problem faced by all current 
preprocessors. Ultimately, interface with a CAD-based road­
way design system would eliminate many of the situations 
where human error could occur. Nonetheless, the system does 
not, will not, and should not eliminate human participation 
in the highway noise analysis or noise barrier design process. 
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Barrier Overlap Analysis Procedure 

V. LEE, S. SLUTSKY, E. KEN, R. MrcHALOVE AND W. McCOLL 

Situations arise in which noise barriers are overlapped to accom­
modate highway entrance or exit ramps, service roads , local access 
roadways, underground utilities, or community desires regarding 
placement within the right-of-way. This arrangement of two par­
allel vertical barriers with an opening in between gives rise to the 
overlap noise barrier problem. The need to protect residential or 
institutional properties near the barrier opening led to the devel­
opment of an analytical procedure to investigate the reflection­
diffraction effects of overlapping barrier designs. 

In many highway noise barrier designs, breaks are introduced 
in othe1wise continuous noise barriers to accommodate entrance 
or exit ramps. Typically , a noise barrier along the highway is 
terminated at the ramp and then resumes on the service road­
side, as shown in Figure 1. A break may be necessitated 
because of underground utilities or to provide access to shielded 
portions of the right-of-way. The presence of the break in an 
otherwise continuous noise barrier degrades barrier perfor­
mance at receivers in the immediate neighborhood of the gap. 
To restore the integrity of the barrier, an overlap may be 
introduced to compensate for the presence of the gap. Prob­
lems that arise include how long the overlap should be and 
the amount of degradation due to the multiple reflection effect 
created between the overlapping barrier sections. The barrier 
overlap analysis procedure (BOAP) was developed to answer 
these questions. 

A ray acoustics approach adopted to deal with the multiple 
reflection problem was combined with Maekawa's simple dif­
fraction treatment for appropriate paths. Simplifying assump­
tions were made to provide an approximate solution of the 
problem. A FORTRAN version of BOAP was implemented 
on a PC for use as a supplemental noise barrier design tool 
in conjunction with STAMINA 2.0/0PTIMA (J) to achieve 
the most cost-effective barrier design. 

ANALYSIS OF PROBLEM 

To simplify the solution, the following assumptions have been 
made: 

l. Barriers are vertical, parallel to each other and to the 
roadway, 

2. Barriers are of equal height, and 
3. Barrier edge diffraction arising during reflection is ignored. 

V. Lee and E. Ken, Analysis & Computing, Inc., 82 N. Broadway, 
Suite 205 , Hicksville, N.Y. 11801. S. Slutsky, 1611 George Road, 
Wantagh, N.Y. 11793. R. Michalove, Frederic R. Harris, Inc., 300 
E. 42nd St., New York, N.Y. 10017. W. McColl, Environmental 
Analysis Bureau, New York State Department of Transportation, 
1220 Washington Ave., Albany, N.Y. 12226. 

It should be noted that these assumptions may be dropped 
if more comprehensive procedures (2) are used , but at the 
cost of considerably greater effort. In addition, the double 
diffraction effect of barriers can be ignored and replaced 
by the most effective barrier assumption (3) as is done in 
STAMINA 2.0. 

As in the simple barrier case, the sound level at a receiver 
due to a roadway segment is the sum of contributions from 
the direct rays (if any) passing through the gap and the dif­
fracted rays passing over the most effective barrier. For over­
lapping barriers, however, an additional contribution result­
ing from multiple reflections in between the barriers must be 
accounted for. This is done by using the method of images 
and rectified rays. The contribution due to multiple reflection 
can be calculated by summing over the contributions of the 
roadway segments to each of the image receivers in the rec­
tified geometry. The summation process is carried out until 
a prescribed convergence criterion is met. The reachable paths 
from a roadway segment to an nth-order image receiver after 
n reflections in between the overlapping barriers or diffracted 
over the nth image barrier after n - 1 reflections may be 
classified into four ray path categories or cases. 

Figure 2a shows the first category (Case A) of diffracted 
ray paths with n - 1 multiple reflections; the corresponding 
roadway configuration, with left and right semi-infinite over­
lap barriers, is shown schematically. The first image of the 
left barrier and the second (n = 2) image of the right barrier 
and the receiver are also shown. The angle to the normal from 
the nth image receiver to the lip of the nth right barrier is 
denoted by N. Similarly, the angle to the lip of the first image 
of the left barrier is denoted by U, and the angle to the lip 
of the left barrier is denoted by L. In this case, L > N, and 
those rays originating from the roadway segment opposite the 
angle D (D = U - L) would reach the nth image receiver 
after 11 - 1 multiple reflections and a diffraction over the nth 
image barrier. 

In the bottom half of Figure 2a, both the physical and 
rectified (virtual image) paths are presented for a typical ray, 
for n = 2. Every crossing of an image barrier by the image 
ray corresponds to a reflection of the real ray by a real barrier, 
except for the final crossing, which may be a diffraction by 
the (upper) barrier edge. 

Case B, the second category, is characterized by paths that 
not only involve multiple reflection followed by diffraction as 
in Case A , but also by paths that involve no diffraction, as 
shown in Figure 2b. In this mixed case, when U > N and 
N > L, those rays originating from the roadway segment 
opposite the angle D (D = U - L) would reach the nth image 
receiver after n - 1 multiple reflections and a diffraction over 
the nth image barrier, and those rays originating from the road­
way segment opposite the angle R (R = N - L) would reach 
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FIGURE 1 Overlap barrier at service road. 

the nth image receiver after n multiple reflections in the rectified 
geometry, as shown in Figure 2b. 

As the overlap shortens (Figure 2c) , angle U is Jess than 
angle N, but greater than the vertex angle M to the lip of the 
(n - l)th image of the right barrier (and L > M), pure 
multiple reflections occur (Case C2). Those paths originating 
from the roadway segment opposite the angle R (R = U - L) 
would reach the nth image receiver after n complete reflections. 
As Lite overlap shortens furlht:r , when U > M and L < lvl , 
a partial multiple reflection category (Case Cl) results (Figure 
2d). Only that part of the roadway segment opposite the angle 
R (R = U - M) would have paths reaching the nth image 
receiver through n multiple reflections. No other reachable 
paths exist for multiple reflected rays . 

It is easily seen that an overlap configuration consisting of 
a right bottom barrier and a left top barrier is but a reverse 
image of the problem shown. The preceding analysis and 
classification of the ray path construction led to the devel­
opment of the following computational procedure. 

PROCEDURE 

Given a specific roadway-barrier-receiver geometry. the sound 
pressure level (SPL) at the receiver is computed by summing 
over the range of SPL v&lues computed for the receiver and 
each of its images . For each receiver or its image receiver, 
the roadway contributions may consist of 

1. The direct line-of-sight rays through the gap, 
2. The simple diffracted rays over the left and the right 

barriers, 
3. The multiple reflected rays from the overlapping bar­

riers, and 
4. The diffracted multiple reflected rays from the overlap­

ping barriers. 

Computation of the first two contributions is straightforward 
and can be modeled readily using STAMINA; computation 

of the lust two contributions from the overlapping barrier 
sections may be greatly facilit ated by applying the following 
formulation to the rectified geometry. 

Let 

x = horizontal distance from the receiver to the lip of the 
top right barrier, 

y = perpendicular distance from receiver to the top right 
barrier , 

w = width of the gap separating the barriers, and 
I = length of the overlap section of the barrier (see Fig­

ure 1) . 

Then the ray classification angles N , M, U, and L may be 
readily computed for each image (n ~ 1) as follows: 

tan N = xly 

tan M = xl(y + w) 

tan U 

tan L 

(x + l) l [y + (2n - l)w] 

(x + l)l [y + (2n + l)w] . 

The ray paths may be classified as 

Case A: L > N D = U - L 

CaseB: U > N , N > L D = U - N , R = N - L 

CaseC2: L > M, U > M R = U - L 

Case Cl: U > M, M > L R = U - M 

The computations for diffracted and reflected paths are based 
on the modified algorithms developed in the FHWA Highway 
Traffic Noise Prediction Model ( 4) as follows : 
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respectively, for diffracted multiple reflected ray paths and 
multiple reflected ray paths without diffraction as categorized 
above, in which Subscript i denotes the ith vehicle type, Lb 
is the reference emission level at D 0 = 50 ft, the second term 
on the right hand sides is the traffic adjustment term for a 
vehicle type, the third term on the right hand sides is the 
distance adjustment term, the fourth term on the right hand 
sides is the modified finite roadway adjustment term, and 
6.barner is a barrier attenuation term in the diffracted case. 

The computations are carried out in the rectified geometry 
(i.e., all geometric parameters such as receiver-barrier dis­
tances are in reference to the nth image receiver and nth image 
left and right barriers). Provision for consideration of absorp­
tive barriers is incorporated by replacing the reference emis­
sion level by a reflection-dependent term, and the atmos­
pheric absorption effect is incorporated by adding an additional 
attenuation term to the distance-adjustment term. 

C.OMPTJTRR TMPJ,RMRNTATION 

BOAP was implemented in two versions as an MS-FORTRAN 
program compiled and executed on an IBM-PC (and com­
patibles) with a math coprocessor. In the first version, SPL 
values are calculated for a grid of receivers, as shown in Figure 
3, and noise level contours are plotted. In the second version, 
SPL values are calculated as a function of barrier overlap 
length for a single site-specific receiver. BOAP is programmed 
to start without any overlap, to increment the overlap by 

TRANSPORTATION RESEARCH RECORD 1255 

integral multiples of the width w between barriers, and to 
stop when no reachable multiple reflected paths exist. The 
convergence criterion for computation at each receiver is set 
as an increase in SPL of less than 0.1 dB over the previous 
calculation. As presently programmed, the grid version of 
BOAP may handle up to an 11-by-ll array of receivers. 

The program also incorporates a small FORTRAN sub­
routine for computing octave-band atmospheric absorption 
coefficients under a given set of atmospheric conditions (pres­
sure, temperature, and relative humidity). This subroutine 
implements American National Standards Institute Sl.26 
(5) for the calculation of the absorption of sound by the 
atmosphere. 

SAMPLE APPLICATIONS 

The development of ROAP is an outgrowth of New York 
State Department of Transportation (NYSDOT) project PIN 
0227 .86, Long Island Expressway Service Roads, Half Hollow 
Road to Cammack Road, Suffolk County. This project involves 
completion of missing service roads and construction of main­
line imrl service roCld noise bilrriers cilong ci 5-mi sec.tion of 
I-495 through a residential neighborhood in Dix Hills, N.Y. 
Breaks in the noise barriers were necessitated by underground 
utilities, ramp-service road configurations, and community 
input regarding placement within the right-of-way. 

An illustration of geometric input data required for the grid 
version of BOAP is shown in Figure 3. The nearest roadway 
is approximately 60 ft away from the left barrier. There is a 
gap of 15 ft between barriers, and an ll-by-11 grid (with only 
5 rows and 8 columns shown) of receivers at intervals of 1 

E9 
-, r 1·-··· 

E9 _j_ 

Dverlnp Port ion of Bnrr1er No.1 (15' segl'lent Pach) 

I I I I 1· 6" I J f 
~ 15' --t- 15' --t- 15' --t- IS' --1 15' 

Ba.rrler No.2 L 
FIGURE 3 Geometry of grid sample application. 



Lee et al. 

width apart starts at a half-width down and away from the tip 
of the right barrier without overlap (zero-width overlap). The 
traffic volume on the roadway is 5,650 veh/hr with a mix of 
83 percent automobiles, 9 percent heavy trucks, and 8 percent 
medium trucks, and the average speed is 54 mph. 

Figures 4 to 6 show the resulting noise level (in dBA) con­
tour output plots obtained using the grid version of BOAP 
(with the 8-by-8 array shown in Figure 4 and with the 9-by-9 
array shown in Figures 5 and 6) as the right barrier is extended 
from zero-width overlap to one-width overlap and to four­
width overlap. Both X-axis and Y-axis in Figures 4 to 9 are 
measured in units of gap width between the barriers. In Fig­
ure 4, the gap between the barriers results in increases in 
noise levels in the immediate area adjacent to the opening in 
the form of a ripple, as would be expected. The ridge of the 
ripple is along the line-of-sight transmission path (as shown 
in the three-dimensional views in Figure 7) and decreases 
further from the opening. As the barrier overlap increases, 
the effects of the opening become more localized and diminish 
in magnitude as shown in Figures 5 to 7; the ripple effect due 
to the line-of-sight transmission through the gap is replaced 
by the ripple effect resulting from multiple reflection as shown 
in Figures 8 and 9. Figure 10 is a sample computer output at 
a single grid point (receiver at third row and second column 
of Figure 3); the output Leq for the no-barrier and simple­
barrier cases agree well with STAMINA 2.0 results to the 
nearest decibel. 

Figure 11 shows the resulting output from a sample appli­
cation of the single site-specific receiver version of BOAP. 
The receiver is located at X = 120 ft and Y = 30 ft from the 
edge of the right barrier, 230 ft from the roadway. The gap 
width between the barriers is 50 ft. The barriers are 25 ft in 
height, and the receiver elevation is 15 ft above ground with 
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the same traffic conditions as the previous example. Fig­
ure 11 shows the localized multiple reflection effect (the dif­
ference between the upper curve and the lower curve in dBA) 
as the overlap is extended at 50-ft increments (one barrier 
gap width) towards the receiver. Without the barriers, the 
noise level at this particular receiver was estimated at 74 dBA. 
With the barriers (as configured without any overlap), the 
noise level would be reduced to 62.8 dBA. Extending the 
right barrier (the closer barrier) by 100 ft would reduce the 
noise level to 60.8 dBA if it were not for the multiple reflection 
effect ( +2.4 dBA) between the overlapping barriers. The 
multiple reflection effect disappears as the right barrier is 
extended past the receiver, in which case no reflected ray 
would reach the receiver. For this particular receiver then 
barrier overlap would result in the degradation of barrie; 
performance. 

CONCLUSION 

A procedure to analyze the effect of overlapping noise barriers 
has been developed and implemented on a NYSDOT project. 
It is shown that the gap between noise barriers results in 
increased noise levels in a localized region along a line-of­
sight transmission path through the gap. Overlapped barrier 
sections used to compensate for the gap would introduce local­
ized increases resulting from multiple reflections. The effect, 
however, is very dependent on the receiver-barrier-roadway 
geometry and must be analyzed on a case-by-case basis as 
illustrated by the sample applications discussed. In a site­
specific situation in which the distribution of receivers near 
the gap is fixed, the procedures presented permit an optimal 
design of a barrier overlap configuration to provide the pro-
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tection needed against the break in the barriers while avoiding 
the effect of multiple reflections on specific receivers. 
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Atmospheric Effects on Traffic Noise 
Propagation 

ROGER L. WAYSON AND WILLIAM BOWLBY 

Atmospheric effects on traffic noise propagation have largely 
been ignored during measurements and modeling, even though 
it has generally been accepted that the effects may produce large 
changes in receiver noise levels. Measurement of traffic noise at 
multiple locations concurrently with measurement of meteoro­
logical data is described. Statistical methods were used to evaluate 
the data. Atmospheric effects on traffic noise levels were shown 
to be significant, even at very short distances; parallel components 
of the wind (which are usually ignored) were important at second 
row receivers; turbulent scattering increased noise levels near the 
ground more than refractive ray bending for short-distance prop­
agation; and temperature lapse rates were not as important as 
wind shear very near the highway. A statistical model was devel­
oped to predict excess attenuations due to atmospheric effects. 

Outdoor noise propagation has been studied since the time 
of the Greek philosopher Chrysippus (240 B. C.). Modern 
prediction models have become accurate, and the advent of 
computers has increased the capabilities of models. However, 
primarily because of their dynamic nature, atmospheric effects 
on traffic noise propagation have not been predicted well. 

A research effort involving quantitative analysis of data and 
correlation of measured meteorological effects on traffic noise 
propagation at relatively short distances common to first and 
second row homes along heavily traveled roadways is described. 
Project planning and the collection, reduction, and analysis 
of data are described. 

METHOD OF RESEARCH 

The problem, simply stated, is to determine the physical 
mechanisms that cause atmospheric (weather) effects on traffic 
noise levels and to predict these levels accurately. The solution 
is complicated by the interacting effects of geometric spread­
ing, shielding (diffraction), reflection, ground impedance, 
atmospheric absorption, and atmospheric refraction, all of 
which must be considered in the modeling process. 

These effects may be considered to act separately on the 
noise levels received by an observer as reported by many 
sources including the well-read text by Beranek (1) and the 
FHWA methodology (2). Using this concept, the receiver 
noise level may be defined as 

(1) 

where 

Lx = time-averaged sound level at some distance x (in 
dB), 

Vanderbilt Engineering Center for Transportation Operations and 
Research, Vanderbilt University, Box 1625, Station B, Nashville, 
Tenn. 37235. 

L 0 sound level at a reference distance, 
Ageo attenuation due to geometric spreading, 

Ab insertion loss due to diffraction, 
L, level increases due to reflection, and 
Ac attenuation due to ground characteristics and envi­

ronmental effects. 

It should be noted that all levels in dB in this paper are 
referenced to 2 x 10-s N/m2 • 

The last term on the right side of Equation 1, A,, consists 
of three parameters: ground attenuation, attenuation due to 
atmospheric absorption, and attenuation due to atmospheric 
refraction. 

where 

attenuation due to ground interference, 
attenuation due to atmospheric absorption, and 
attenuation due to refraction. 

(2) 

The effects of rain, sleet, snow, and fog are not considered 
here. With the careful site selection used for this research, L, 
and Ab were considered negligible, so Equation 1 could be 
written 

(3) 

To evaluate the relationship between Lx and A,er, the other 
variables needed to be known; this was done by normalizing 
the data for refractive effects. After all terms in Equation 3 
except A,er were determined in various ways, allowing the 
data to be normalized, excess attenuation from atmospheric 
refraction was calculated. Once sample data were on a com­
mon basis, comparison of each sample period for changes in 
excess attenuation due to atmospheric variables could be 
determined. These relationships were then evaluated to deter­
mine statistical correlation. 

Once data were normalized, the statistical approaches pre­
sented a realistic way to correlate the effects of random atmos­
pheric motion. Statistical methods used were regression anal­
ysis, Gaussian statistics, and hypothesis testing. 

DATA COLLECTION 

Data were collected in March and April 1987 along 1-10 in 
Houston, Tex. 1-10 at this location consisted of three main 
lanes in each direction, two frontage roads in each direction, 
and a center, high-occupancy vehicle (HOV) lane, all at grade. 
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The t:rontage roads we re eparated by a small grassy median 
from 1hc main lanes, whereas the I lOV lane wa . eparated 
by Jer ey era h barriers. he south side of the highway facilit)', 
where sampling wa don , coo ·i ·ted of a large open field with 
mown grass. Figure 1 shows general site layout and the mea­
surement site locations in regards to 1-10. Table 1 presents a 
complete listing of the data collected. 

During data collection, specific sets of atmospheric con­
ditions were desi red . A total of 29 periods of dam were finally 
collected , ranging in duration from 4.2 to 24.7 min (2 to 148 
1.0-sec averages). Table 2 present the average weather c()n­
ditions for each sample period. Weather data were collected 
concurrently; in this way, a comprehensive spatial data base 
was developed. Periods 24 and 29 were deleted due to incom­
pleteness of data. 
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An on-site mobile laboratory housed required instrumen­
tation and provided shelter and convenience. Meteorological 
sensors and microphones were connected by long shielded 
cables to the mobile laboratory. All cables were carefully 
checked, and calibrations were conducted with the cables in 
place. Reco1diug was uuut:: uu sluuiu 4uality tapes using a 
precision RACAL tape recorder at a speed of 15 in./sec to 
ensure high-quality recording. Proper, careful calibrations were 
recorded on each tape. Precise calibrations were repeated for 
each instrument. To quantify the noise data, the tapes were 
analyzed using a Norwegian Electronics real-time analyzer. 
The selected output of this noise analyzer was in one-third 
octave bands from 16 to 10,000 Hz for each microphone. A 
data-averaging time of 10 sec was used because the atmos­
pheric changes and effects on noise data are minimized on 
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TABLE 1 DATA COLLECTED BY LOCATION 

Measurement Traffic u-v-w Asperated Shielded Relative 

Station Noise Wind Speed Temp. Temp. Humidity 

A x 

B x 

c x x x 

D x x x x 

E x x 

E** x x 

F x x x 

G x x 

H x x 

H** x 

MEL III x 

A,B: Tower 1 

C,D,E,E**: 

F,G,H,H**: 

Tower 2 (E** at 0.5 meters) 

Tower 3 (H** at 0.5 meters) 

*Also collected manually were: 

- soil type and relative moisture content 

- traffic data 

vehicle counts (by lane classification) 

vehicle average speeds 

vehicle types 

- cloud cover 

- relative humidity (sling psychometer) 

- unusual noises 

this time scale. Weather data were collected using a Balconies 
minicomputer with half-sec recording intervals of all weather 
data and output to nine-track computer tapes. 

Each data file was reviewed for accuracy and completeness. 
A series of FORTRAN computer programs was written, tested, 
and run for each sample period to format these VAX­
compatible, ASCII data files. Indirectly measured parameters 
were calculated such as lapse rate "/, vertical wind gradient 
du/dz, turbulent intensities iu, iv, iw, standard deviations, 
Richardson number Ri (3), and Tatarski's refractive index 
function ( 4). A mathematical description of Ri and Tatarski's 
refractive index function is given in the appendix at the end 
of this paper. The meteorological data were averaged in 10-
sec intervals to match the noise data averaging procedure. 

From the final meteorological and noise data files, various 
data combinations were sorted and combined. These files 
were manipulated to contain specific information of interest 
for correlation analysis. Statistical testing, as well as corre­
lation analysis, was done using a commercial software statis-

tical testing package (5). Figure 2 displays graphically the 
series of events needed to combine and analyze the data. 

ANALYSIS 

After formatting was accomplished, data were mathematically 
adjusted to normalize for traffic, distance, ground interfer­
ence, atmospheric absorption, and the reference microphone. 
Formatting also allowed combinations of various data sets for 
statistical testing. Logarithmic averaging was done for each 
sample period. The following discussion explains how each 
term in Equation 3 was determined or calculated. 

Reference Level (L0) 

Noise levels measured at Site B were used as the reference 
levels L 0 for data normalization. Site B presented a measured 
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TABLE 2 AVERAGE WEATHER CONDITIONS BY SAMPLE PERIOD 

Sample Avg. Avg. Avg. V Cloud l:'/U Lapse Wind 
Period RH(%) Temp (C) 10 M (m/s) 

1 78 23 2.10 
2 80 23 2.42 
3 79 23 2.21 
4 49 14 2.80 
5 47 14 2.93 
6 37 19 1.29 
7 37 19 2.37 
8 32 22 2.70 
9 41 20 0.29 

10 45 20 0.44 
11 49 19 3.30 
12 48 20 4.10 
13 44 21 1.66 
14 31 22 2.93 
15 33 22 0.37 
16 50 19 0.23 
17 28 26 1.38 
18 27 26 1.47 
19 28 24 1.79 
20 29 2'1 1.10 
21 31 20 3.64 
22 31 20 3.59 
23 31 20 3.50 
25 62 12 2.23 
26 30 23 2.92 
27 29 23 3.40 
28 58 21 3.35 

reference level at a known distance for each sample period 
that could be used to normalize each of the other microphone 
levels. Use of Site B as a reference level is similar in concept 
to energy-mean emission levels developed for STAMINA (6), 
except an overall traffic noise level was developed rather than 
extrapolating for a single-vehicle pass-by. The normalization 
process was necessary to allow for traffic variations in each 
sample period. 

Site B was evaluated to determine if it was affected by 
meteorology by first comparing modeled to measured values 
for each sample period using sample-period-specific traffic 
data. During the modeling runs, the atmospheric absorption 
algorithm in STAMINA 2.0 was bypassed with comment indi­
cators and no ground attenuation was assumed. The results 
of the computer model were then compared to the measured 
data. Differences in the values were expected because of the 
averaged national emission levels used in the model. If only 
the emission levels were in error, relatively constant differ­
ences should have occurred. However, differences ranged from 
- 3.3 to 0.4 dB. Figure 3 shows the differences for each sample 
period. The changes in these differences indicated that per­
haps some other changing phenomenon was influencing the 
measured noise levels at the reference microphone. 

To identify the interference phenomenon, statistical cor­
relations using the least squares analysis method were used 
along with testing of the null hypothesis. The null hypothesis, 
simply stated, is that traffic noise levels are not affected by 
atmospheric phenomena . 

Cover Class Rate (C/m) Shear (m/s/m) RI# 

0.4 B -0.036 0.031 -1.64 
0.4 B -0.030 0.049 -0.56 
0.4 B -0.044 0.056 -0.57 
0.2 A -0.140 -0.017 -17.60 
0.2 A -0.137 -0.054 -1.71 
0.9 B -0.010 -0.019 -1.75 
0.5 B -0.145 -0.048 -2.24 
0.8 c -0.094 -0.044 -1.83 
0.8 B O.D35 0.027 1.15 
0.8 E 0.052 O.Q28 1.75 
0.9 c -0.080 -0.086 -0.40 
0.9 c -0.095 -0.092 -0.41 
0.1 A -0.026 -0.073 -0.23 
0.0 B -0.123 -0.024 -7.59 
0.0 A 0.007 O.Q18 -0.26 
0.0 A 0.261 0.002 2708.10 
0.0 . -0.107 0.059 -1.09 n. 

0.3 B -0.032 0.069 -0.29 
0.3 B O.Dl8 0.060 0.08 
0.4 B 0.027 0.041 0.33 
0.0 B -0.142 -0.045 -2.48 
0.0 B -0.108 -0.046 -1.83 
0.0 B -0.096 -0.046 -1.69 
0.0 B -0.035 0.078 -0.26 
0.0 B -0.125 0.088 -0.58 
0.0 B -0.041 0.126 -0.11 
0.0 B -0.159 0.002 -1020.89 

To prove the null hypothesis at a 95 percent level of con­
fidence, a correlation coefficient r of less than 0.374 would 
be expected for a two-variable correlation, here an atmos­
pheric phenomenon compared with excess attenuations. For 
a multiple regression correlation that contained three varia­
bles, in this case noise levels, wind shear, and lapse rate, a 
value of less than 0.454 would be expected for r. These values 
are for testing absolute values of correlation coefficients, to 
prove or disprove the null hypothesis, from standard index 
tables supplied in texts (7). 

When the reference location (Site B) was evaluated, the 
null hypothesis could not be proven. The results could be 
interpreted to mean that even at this small distance from the 
traffic source, noise levels are affected by atmospheric phe­
nomena. This does not necessarily mean noise levels are affected 
but that it cannot be proven that they are not affected. How­
ever, the probability that they are affected is high because 
the other effects were carefully eliminated from consideration 
during the normalization process. 

Geometric Spreading (Ageo) 

In order to normalize for energy loss due to geometric spread­
ing, the amount of attenuation for each microphone had to 
be evaluated. Use of the STAMINA program provided an 
easy way to accurately allow for geometric spreading, with 
the atmospheric absorption algorithm being bypassed and no 
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FIGURE 2 Data reduction flow chart. 

allowance being made for ground interference. Using STAM­
INA in this way, correction factors (in dB) could be deter­
mined for geometric spreading. 

Ground Attenuation (Ag•d) 

Modeling was considered as a method to correct each site for 
ground interference, especially by using the Penn State Model 
(8). However, any increased accuracy of these methods above 
actual measured levels was doubtful. 

During data collection, considerable effort was spent trying 
to measure a base-case sample period. Ideally, the base-case 

period would contain no wind or temperature gradient. 
Although a quiescent atmosphere never really occurs, con­
ditions were very favorable for a base case to be developed 
in two of the periods, 6 and 15, in which the wind shear and 
lapse rate were both small. In these cases, convective mixing 
dominated, but again, winds were slight. Small amounts of 
refraction would be expected from these weather conditions. 
Each of these sample periods had the same difference ( -1.5 
dB) from the modeled STAMINA level at the reference site. 
Similar differences occurred at the other sites. Accordingly, 
an average of Sample Periods 6 and 15 without atmospheric 
influence other than absorption was used as a reference datum 
point to determine ground attenuation. 
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FIGURE 3 Level differences-measured minus predicted at reference microphone at Site B. 

Atmospheric Absorption (Aabs) 

The American National Standards Institute (ANSI) standard 
method (9) was used to determine correction values for each 
sample period, microphone, and one-third octave frequency 
band. This process allowed a normalization of data for varying 
weather conditions and propagation path lengths, because 
atmospheric absorption is a linear function of path length. 

Final Combinations of Normalized Data 

Once all terms of Equation 3 were determined (as previously 
discussed), the measured noise data were adjusted to solve 
for refractive excess attenuation (A,ef)· The first step in this 
process was to adjust each frequency band for atmospheric 
absorption. Once corrected, the one-third octave band values 
were combined logarithmically to develop A-weighted Leq 

values, representative of each sample period. The final prod­
uct was normalized, time-averaged, A-weighted refractive 
excess attenuations. From the reduced data values, A,ef was 
determined for each 10-sec interval in each sample period by 
evaluating Equation 3. Table 3 presents these values for 
refraction only, whereas Table 4 includes ground interference. 

REFRACTIVE EXCESS ATTENUATION 
OBSERVATIONS 

After derivation of the refractive excess attenuations, Tables 
3 and 4 were reviewed to distinguish trends in the data. The 
data presented in Table 3 show that when averaged for all 
sample periods, no effect is seen at Site A or E. However, 
individual sample periods show strong effects. At Site A, 
values range from -2.9 to 3.7 dB. At Site E, values range 

from -1.2 to 1.8 dB. Likewise, Sites C and D show small 
effects in the aggregate but wide variances from sample to 
sample, with Site C values ranging from -0.9 to 3.4 dB and 
Site D values from -0.9 to 2.3 dB. Sites F and G show slightly 
greater ranges. Because these represent normalized values, 
it can be assumed that these ranges are the result of varying 
weather conditions 

One theory (10-12) hypothesizes that a primary mechanism 
for causing increased noise levels near the ground is the scat­
tering of the skywave by turbulence. In this paper, skywave 
is used in the acoustical sense (as the referenced literature 
does) to mean a sound wave propagating at or above 5 degrees 
from horizontal. If this mechanism is significant, decreased 
refractive excess attenuations should result at sites nearer the 
ground than for the sites at higher elevation because of 
decreased effect with distance from the skywave propagation 
path. This relation is indeed the case as shown in Table 3 in 
general for individual sample periods. Accordingly, scattering 
of the skywave from turbulence is a strong mechanism that 
increases noise levels near the earth's surface. 

Ray bending due to refraction has also been considered a 
process that could change noise levels near the ground (13 ,14). 
Whether this phenomenon can occur with enough bending to 
affect receivers typical of first and second row residences, 
which are usually less than 150 m from the roadway, was 
investigated. Established equations were evaluated for these 
short distances using an arbitrary worst case scenario (chosen 
on the basis of experience), with lapse rate equal to 0.3 degrees/ 
m and wind shear equal to 0.98 (m/s)/m. A chord of 150 m 
(used to simulate a distance typical of second-row residences) 
would mean the horizontal wave front would be displaced by 
approximately 2 m. Consequently, even in unusual cases, only 
a 2-m displacement could be expected at 150 m from the 
source. For typical conditions and shorter distances, a much 
smaller effect on traffic noise levels \.Vould be expected, except 
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TABLE 3 REFRACTIVE EXCESS ATTENUATION LEVELS-REFRACTION ONLY 

Sample Refractive Excess Attenuations (dB) 
No. Mic A Mic C Mic D 

1 0.7 0.3 0.5 
2 -2.7 0.9 0.2 
3 -2.9 -0.3 0.1 
4 -0.4 0.5 -0.4 
5 -0.2 0.6 -0.5 
7 0.2 0.6 -0.5 
8 -0.4 0.2 -0.9 
9 0.2 -0.2 -0.9 

10 0.4 0.1 -0.5 
11 0.1 -0.5 -0.1 
12 0.2 -0.9 -0.0 
13 0.8 1.3 0.2 
14 0.5 1.5 0.4 
16 -0.3 -0.9 0.2 
17 0.7 2.6 1.4 
18 -0.8 0.4 -0.2 
19 -0.6 0.7 2.3 
20 -1.2 0.2 0.2 
21 -1.3 0.9 0.3 
22 -1.1 0.9 0.7 
23 -1.3 0.1 0.7 
25 2.7 0.2 0.4 
26 3.7 3.4 1.0 
27 1.8 2.3 0.2 
28 0.1 1.9 0.5 

MAX 3.7 3.4 2.3 
MIN -2.9 -0.9 -0.9 

AVG 0.0 0.7 -0.2 
STD 1.4 1.0 0.7 

perhaps for changes in ground interference, because the angle 
of the wave striking the ground would change. 

To further evaluate the effects of ray bending, refractive 
excess attenuations were reviewed. One would expect levels 
of refractive attenuation to be similar at sites along the pro­
jected curved ray path. The data in Table 3 do not support 
this theory. Therefore, turbulent scattering appeared to have 
a greater effect on receiver noise levels near the highway than 
ray bending. 

Quite noticeable (see Table 4) was the effect that ground 
interference had on the 1.5-m-high sites (E and H). As expected, 
ground interference became Jess prominent with increasing 
height. A review of Table 4 shows similar refractive excess 
attenuation trends at Sites C and F, which were both 10 m 
high. Also apparent are the larger attenuations with decreas­
ing height at each tower. 

Also of interest in Table 4 are the similar values that occur 
for microphones of similar height , with the exception of Site 
A . Site A, being within 10 m of the edge of the pavement, 
would appear to behave differently from the atmospheric effects, 
because the values are between those derived for the 3-m and 
10-m sites. However, if the angles from the roadway surface 
to the microphones are considered, Site A follows the pattern 
established at the other sites. Accordingly, the results at Site 

Mic E Mic F Mic G Mic H 

0.9 0.5 -1.1 -1.7 
1.3 -0.0 -0.7 -1.9 
0.4 4.7 -0.1 -1.5 

-0.4 2.1 1.0 -0.6 
-0.7 1.6 0.9 1.1 
-1.2 1.7 2.0 0.3 
-0.9 2.5 4.5 4.1 
0.8 -0.1 -1.2 -2.2 
0.8 -0.0 -0.6 -1.7 

-0.2 -0.1 0.2 -0.8 
-0.5 -0.4 -0.2 -1.9 
1.3 2.0 2.9 1.7 
0.3 3.5 5.3 5.2 
0.8 -0.7 0.5 -1.0 
1.8 4.9 3.4 3.1 

-1.2 1.1 1.3 1.0 
-0.4 0.8 -0.I -0.8 
-0.l -0.2 -0.6 -1.2 
0.4 1.9 3.0 1.9 
0.5 1.4 2.6 1.9 
0.1 1.0 1.8 0.5 

-1.2 -1.0 6.5 -1.4 
-0.3 2.8 0.5 -0.1 
-1.0 1.2 -0.5 -1.2 
-0.0 2.1 0.9 -1.5 

1.8 4.9 6.5 5.2 
-1.2 -1.0 -1.2 -2.2 
0.0 1.3 1.3 0.0 
0.8 1.5 2.0 2.0 

A are not different but would appear to be following the same 
pattern as Sites C and D most of the time (but not always) if 
the angle to the roadway centerline is considered. The prox­
imity to the highway for Site A most probably causes the 
irregularities in the pattern because the propagation path is 
much shorter and less affected by the changing atmospheric 
phenomena. This is reinforced when an irregularity occurs, 
because during most of these cases the Richardson number 
has a large absolute value . Accordingly, sites of similar height 
away from the roadway display similar refractive excess atten­
uation when ground effects are included. 

SIGNIFICANCE OF VARIABLES 

In order to model any phenomenon , it must be assumed that 
the event is repeatable and dependent on key variables. To 
establish the significance of each variable, correlation analysis 
and null-hypothesis testing were used. To test for the signif­
icance of variables, microphone locations were assumed to 
be independent and evaluated singularly. In this way, no over­
all bias would occur at any sample site. In all testing, the 
traffic refractive excess attenuations were considered to be 
the dependent variable. The null hypothesis was as stated 
before. 
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TABLE 4 REFRACTIVE EXCESS ATTENUATION LEVELS-GROUND INTERFERENCE 
INCLUDED 

Sample Refractive Excess Attenuations (dB) 
No. Mic A MicC Mic D 

1 1.9 2.9 1.0 
2 -1.5 3.5 0.7 
3 -1.7 2.3 0.6 
4 0.8 3.1 0.1 
5 1.0 3.2 0.1 
6 1.4 2.7 0.4 
7 1.4 3.2 0.0 
8 0.8 2.8 -0.4 
9 1.4 2.4 -0.4 

10 1.6 2.7 0.0 
11 1.3 2.1 0.4 
12 1.4 1.7 0.5 
13 2.0 3.9 0.7 
14 1.7 4.1 0.9 
15 1.0 2.5 0.6 
16 0.9 1.7 0.7 
17 1.9 5.2 1.9 
18 0.4 3.0 0.3 
19 0.6 3.3 2.8 
20 0.0 2.8 0.7 
21 -0.1 3.5 0.8 
22 0.1 3.5 1.2 
23 -0.1 2.7 1.2 
25 3.9 2.8 0.9 
26 4.9 6.0 1.5 
27 3.0 4.9 0.7 
28 1.3 4.5 1.0 

MAX 4.9 6.0 2.8 
MIN -1.7 1.7 -0.4 

AVG 1.2 3.2 0.7 
STD 1.4 1.0 0.7 

Wind Effects 

The effects of the wind were examined for statistical signifi­
cance at each measurement location . These variables included 
the average wind speed vector for the orthogonal coordinates, 
with the x-axis along the centerline of 1-10 and the positive 
direction to the east. In meteorology, the x-, y-, and z-axes 
are commonly referred to as u, v, and w, respectively, the 
convention used in this paper (see Figure 1) . Also examined 
was the wind shear at Towers 2 and 3. 

Correlation coefficients (r) ranged from 0.003 to 0.797. To 
disprove the null hypothesis for 25 samples and 2 variables, 
a value exceeding 0.381 was required for r as previously dis­
cussed (7). Sample Periods 6and15 were not included because 
they were used to normalize for ground effects. Again, it must 
be noted that if the null hypothesis is not proven, it does not 
necessarily mean that the variables are correlated . However, 
because the data have been normalized to eliminate all other 
variables except for refraction from wind, temperature, and 
turbulence , it can be assumed that there is a significant cor­
relation if r exceeds the critical value. 

Of importance in the analysis was the inclusion of the u 
and w components of the wind. From a point source, only 

MicE Mic F Mic G Mic H 

2.8 2.6 -0.9 -0.7 
3.2 2.1 -0.5 -0.9 
2.3 6.8 0.1 -0.5 
1.5 4.2 1.2 0.4 
1.2 3.7 1.1 -0. l 
1.7 1.8 -0.7 -1.5 
0.7 3.8 2.2 1.3 
1.0 4.6 4.7 5.1 
2.7 2.0 -1.0 -1.2 
2.7 2.1 -0.4 -0.7 
1.7 2.0 0.4 0.2 
1.4 1.7 0.0 -0.9 
3.2 4.1 3.1 2.7 
2.2 5.6 5.5 6.2 
2.1 2.4 0.2 -0.5 
2.7 1.4 0.7 0.0 
3.7 7.0 3.6 .u 
0.7 3.2 1.5 2.0 
1.5 2.9 0.1 0.2 
1.8 1.9 -0.4 -0.2 
2.3 4.0 3.2 2.9 
2.4 3.5 2.8 2.9 
2.0 3.1 2.0 1.5 
0.7 1.1 6.7 -0.4 
1.6 4.9 0.7 0.9 
0.9 3.3 -0.3 -0.2 
1.9 4.2 1.1 -0.5 

3.7 7.0 6.7 6.2 
0.7 1.1 -1.0 -1.5 
1.9 3.3 l.4 0.8 
0.8 1.5 2.0 2.0 

the v components of the wind would be expected to affect 
the noise propagation because wind effects on receiver noise 
levels are related to the angle of propagation, from the source 
to the receiver. However, the traffic stream propagates noise 
at various angles to the receiver depending on the location of 
the vehicle as it travels on the roadway. To ensure that the 
results were not biased, the u components of the wind were 
included in testing. Also, because the microphone arrays were 
at various heights, to maintain the scientific method and not 
prejudice results, the w coordinate vector components of the 
wind were also evaluated. However, none of the evaluations 
for any u or w wind vector component proved significant, with 
the exception of those for Tower 3. This finding is significant. 
If it is assumed that there is indeed a correlation, then the u 
vector component of the wind is not an important factor at 
61 m from the roadway, at which the null hypothesis was 
proven, but does begin to play an important role as distances 
increase to 122 m, at which the null hypothesis was disproven. 

As expected, all v vector components of the wind , as well 
as the v wind shear, proved to be statistically valid for at least 
one microphone location, with many correlating at multiple 
microphone locations. The greatest frequency of significant 
correlations occurred at the first two towers, which is impor-



Wayson and Bowlby 

tant because wind plays a significant part in influencing noise 
levels at relatively close distances to the highway. 

The v vector components of the wind also correlated with 
measurements at Tower 3, but to a lesser degree. A probable 
cause is that the wind is not constant at all towers and the 
further tower is affected somewhat differently. To further test 
this probable cause, wind parameters at both towers were 
analyzed using autocorrelation. A close following of the pat­
tern of each suggests that the use of Taylor's frozen turbulence 
hypothesis (15) is valid for the wind field. However, wind 
parameters were sometimes quite different. For example, in 
Sample Periods 4 and 16, the magnitudes are opposite. The 
varying wind field could cause Tower 3 to sometimes behave 
in a fashion dependent on more than a measurement at a 
single point, and reduce the amount of correlation. Regard­
less, the number of significant hits (correlation values above 
the null hypothesis level) strongly shows the importance of 
the v wind component parameters. 

Further testing was also done for the v wind components. 
A review of statistical plots showed that in many cases two 
distributions actually occurred when the v wind components 
were correlated to noise levels, because of the positive and 
negative wind vectors. This effect is substantial because it 
shows that for locations near the highway, perhaps two regres­
sion analyses are required, one for the positive and one for 
the negative wind vectors. Further statistical testing showed 
this to be true as correlation coefficients increased and the 
numbers of hits at sample locations also increased. For exam­
ple, the testing of the v component of the wind at Site C hit 
with an r value of 0.421. Testing for only the positive wind 
vector (of v) increased r to 0.585 and also had hits at Sites 
A, E, and G, at which the r values were 0.775, 0.534, and 
0.540, respectively. The high correlation value (0.775) at Site 
A shows the strong influence the v component of wind has 
on traffic noise levels close to the highway. The negative 
component also had correlation values of 0.719, 0.678, and 
0.553 at Sites C, F, and G, respectively. Because the number 
of sample periods for each correlation decreased, the critical 
value required to disprove the null hypothesis increased to 
0.532 for positive values and 0.514 for negative values. Because 
r2 increased significantly, a stronger linear relationship was 
shown between the independent and dependent variable. 
Accordingly, a significant finding is that the positive and neg­
ative wind vectors should be modeled separately. 

Temperature Effects 

Data in this classification included lapse rate, thermal inten­
sity fluctuations, and standard deviation of the temperature 
averages. Although the intensity fluctuations and standard 
deviations of the temperature averages are actually turbulence 
characteristics, they are included here to help eliminate con­
fusion. As with the wind parameters, correlations were made 
between the measured temperature parameters (the indepen­
dent variables) and refractive excess attenuations (the depen­
dent variable). 

As before, statistical testing of the null hypothesis for all 
temperature parameters was conducted. Two-thirds (14 of 21) 
of the tested parameters disproved the null hypothesis or were 
assumed statistically valid, for at least one location. So, although 
the rate of significant correlation was less than the 100 percent 
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rate shown for the v components of wind, the matches were 
still highly significant. In some cases, r values were greater 
than those calculated for the v components of the wind. An 
interesting finding is that the wind speed tended to correlate 
better at the front towers, whereas the temperature became 
more important with distance. 

One interesting result occurred in Sample Period 16. A very 
strong inversion occurred and noise levels measured at the 
top microphones (10 m high) showed an increase. Noise levels 
at the lower microphones were relatively unaffected. These 
data indicate that levels at greater heights may be affected 
more by inversions than those near the earth's plane close to 
the highway. This finding coincides with the finding of Larsson 
(16). Accordingly, inversions probably show increased effects 
at distances greater than those of concern here due to ray 
bending, which was shown earlier to be not as important as 
turbulent scattering near the roadway. 

Turbulence Effects 

To eliminate effects of any preconceived biases of the 
researcher, many different turbulence parameters were eval­
uated. These parameters included the standard deviation of 
each wind vector at each measurement location, the intensity 
of turbulence for each wind vector at each measurement loca­
tion, the standard deviation of each wind measurement loca­
tion, the Pasquill-Gifford stability class estimations (17), the 
Richardson number, and Tatarski's refractive index structure 
function. 

Statistical hits occurred with nearly equal frequency at all 
three towers. The significance at all three towers points out 
the importance of turbulence on traffic noise levels near road­
ways. The evaluation of Tatarski's turbulence index function 
showed a correlation at only one site, whereas the Pasquill­
Gifford stability classes showed no significant correlation. 

The Richardson number showed significance at Tower 3, 
Sites G and H. However, some absolute values of the Rich­
ardson number during evaluation proved to be quite large. 
Because the area of importance for the Richardson number 
is small values around zero, the decision was made to limit 
the values to the range -10 to + 10. Using this scenario, 
correlation at more measurement locations disproved the null 
hypothesis. 

The standard deviation of the wind and turbulent intensity 
also correlated with many statistical hits. An important trend 
of these correlations was that the significance close to the 
roadway was offset by decreased significance at the rear tow­
ers. This trend indicates that turbulent intensities are more 
important than other phenomena near the roadway than would 
be expected from data at greater distances. Indeed, it appears 
that the wind speed and the resulting fluctuations are the most 
important meteorological effects on sound levels very near 
roadways. 

In summary, v components of the wind, temperature 
parameters, and turbulence are the significant parameters that 
should be considered in any model. Figure 4 tabulates the 
number of significant weather parameters tested for each of 
these three general weather classifications by location. Mul­
tiple correlation appears to be appropriate and would help 
compensate for reduced wind correlations at distances such 
as those associated with Tower 3, which was 122 m from the 
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FIGURE 4 Statistical hits by location and general weather classification. 

highway centerline. Multiple correlation may also compensate 
for reclncecl temperature correlation at distances less than 
those demonstrated at Tower 2, which was 61 m from the 
highway centerline. 

MULTIPLE CORRELATION 

The next part of the analysis centered on selection of variables 
for multiple correlation. Each of the three general defined 
classes of variables previously discussed (wind, temperature, 
and turbulence) were evaluated for significance. Criteria used 
during evaluation were significant correlation at the most loca­
tions, the largest r values, and increased predictive accuracy 
at all locations. 

That the average wind speed is the best parameter available 
to characterize the wind is obvious. The selection for tem­
perature was less obvious and included more evaluation. The 
lapse rate, which was significant at Towers 2 and 3, is more 
easily determined than the other parameters. Accordingly, 
the lapse rate was selected for the temperature parameter. 
The selection of the turbulence parameters was also difficult. 
Turbulent intensities were shown to be valid for the v com­
ponent of the wind near the roadway, but at distances away 
from the roadway (i.e., at Tower 3) this could be a short­
coming. The limited Richardson number proved to be valid 
at all sites on Tower 3. Accordingly, statistical testing was 
used to determine which parameter should be selected. 

When only wind components of standard deviation were 
included in multiple correlation testing, there were no sig­
nificant correlations; r was less than 0.506. This result meant 
that the null hypothesis was proven at all sites. However, 
when the Richardson number was included as an independent 
variable, three locations became significant (r ~ 0.545). These 
locations were E, F, and H, with r values of 0.625, 0.550, and 
0.583, respectively. Further testing by eliminating vector stan­
dard deviation components one at a time reduced the values 
of the correlation coefficients. Accordingly, it was determined 
that all three vector components of standard deviation values 
along with the Richardson number, lapse rate, and the aver-

age v vector wind speed should be correlated to provide the 
best estimate of refractive excess attenuation. For complete­
ness, and because u components of the wind were shown to 
be significant with distance, all three axis components of the 
standard deviation of the wind were used. 

Table 5 presents the results of testing with various indepen­
dent variables. Terms used to describe variables tested in 
Tables 5 and 6 are standard deviation of wind speed perpen­
dicular to roadway (VSTD); standard deviation of wind speed 
parallel to roadway (USTD); standard deviation of the ver­
tical wind speed (WSTD); the Richardson number (RI#); 
thermal, vertical lapse rate (GAMMA); and average wind 
speed perpendicular to roadway (VAVG). 

As presented in Table 5, Test 1, the r values proved to be 
significant (r ~ 0.608) at Sites C and F. To further increase 
the correlation, the sample periods were divided into positive 
and negative wind speeds as before. After separation, the 
correlation coefficients tended to increase and be statistically 
valid at more sites. For example, the positive wind speed case 
was statistically valid at all sites. Additionally, all correlation 
coefficients, except at Site G, were greater than 0.8, which 
is significant because it means that over 64 percent of the 
variance of the dependent variable can be explained by var­
iations of the independent variables. 

MODEL DEVELOPMENT 

After significant parameters were identified, an analytic model 
based on statistical testing was derived. To accomplish this 
task, all refractive excess attenuations were divided by dis­
tance to normalize each measurement site. The variables are 
assumed to be normalized for distance henceforth. This nor­
malization process for distance is valid because Taylor's frozen 
turbulence theorem was assumed. Making this assumption 
was similar in nature to using the ANSI standard for atmos­
pheric absorption (but not quite as valid because of the much 
greater random nature and small scale of turbulence com­
pared with those of temperature and humidity variations). 
However, in this work, homogeneous turbulence was assumed 
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TABLE 5 CORRELATION RESULTS FOR MULTIPLE REGRESSION TESTS 

Test Independent 0.95 Sign. 
No. Variable Tested Value Mic A Mic C Mic D Mic E Mic F Mic G Mic H 

1 VSTD, USTD, WSTD,RI#, 0.608 
GAMMA, & VAVG 

2 USTD, WSTD, USTD 0.545 
& RI# 

3 USTD, WSTD, USTD 0.506 

4 USTD, USTD & RI# 0.506 

5 USTD, WSTD & RI# 0.506 

6 USTD, WSTD, RI#, VAVG 0.578 
& GAMMA (NEG CASE) 

7 USTD, WSTD, RI#, VAVG 0.578 
& GAMMA (POS CASE) 

8 USTD, WSTD, RI#, VAVG 0.578 
& GAMMA 

9 USTD, USTD, WSTD, RI# 0.608 
GAMMA & VAVG 
(NEG CASE) 

10 USTD, USTD, WSTD, RI# 0.608 
GAMMA, & VAVG 
(POS CASE) 

in the sound propagation path at the relatively short distances 
of concern. Additionally, because ground attenuation was 
normalized in the calculation procedure, the effect of height 
was minimized and not accounted for in model development. 

The excess attenuations, now on a consistent basis for dis­
tance, were averaged to form a single dependent variable for 
each sample period. In this way, each sample period was 
reduced to a single refractive excess attenuation normalized 
for distance that could be expected for the meteorology values 
measured during that sample period. 

Table 6 presents correlation coefficients calculated using 
combinations of the variables determined to be significant. If 
the data are considered collectively, Tests 9 and 10 disprove 
the null hypothesis. Independent variables of Test 9 included 
the average wind speed and lapse rate. Test 10 included the 
standard deviation of the u vector coordinate wind speed, the 
lapse rate, the limited Richardson number, and the average 
wind speed. 

However, if the data sets are once again divided into pos­
itive and negative wind speed vectors , one-half of the selected 
variable combinations disprove the null hypothesis for the 
positive case. For the negative case, 6 of the 10 tests disprove 
the null hypothesis. From a review of Table 6 it can be seen 
that many of the correlation coefficients exceed 0.7. Corre­
lation values of this magnitude are considered to be quite 
good on the basis of past experienee with air pollution modeling. 

0.560 0.762 0.560 0.429 0.664 0.501 0.585 

0.453 0.432 0.516 0.625 0.550 0.484 0.583 

0.361 0.339 0.312 0.483 0.468 0.334 0.457 

0.435 0.427 0.507 0.282 0.487 0.477 0.532 

0.453 0.345 0.455 0.538 0.550 0.479 0.583 

0.461 0.709 0.560 0.700 0.809 0.737 0.694 

0.897 0.764 0.796 0.776 0.788 0.605 0.823 

0.560 0.737 0.516 0.591 0.661 0.496 0.585 

0.488 0.736 0.568 0.700 0.657 0.781 0.729 

0.907 0.874 0.809 0.843 0.802 0.612 0.823 

The best fit of the data , as expected, occurs when all var­
iables that were determined to be significant are included . 
For the positive wind speed case, a value for r of 0.807 was 
calculated. For the negative wind speed case, the r value was 
calculated to be 0.785. From this evaluation of the data, a 
model was developed to predict refractive excess attenuations 
from traffic sources. The derived model is presented in two 
parts-the positive wind speed case and the negative wind 
speed case. Accordingly , to use this model , the sign of the 
wind speed must be determined before proceeding. 

For the positive wind speed case, 

Arel= [-26.4 - 131.3('y) + 23.4(VAVG) 

- 1.2(Ri) - 38.6(WSTD) - 70.2(VSTD) 

+ 73.7(USTD)]/1000 (dB/m) (4) 

Variables are as previously defined . The standard error of 
estimate for this model is 0.019 dB/m. Of note is the left side 
of Equation 4. The refractive excess attenuation is divided by 
distance and has the units dB per meter. After Equation 4 is 
evaluated, the user must multiply by the propagation path 
distance to determine the absolute refractive excess atten­
uation. The denominator on the right side of Equation 4 was 
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TABLE 6 CORRELATION RESULTS OF VARIOUS MODELING SCENARIOS 

Case No. 

Pos & Neg Wind 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

Neg Wind Only 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

Pos Wind Only 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

Case Descriptions: 

\.ritirnl AhsnlntP. 
Value of Significance 

(0.95 Sign. Level) 

0.632 
0.506 
0.545 
0.601 
0.601 
0.601 
0.506 
0.454 
0.454 
0.545 

0.768 
0.664 
0.703 
0.739 
0.739 
0.739 
0.664 
0.608 
0.608 
0.703 

0.787 
0.683 
0.722 
0.758 
0.758 
0.758 
0.683 
0.627 
0.627 
0.722 

1. VARIABLES= RI#, USTD, VSTD, WSTD, VAVG, GAMMA 
2. VARIABLES = USTD, VSTD, WSTD 
3. VARIABLES = RI#, USTD, VSTD, WSTD 
4. VARIABLES = RI#, USTD, VSTD, WSTD, VAVG 
5. VARIABLES = USTD, VSTD, WSTD, V AVG, GAMMA 
6. VARIABLES = RI#, USTD, VSTD, WSTD, GAMMA 
7. VARIABLES= RI#, VAVG, GAMMA 
8. VARIABLES= RI#, GAMMA 
9. VARIABLES = VA VG, GAMMA 

10. VARIABLES= RI#, USTD, VAVG, GAMMA 

Correlation 
Coefficicn t 

0.574 
0.314 
0.316 
0.467 
0.573 
0.370 
0.496 
0.274 
0.494 
0.559 

0.785 
0.400 
0.744 
0.780 
0.680 
0.773 
0.665 
0.659 
0.495 
0.667 

0.807 
0.690 
0.697 
0.758 
0.785 
0.768 
0.634 
0.633 
0.501 
0.662 

added for convenience because the calculated variable coef­
ficients were very small numbers. 

As before, variables are as previously defined (VA VG is 
a negative quantity). The use of this equation is the same as 
that of the positive wind speed equation; the user must mul­
tiply by propagation path distance to obtain an absolute value 
of the refractive excess attenuation. The standard error of 
estimate for Equation 5 is 0.015 dB/m. 

For the negative wind speed case, 

Aref = [33.4 + 107.3('y) + 4.6(VAVG) 

+ 3.9(Ri) - 150.5(WSTD) - 15.6(VSTD) 

- 26.2(USTD)]/1000 (dB/m) (5) 

These models have been developed for short-range prop­
agation typical of first- and second-row homes at the first­
and second-floor heights. Additionally, measurements were 
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taken during free-field propagation and the model validated 
only from approximately 10 to 100 m from the highway in 
perpendicular distance. Validation efforts could be done to 
extend these limits. 

These results must also be presented with a word of caution. 
Although the data base is considered the best developed for 
short-range traffic noise propagation concurrently with weather 
data, data have been taken at only a single location. More 
measurements are needed at additional sites to validate and 
refine this analysis. 

CONCLUSIONS 

Specific findings and conclusions reported in this paper are 
as follows: 

• Atmospheric phenomena may affect traffic noise levels 
even very close to the roadway; 

• The components of the wind speed parallel and vertical 
to the highway may become important at approximately 120 
m from the highway, a distance typically associated with 
second-row receivers; 

• Deviations in noise levels due to refraction were mea­
sured to be 7. 7 dB at 122 m from the centerline of the highway, 
4.3 dB at 61 m from the centerline, and 6.6 dB at only 38.1 
m from the centerline; 

• Turbulent scattering of noise from skywaves appears to 
be a prominent mechanism in increasing noise levels above 
that expected close to the earth's plane near the roadway; 

• At very close distances to the highway, the angle formed 
by the receiver location and highway is more important than 
the elevation of the receiver; 

• Ray bending due to wind shear and temperature lapse 
rates does not appear to be as important as turbulent scat­
tering very near the roadway; 

•For distances beyond 38.1 m from the roadway, similar 
refractive excess attenuations appear to occur at equal heights 
above the ground plane; 

• Regression analysis shows that negative and positive per­
pendicular components of the wind should be modeled sep­
arately for increased accuracy; 

• Temperature lapse rates do not exert significant influence 
on refractive excess attenuations within 61 m of the roadway, 
but become important with increased distance such as beyond 
122 m; 

• Strong inversions do not appear to significantly affect 
refractive excess attenuations within 122 m of the roadway 
near the earth's plane but become significant with height; 

• Turbulence appears to have an effect comparable to that 
of the combined wind and temperature parameters within 122 
m of the roadway; and, 

• A combination of all three vector component standard 
deviations of wind speed, Richardson number, lapse rate, and 
wind speeds perpendicular to the roadway appear to form an 
effective model with very good correlation results. 

DIRECTIONS FOR FUTURE RESEARCH 

Atmospheric effects on traffic noise propagation have not 
been well researched. While this research effort has added to 
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the topic, much more research is needed. In general, three 
important areas of research are needed-more measure­
ments, more theoretical development, and better character­
ization of the turbulence close to roadways. 

The data base created by the measurements for this project 
is the most detailed known for traffic noise and concurrent 
meteorology very near roadways. However, the data are for 
a single site and probably contain some site bias. Additionally, 
the data are for a flat open area and do not include the effects 
of diffraction that are important to the development of noise 
walls. Multisite measurements are needed to validate and 
refine this initial work. The model developed is based on 
statistical methods. Much more work is needed to incorporate 
theory into the prediction process. Another area of future 
research relates to a basic meteorological science. Better 
methods that apply to air pollution prediction as well as traffic 
noise are needed to characterize turbulence along roadways. 

After validation, the results of the derived mathematical 
models (Equations 4 and 5) could be used to correct results 
from prediction models such as ST AMINA. To accomplish 
this, excess attenuation would have to be determined using 
Equations 4 and 5 and results subtracted from the predicted 
results of the model used. The weather data collection effort 
would add some cost to the overall project, including costs 
for equipment, labor, and time. Cost from project to project 
would vary, but would be small when compared to the cost 
of an ineffective barrier. Accordingly, the additional cost would 
be well worthwhile to help ensure proper design. 
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APPENDIX 

RICHARDSON NUMBER 

Ri = (g/TA){('y - f)/((du/dZ)2]} 

where 

g = gravitational acceleration, 
u = average wind speed, 
'Y = existing (or true) lapse rate, 

(A-1) 
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r = adiabatic lapse rate, 
TA = absolute ambient temperature, and 
Z - height between measured locations. 

TATARSKl'S REFRACTIVE INDEX FUNCTION 

where 

T0 = absolute temperature, 
c0 = phase velocity, 

( Cv)2 = mechanical turbulence structure, and 
(CT)2 = thermal structure function. 

The mechanical turbulence structure is given by 

The thermal structure function is defined as 

In these equations, 

(A-2) 

(A-3) 

(A-4) 

V1 , V2 = fluctuating wind velocities at two points separated 
by a distance r, and 

T1 , T2 = fluctuating temperatures at two points separated 
by a distance r. 

Publication of this paper sponsored by Committee 011 Tra11sportation­
Related Noise and Vibration. 
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Predicting Stop-and-Go Traffic Noise With 
STAMINA 2.0 

WILLIAM BOWLBY, ROGER L. WAYSON, AND ROBERT E. STAMMER, JR. 

The ST AMINA 2.0 computer program is the most commonly 
used method for prediction of traffic noi e levels for impact anal­
y is and noise barrier design. However, the program was based 
on theory for freely flowing vehicles at a constant speed. The 
work presented in thi paper represents development of a meth­
odology to use STAMINA 2.0 in nonconstant speed si tuation , 
u h a ignalized intersections , intersections with Stop signs 

tollbooths, and highway loop and lip ramps. Through a review 
of Hterature and collection of new emission levels on accelerating 
decelerating, and cruising heavy trucks , a data base wa c tab­
lished for the methodology. The concept of zone of i.nfluence 
(ZOI) was u ed to represent stretches of road on which accel­
eration or deceleration occttrs and on which sound levels may 
vary from cruise condition levels. Two serie. of equivalent con-
t.ant speeds {one for acceleration , one for deceleration) were 

developed, permitting STAMINA 2.0 to calculate the desired 
difference in noise level relative to cruise on the ba i of the 
findings of the literature review and field data analysis. Validarion 
at two site contaiDing intersections produced re ults within 1 dB 
of predictions at all measurement points after refinement of the 
preliminary ZOI lengths and after calibration of the cruise 
predictions. 

This paper presents the results of a study for the National 
Cooperative Highway Research Program (NCHRP) on pre­
dicting stop-and-go traffic noise with the STAMINA 2.0 traffic 
noise prediction computer program. The purpose of the study 
was to develop a method for using the ST AMIN A 2 .0 program 
for nonconstant speed situations. There were two major tasks: 
(a) to study the existing literature and (b) to collect additional 
data as needed. The scope did not include development of 
any new computer programs. Also, the method had to be easy 
to use by the typical noise analyst. 

APPLICABLE SITUATIONS 

The first task was to define the universe of changing-speed 
situations and then to narrow that universe down to an accept­
able subset for this research. The changing-speed situations 
can be categorized in six ways: 

1. Areas in which there is congestion or unstable flow, such 
as level-of-service (LOS) F on highways, or LOS E or F for 
intersections; 

2. Urban city street networks in which there are a large 
number of traffic signals in a highly reverberant area; 

3. Highway entrance, exit, and transition ramps; 

Vanderbilt Engineering Center for Transportation Operations and 
Research , Vanderbilt University, Box 96, Station B, Nashville, Tenn. 
37235. 

4. Suburban situations in which there are signalized arterials 
but no highly reverberant sound fields because of closely spaced 
buildings; 

5. Areas with stop signs, but again no highly reverberant 
field; and 

6. Highway toll booths , at which traffic decelerates to a 
stop and then accelerates back to cruising speed, similar to 
the case of the Stop sign. 

The first two situations were not within the scope of this 
work. The first, congested or unstable flow , was not a con­
dition toward which a designer would work. The second, urban 
street networks with highly reverberant sound fields , was a 
situation with which the ST AMINA 2.0 program is not designed 
to deal. The last four situations, however, were all appropriate 
to be included in the scope of this study. After an examination 
of these four situations, the scope of study focused on three 
areas: (a) unsignalized (but signed) intersections, (b) signal­
ized intersections, and (c) loop or slip transition ramps. The 
case of the unsignalized or signalized intersection could include 
the beginning or end of a ramp between a local highway or 
street and an arterial highway. 

CURRENT FHW A RECOMMENDATIONS 

The current FHW A recommendations for dealing with chang­
ing-speed or low- ·peed si tuations are contained in Appendix 
J of the FHWA Highway Traffic Noise Prediction Model (1). 
When speeds are below 30 mph, FHW A recommends that 
the analyst use a constant automobile noise emission level 
equal to the level at 30 mph. However the FHWA model 
includes speed in a negative logarithmic function for the traffic 
flow adjustment calculation as well as in a positive logarithmic 
function for the noise emission level calculation. The result 
is that use of a constant noise emission level and these adjust­
ments will actually cause the 1-hr equivalent sound level 
(Leq(lh)] to increase as the average operating speed decreases. 

For medium trucks, FHWA recommends tbe same strat­
egy-to use the noise emission level at 30 mph. This pro­
cedure results in the same effect as for automobiles-an 
increasing L0q(.lh) a speed drops below 30 mph . For heavy 
trucks, FHWA recommends using the 87-dB emission level 
at approximately 62 mph when speeds drop below 30 mph. 
In terms of the effects on Leq(lh) this use represents a 7-dB 
stepped increase in the levels as the speed drops below 30 
mph and then a further increase in the hourly Leq(lh) as the 
speeds drop lower. The result of the recommendation i that 
the Leq(lh) for trucks below 30 mph is higher than the L0q(lh) 
for trucks traveling 60 mph. 
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RELEVANT LITERATURE 

The first task in this work was to study existing literature. 
Mo t U .. literature has f u ed on constant peed ituati.ons 
(2). Several usefol European studies were found, Including 
work hy T .P.wi" 11 nrl lame in 1980 C). These re e:irchers meo 
sured individual vehicle sound level changes at various dis­
tance · from a traffic irdc (roundabout) along the approach 
( decelera1ion) and departure (acceleration) roads. Three sites 
were studied with data for both trucks and cars. For the 
approach situation, the authors found that in all cases the 
levels dropped off smoothly as the distance to the roundabout 
decreased. However, for the departure cases, they found a 
fluctuation in the leve ls with incrca ing distance away from 
the roundabout. Generally, the levels first decreased and then 
increased, and finally either decreased or continued to increase, 
depending on the final speed. 

Work in foreign countries has also to u ed on imulating 
traffic flow toward and away from a ·ignal. In 1978, Favre 
( 4) published the results of a simulation study of the effect 
on L 1 and Lcq for a mix of traffic approaching a signal, stop­
ping, and then accelerating away from the signal. His re ults 
showed that the noise levels decreased during deceleration to 
a low point at about 160 ft behind the signal, which accounted 
for the queuing of vehicles waiting for the signal to chan •e. 
He also found that the noise levels then increased as traffic 
accelerated away from the traffic ignal, and then finally 
decreased before settling out to a constant level. Limited field 
data supported these simulation results. 

As noted, mos1 of Lh U.S. data focu. ed on constant speed 
situation . However, a good data ba ·e for this study was devel­
oped for the U.S. Envir n111ental Protect ion Agency (EPA) 
for its National Traffic Noi e Exposure Model (5). Data were 
presented for a number of vehicle types for four p rating 
modes: cruise, accelerat ion , deceleration, and idle. I lowever, 
the noise emission levels were presented as average levels 
over the entire acceleration or deceleration event for an observer 
moving alongside the vehicle at a reference offset distance of 
50 ft. This assumption greatly simplified the EPA model for 
predicting national exposure to traffic noise, but posed com­
plications for a site-specific analysis such as those done with 
STAMINA 2.0. 

Nevertheless, the data were still able tu be used in this 
study after some manipulation and additional analysis. The 
EPA report presented emission levels averaged separately for 
events with the following speed ranges: 0 to 20, 0 to 30, 0 to 
40, 0 to 50, and 0 to 60 mph. However, noise emission levels 
averaged over entire events would not be as useful for this 
work as noise emjssiou levels that were more related to spe­
cific speeds. Using standard AASHTO vehicle acceleration 
rates (6), the times for a vehicle to go from 0 mph to various 
final speeds could be computed. Given these times and the 
average levels for acceleration from stopped to two different 
final speeds, average levels for the intermediate speed range 
between those two final . peeds could be approximated as 
follows: 
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where 

L<x - y) = averaged level while the vehicle accelerates from 
x toy mph, 

Lx = averaged level while the vehicle accelerates from 
0 to x mph, 

LY = averaged level while the vehicle accelerates from 
0 toy mph, 

tx = time to accelerate from 0 to x mph, and 
tY = time to accelerate from 0 toy mph. 

For example, the average automobile noise emission level 
for a 0- to 4 -mph accelera tion event, according 10 EPA, was 
64.1 dB. The average level for a 0- to 60-mph event was 67.4 
dB. 'The time to accelerate from a top may be comput d as 
L8 ec for a final speed of 40 mph and 27 sec for a final speed 
of 60 mpb. By Equation J the average level during the 30-
to 60-rnph ace leration i 70.5 dB . Similarly, the average level 
can be computed (or speed changes of 20 to 30 mph , 30 to 
4 mph, 40 to 50 mph, and 50 to 60 mph. giving a stepwise 
speed profile for automobile accelera1ion. The EPA dee ler­
ation data were analyzed in a similar manner. 

STUDYING THE ACCELERATION PHENOMENON 

The next step was to gain a better understanding of th effect 
of the acceleration phen n'lenon on trartic noise level ·. A 
small-timestep simulator was devised (using conventional 
spreadsheet software) for computation of the sound level at 
any given second during a vehicle passby event and subse­
quent plotting of the results. 

Shown in Figure 1 are plots for an automobile cruise event 
at 60 mph and for an acceleration event (from 0 to 30 mph) 
for a recei.ver located 10 ft down tream from a Stop ign. In 
both cases, the receiver is located at an (f el distance of 50 
ft from the centerline of travel. For the cruise event, the 
vehicle is assumed to pass the receiver at time t = 0 sec. Note 
the ·ymmetrical shape of the sound level profile time history. 
The computed ound exposure level (SEL) for this event was 
76 dB. For the acceleralion event, note the asymmetrical Lime 
history. The event begin at an arbit rarily a signed time of 
t = - 20 sec and passes the receiver at a time of t = -11 
sec; in other words, it takes 9 sec for the vehicle to accelerate 
from a stopped position to a position 100 ft downstream. The 
SEL value for this acceleration event was 70 dB, or 6 dB 
below the 60-mph cruise event. 

Use of the simulator allowed the distance downstream for 
the receiver position to be varied to gain a better understand­
ing of the effects. In general, as the receiver moved further 
downstream from the starting point, the sound level profile 
became more symmetrical. 

Through use of the automatic calculation features of the 
spread heet, 1he SEL could be genernted at a equcnce of 
di lance · from the start for a particular e\lent and th n plotted. 
Figure 2 how su h an event for an automobile accel rating 
to 0 mph (open boxes on the graph), compared wilh the 
SEL from an automobile traveling at a constant 30 mph (solid 
boxes). Note the simi larity in shape to the measured data 
shown earlier by Lewis and ..James (3)-a decrease in the 
levels, then an increase, and finally another decrease. Through 
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the use of the timestep simulation programs, tests could be 
run on the effects of the FHW A model assumptions, the EPA 
data base, and this study's measured data for heavy trucks. 

FIELD-MEASURED DATA 

Although some medium truck and automobile levels were 
measured, most of the data collection for this study focused 

on heavy trucks because of the importance of their contri­
bution to overall received sound levels. The measurement 
sites were at two truck weigh stations on 1-65 north of Nash­
ville, Tenn. These sites were relatively flat and level, allowing 
analyzers to be set at a series of distances along the accel­
eration and deceleration lanes as well as downstream where 
the trucks were cruising at full speed. Trucks were measured 
simultaneously, three or four points at a time, allowing indi­
vidual events at the different sites to be paired for analysis. 
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Care was taken to collect clean passbys, unaffected by other 
trucks at the weigh station or by automobile noise on the 
highway. 

Time-Averaged Noise Levels 

One of the first steps was to simply measure the Leq for a 
series of 4-min periods simultaneously , at the cruise site, on 
the acceleration ramp, and on the deceleration ramp of one 
of the weigh stations, at an offset distance of 50 ft from the 
center of the travel lane. These data, shown in Figure 3, gave 
information on the effects of the various operating modes on 
the time-averaged level. The deceleration data were typically 
6 to 9 dB below the cruise data at 60 mph, whereas the 
acceleration data were 0 to 4 dB below the cruise data. Note 
that these samples do not precisely represent the same vehicle 
populations because several minutes was required for a truck 
to decelerate, be weighed, accelerate, and finally pass the 
cruise site . Nonetheless , the trends are apparent. A similar 
series of 10-min L 0 0 measurements (not shown) at the cruise 
site and at three points along the acceleration ramp indicated 
that the Leq values increased with increasing distance from 
the stopline. In all cases, the acceleration levels were less than 
the cruise levels when the vehicles were traveling at about 
60 mph. 

Noise Emission Level Data 

With this better understanding of the anticipated effects, the 
noise emission level measurements were conducted. Both 
maximum level (Lmax) and SEL data were collected on indi­
vidual trucks. Figure 4 shows histograms of the sampled cruise 
events for both parameters. There is a fairly broad distribution 
and slight skew to the Lm., data . However, the SEL data are 
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more narrowly distributed, and in more of a Gaussian-shaped 
curve, with a mean of approximately 88 dB. 

Figure 5 shows the aggregate results at the uccclcration 
sites. The downstream distances range from 75 to 875 ft, all 
at a 50-ft offset distance . The mean SEL value was about 85 
uB, Ul 2 lu 3 uB below that of the trucks cruising at 60 mph. 
The tightness of the distribution suggests that a constant­
acceleration SEL could be used , at least over the measured 
distance ranges (with a standard deviation very similar to that 
for the cruise data). 

Figure 6 shows the deceleration data, aggregated over dis­
tances ranging from 175 to 475 ft before the stopline. Again, 
there is a broader, more skewed distribution for Lmax values 
and a tighter, more symmetrical distribution for SEL values. 
The mean SEL value is about 79 dB or about 8 to 9 dB below 
that for the cruise condition. 

The next step was to try to disaggregate the data by distance 
from the stopline. The distance dependence of both SEL and 
Lmax is shown in Figure 7, but the relatively small variation 
for SEL is less than 2 dB between 75 and 875 ft. Figure 8 
shows similar data for the deceleration sites. Again, the var­
iation in mean SEL, at least to the 255-ft site, is only about 
2 dB . The mean SEL at 175 ft , however, is 3 dB below that 
at 255 ft. This sharp decrease in the final stages of deceleration 
matches other results in the literature. The deceleration data 
are far below the data values for the cruise site. 

ZONES OF INFLUENCES 

On the basis of the findings from data collection and the 
literature review, it was decided to adopt the concept of zone 
of influence (ZOI) for modeling purposes. A ZOI is defined 
as an area in which the sound level changes because of accel­
eration or deceleration events. To create a methodology for 

• 
DN340 

0 

AN175 

• 
CN 

6624 ::::J,.::J,:::~ .. '.-~_· .. ~J-~_ ... · .. ~.... J -1 '. .. 1L 
: -~1.-.:I: 

60'--ii ~i~~i ........ ·~'------~~: __,___,'---~i ~~~~! --''--.J.---'----'----'~"---'--1 
3 5 7 9 11 13 15 17 19 

2 4 6 8 10 12 14 16 18 20 

PERIOD NUMBER 
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(CN) sites, June 1, 1988. 
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the ST AMINA 2.0 program, it was important to minimize 
the number of ZOis that an analyst would be required to code 
as roadways for STAMINA 2.0. The data suggested that the 
number of ZOis could be limited to two each for acceleration 
and deceleration with little loss in accuracy. Figure 9 shows 
these ZOis. 

After substantial analysis and validation, with the goal of 
minimizing predicted error, two tables, one for acceleration 
and one for deceleration, were developed that gave the rec­
ommended lengths for ZOis. If the effects on SEL values 

observed in the field data were simulated, then the same effect 
on the predicted Leq would be predicted, on the basis of the 
definitions for SEL and Leq• 

Tables 1 and 2 present a series of acceleration or deceler­
ation ranges in terms of initial and final speeds and the rec­
ommended lengths for the first and second ZOI for each 
operating mode. In some cases, only one ZOI was needed to 
approximate a particular speed range . By using these tables 
as part of a step-by-step design guide presented in the final 
report for the project , an analyst could model signalized inter-
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sections, unsignalized intersections, and highway ramps as a 
series of STAMINA 2.0 wauways. 

The speeds given in these tables are not average operating 
speeds, but equivalent speeds that would produce the desired 
effect on the SEL values and hence the Leq values at incre­
mental distances on either side of a stopping point. 

SENSITIVITY ANALYSIS 

As part of the methodology development, a sensitivity anal­
ysis of parameters such as speed , distance , and percent of 

interrupted flow was performed. Figure 10 shows an example 
of L0 q profiles for a t1ow of 1,000 automobi les, 50 medium 
trucks , and 100 heavy trucks with a cruise speed before and 
after the stopping zone of 60 rriph (flow is from left to right 
with the slopping point at 0 ft) . Total Leq values as well as 
the Leq va lues for each vehicle type are sh wn . A deer ase 
in L.q of up to 6 dB relative to cruise occurs at a point some­
what behind the stopping line (which is located in the second 
of the deceleration zones). 

Shown in Figure 11 is the same I ype of , coustical profile 
(Leq as a function of receiver distance up tream or down­
stream) for cruise speeds of 30 , 40 , 50 , and 60 mph . For all 
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FIGURE 8 Mean and standard error of heavy truck emission level data for deceleration as function of distance 
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cases, the deceleration levels are less than the cruise levels, 
but the acceleration levels are either greater or less than the 
cruise levels, depending on the final cruise speed. 

Figure 12 shows the effects of introducing a percentage of 
nonslowing traffic through the stopline, as might happen at 
a signalized intersection. Once the proportion of cruise-through 
traffic exceeds 50 percent, the difference in levels relative to 
100 percent cruise-through is less than 2 dB . 

Finally, the sensitivity analysis examined the effect of 
increasing the receiver distance away from the modeled road­
ways. In Figure 13, the effect, which exceeds 6 dB for an 
offset distance of 50 ft, decreases to less than 2 dB by the 
time the receiver is offset 1,600 ft from the center of the travel 
lane. Also, the effect tends to broaden (while decreasing in 
magnitude) because of contributions from adjoining cruise 
speed roadway segments. 

VALIDATION 

As part of the method development, a limited validation was 
called for in the project scope. Two signalized intersection 
sites were chosen, one in a suburban area with two intersecting 
two-lane roads, and one in a slightly more urbanized area 
where a four-lane arterial with turning lanes intersected a two­
lane local street. 

Site 1 

At the first site, monitors were set at two points on the decel­
eration side of the southbound lane and at five points on the 
acceleration side, as well as at a cruise speed position. Mea­
surements were made for different periods over a 2-day span, 
with not all points being monitored at the same time. How­
ever, there were common points between sets of measure­
ments, allowing comparison of all of these points. 

Figure 14 shows a comparison of the measured and pre­
dicted levels for one of the measured hourly periods at Site 
1. The lower curve (solid boxes) showed the measured hourly 
Leq at each site. Notable were the lower levels in the decel­
eration range, the effects of the cross-street traffic near the 
intersection, and the increased level during acceleration. 

The first attempt to predict the levels at this site used a 55-
45 percent split between the stopping and the cruise-through 
traffic based on the observed signal cycle splits. The initial 
predicted results were 2.5 to 4 dB higher than measured. A 
return visit to the site and detailed observation of the actual 
number of vehicles stopping showed that fewer than 25 per­
cent were able to cruise through at the posted speed of 50 
mph on the north side of the intersection and 55 mph on the 
south side of the site. 

When all traffic was modeled as stopping, the agreement 
between the measured and predicted levels was very good in 
the acceleration sites but still about 1.5 dB high in the decel­
eration sites. The original technique for modeling the ZOis 
was then examined, using a detailed five-zone representation 
to model the changing deceleration levels more precisely. The 
results showed that by increasing the length of the deceler­
ation zone nearest the signal by an additional 100 ft, the 
predicted levels at all points were within 1 dB of the measured 
levels and within 0.5 dB for the acceleration sites. 

Site 2 

Data were collected at the second validation site at one decel­
eration point, three acceleration points, and a cruise site . 
Figure 15 shows the measured (open boxes) and predicted 
levels at those points. An increased level occurred at the site 
that was 360 ft from the stopline. A closer examination in the 
field revealed that a solid wooden fence was located on the 
opposite side of the road from this microphone and that a 
reflection of the traffic noise was observable. 
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TABLE 1 COMBINED ACCELERATION ZOis AND CORRESPONDING EQUIVALENT 
SPEEDS FOR THREE VEHICLE TYPES 

Accel. Range (mph) Length(ft) Speed, ZOl(l)(mph) Speed, ZOI(2)(mph) 

S1N111A1. SFINAL ZOI(l)1 ZOI(2)b Autos MT HT Autos MT HT 

0 30 500 300 38 43 43 30 43 43 

0 35 600 650 39 43 43 35 43 43 

0 40 1000 none 40 43 43 n/a' n/a n/a 

0 45 1000 none 42 43 43 n/a n/a n/a 

0 50 1000 800 42 43 43 50 47 47 

0 55 1000 800 42 43 43 50 40 49 

0 60 1000 800 42 43 43 50 52 52 

30 40 400 none 40 43 43 n/a n/a n/a 

30 50 1000 none 42 43 43 n/a n/a n/a 

30 60 1900 none 51 52 53 n/a n/a n/a 

40 50 600 none 45 43 43 n/a n/a n/a 

40 60 1500 none 50 52 53 n/a n/a n/a 

50 60 any none 60 60 60 n/a n/a n/a 

1 Slarung irom pomi of stop (or the end ol queue for uns1gnahzCd mtersecuons) and proceeding rn 
direction of flow (see Figure 9). 

b Starting from end of ZOl(l) (see Figure 9). 

' n/a = not applicable 



TABLE 2 COMBINED DECELERATION ZOis AND CORRESPONDING EQUIVALENT 
SPEEDS FOR THREE VEHICLE TYPES 

Decel. Range (mph) Length( ft) Speed, ZOl(l)(mph) Speed, ZOl(2)(mph) 

SPINAL ZOl(l)• ZOl(2)b Autos MT HT Autos MT HT 

30 0 150 100 29 26 24 18 13 10 

40 0 250 100 34 30 28 18 13 10 

50 0 200 200 38 34 31 18 13 10 

60 0 300 200 41 36 33 18 13 10 

40 30 220 none 37 32 30 n/a< n/a n/a 

50 30 375 none 42 37 36 n/a n/a n/a 

50 40 27() none 46 41 42 n/a n/a n/a 

60 30 530 none 46 41 42 n/a n/a n/a 

60 40 430 none 51 46 47 n/a n/a n/a 

•Starting from point of stop (or the end of queue for unsignalired intersections) and proceeding in 
direction of flow (see Figure 9). 

b Starting from end of ZOl(l) (see Figure 9). 

c n/a = not applicable 
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FIGURE 12 Predicted L.q(lh) as a function of percentage of cruise traffic based on a cruise speed 
of 60 mph and a 50-ft offset distance (hourly flow of 1,000 automobiles, 50 medium trucks, and 100 
heavy trucks). 

In the first attempt to model this site, a pattern very similar 
to the measurements was achieved, with the exception of a 
point near the reflecting wall. However, all of the other pre­
dicted levels were about 2 dB higher than measured, including 
those at the cruise site. The differences were attributed to the 
vehicle noise emission levels, because the measured cruise 
site levels were also 2 dB lower than predicted. By calibrating 
the predictions with the measurements, excellent agreement 
was achieved (within 0.5 dB at all points except the point 
opposite the wooden wall). 

departments of transportation have determined their own noise 
emission levels. In these cases, an agency must develop its 
own set of equivalent speeds to produce the needed difference 
between cruise levels and acceleration or deceleration levels. 
The generalized equation for computing those speeds is 

GENERALIZED EXPRESSION 

The data in Tables 1 and 2 are based on the use of the national 
reference energy mean noise emission levels (1). Several state 

Sequ;v = {antilog[(Lo)£,6o - 19.82 - a - iic]/(b - 10)} (2) 

where 

sequ;v = equivalent speed (km/hr), 
( L 0) E,60 = state reference energy mean noise emission level 

[(La)£] at 60 mph, 
a = ¥-intercept from state (Lo)E equation, 
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FIGURE 14 Validation results at Site 1 (Hillsboro Road), based on measurements normalized to 
the October 12, 1988, data, 1:00 to 2:00 p.m . 

.:ic = desired change in SEL value for cruise at 60 
mph, and 

b = slope from state (Lo)E equation. 

Values for .:ic are presented in Tables 3 and 4. 

SUMMARY 

or at a toll booth; and the loop or slip transition ramp on a 
freeway. Two tables (one for acceleration and one for decel­
eration) were developed as part of a design guide. The tables 
presented the lengths to be used to model the site as ST AM­
INA 2.0 roadways, and the equivalent speeds to be used for 
each vehicle type on these roadways . Levels in a deceleration 
zone decreased below cruise levels by 2 to 6 dB, depending 
on the initial cruise speed. In the acceleration zones , levels 
increased over the deceleration levels, but whether or not 
these increases exceeded the cruise levels depended on the 
final cruise speed. For example, if the final speed was 30 mph, 
the acceleration noise level was about 2 dB higher than the 
cruise level. However, if the final speed was 60 mph, the 

To summarize , a detailed analysis of the levels associated with 
accelerating and decelerating vehicles was performed for three 
major situations: the signalized arterial or end of a highway 
ramp ; the unsignalized , but signed, intersection such as a Stop 
sign on an arterial highway or at the end of a highway ramp, 
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TABLE 3 CHANGE IN SEL VALUES IN ACCELERATION ZOis FOR THREE VEHICLE 
TYPES 

Change in SEL for Change in SEL for 

Acee!. Range (mph) ZOl(l) (dBA) ZOl(2) (dBA) 

SINrrw.. SFlNAL Autos MT HT Autos MT HT 

0 30 5.6 3.5 2.1 8.5 3.5 2.1 

0 35 5.3 3.5 2.1 6.6 3.5 2.1 

0 40 4.9 3.5 2.1 n/a• n/a n/a 

0 45 4.4 3.5 2.1 n/a n/a n/a 

0 50 4.4 3.5 2.1 2.2 2.5 1.5 

0 55 4.4 3.5 2.1 2.2 2.1 1.3 

0 60 4.4 3.5 2.1 2.2 1.5 0.9 

30 40 4.9 3.5 2.1 n/a n/a n/a 

30 50 4.4 3.5 2.1 n/a n/a n/a 

30 60 2.0 1.3 0.8 n/a n/a n/a 

40 50 3.5 3.5 2.1 n/a n/a n/a 

40 60 2.2 1.5 0.8 n/a n/a n/a 

50 60 0.0 0.0 0.0 n/a n/a n/a 

•n/a not applicable 
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TABLE 4 CHANGE IN SEL VALUES IN DECELERATION ZOis FOR THREE 
VEHICLE TYPES 

Change in SEL for Change in SEL for 

Decel. Range (mph) ZOl(l) (dBA) ZOl(2) (dBA) 

Autos MT HT Autos MT HT 

30 0 8.9 8.7 5.8 14.7 15.9 11.4 

40 0 6.9 7.2 4.8 14.7 15.9 11.4 

50 0 5.6 5.9 4.2 14.7 15.9 11.4 

60 0 4.6 5.3 3.8 14.7 15.9 11.4 

40 30 5.9 6.5 4.4 n/a' n/a n/a 

50 30 4.4 5.0 3.2 n/a n/a n/a 

50 40 3.2 4.0 2.3 n/a n/a n/a 

60 30 3.2 4.0 2.3 n/a n/a n/a 

60 40 2.0 2.8 1.5 n/a n/a n/a 

•n/a not applicable 

acceleration time-averaged noise level was about 2 dB lower 
than the cruise level. 

CONCLUSION 

There is certainly a need for more validation of the technique 
and for collection of more car and medium truck noise emis­
sion level data. It may also be desirable to build these results 
into the STAMINA 2.0 code or to modify the way in which 
STAMINA 2.0 computes the noise emission levels for its 
various roadway subsections. For now, however, the devel­
oped procedure will allow the STAMINA 2.0 model to be 
used with relative ease in changing speed situations with an 
improved level of accuracy relative to previously recom­
mended methods. 
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Feasibility of Transparent Noise Barriers 

SARAH E. ROCCHI AND SOREN PEDERSEN 

The preliminary investigations by the Ministry of Transportation 
of Ontario into the po sibility of using transparent shee r glazing 
products made of gla or plastic in noi e barriers are docu­
mented. The political i sues and principles of using these types 
of barriers are not addre. sed. The concerns of the Design Devel­
opment and Application ection with regard to the ability of 
various substances to mee1 current tandard for noise barrie r 
materials are di cussed , providing a substantial found ation for 
establishing standard with regard to prope rties unique 10 gla s 
or plastic uch as tran parency, flammability , safe ry under impact , 
and design considerations. 

The Ministry of Transportation of Ontario (MTO, originally 
the Ministry of Transportation and Communications) has been 
actively involved in decreasing the impact of highway noise 
since 1971 when the first barrier was constructed . The Min­
istry's concern and involvement have grown with the increase 
in traffic volume, development along freeways, and public 
awareness and expressed concern about highway noise. 
Although freeway noise generation is not completely under 
MTO control, the Ministry nevertheless accepts some respon­
sibility for it. In 1977 a retrofit program was established that 
identified existing residential sites in need of barriers and 
ranked them in order of priority. Under this program, funding 
was allocated to construct a number of these sites every year 
until all sites had been addressed. Transparent noise barriers, 
in general, have been considered for aesthetic reasons for 
many years . However, the MTO had not conducted any fea­
sibility studies until a proposal was made to construct such a 
barrier along a portion of the Queen Elizabeth Way, west of 
Toronto. Representatives of a shopping mall and service sta­
tion at that location expressed concern that the const~uction 
of a concrete or steel noise barrier at the site would obstruct 
the view of their operations from the roadway, cutting off a 
free source of advertising for them . Because a transparent 
barrier at this site might solve this problem, this site was 
suggested as a test area for this system. Although it would 
have entailed only a short stretch of barrier , the MTO did 
not want to test transparent products on such a scale without 
having done some background work on a smaller scale. It was 
feared that the proposed test area might also set a precedent 
that would result in more demands by other enterprises for 
visual access from major roadways (J-4) . 

CONSULTATION WITH INDUSTRY AND PUBLIC 
ORGANIZATIONS 

As part of the investigation into the use of transparent barriers 
for noise control, the initial task was to consult others with 
experience in related areas . Organizations consulted included 

Ministry of Transportation of Ontario, Highway Design Office, Design 
Development Section , 1201 Wilson Ave., West Building, Downs­
view , Ontario M3M 118, Canada. 

• The French Ministries of the Environment and Quality 
of Life and of Transportation, 

• Glass and plastics manufacturers, 
• Two state highway departments (Maryland and Massa­

chusetts) in the United States that had previous experience 
with transparent noise barriers , and 

• The City of Toronto. 

This section contains background information on the orga­
nizations consulted and the projects they pursued. The infor­
mation on various aspects of transparent noise barriers that 
was received is summarized in a later section. 

A report (5) obtained from the French Ministries of the 
Environment and Quality of Life and of Transportation con­
tains guidelines for the construction of glass noise barriers 
based on experiences of the ministries . This report covered 
such topics as 

• Safety-strength and shatter tests , 
• Implications of the sizing of glass plates , 
• Technical arrangements to avoid glare from opposing 

traffic , 
•Vandalism, 
• Vibrations , 
• Installation, 
• Maintenance, and 
•Repair. 

Representatives of the Plastics Divisions of Canadian Gen­
eral Electric (J. N. Coutu, private communication) and of 
Dupont Canada (G. W. Haywood , private comm.unication), 
were contacted. Although Dupont does not manufacture sheet 
glazing products , it does manufacture ethylene copolymer 
laminates such as Butacite , a polyvinyl butaryl film and Sur­
lyn ionomer resin . These products are used by the glass fab­
ricating industry as a laminate material between heets of 
glass. Companies using them are Advanced Glass Systems 
(N . P. Bolton private communication) , which uses Surlyn 
Film , and Lamilite Ltd. (6) whfoh uses Butacite . 

Laminated glass consists of a layer of a plastic product, such 
as one of the preceding, bonded between layers of either 
tempered or annealed glass to improve the str ngth safety, 
sound control, and penetration re i tance characteristics of 
the glass. Tempered glass requires high impact energy to break; 
however it shatters completely upon impact. Annealed gla s 
i m re easily fractured and produces long, sharp-edged splin­
ters, but is less expensive . 

After extensive discussions with various glass companies, 
it was found that the Monsanto product Butacite is similar to 
Surlyn and is used interchangeably with Surlyn. 

Canadian General Electric manufactures Lexan, which is 
a sheet glazing product made of high-strength polycarbonate 



88 

(7). It is more resistant to impact than glass, but less resistant 
to abrasion, heat, and ultraviolet rays . 

Promotional material from the plastics and glass manufac­
turers describes various installation, strength , sound atten­
uation, and safety properties of their products. Samples of all 
types are available from the companies contacted that could 
be used to test their claims. 

American Experience with Lexan Noise Barriers 

Canadian General Electric was able to provide information 
regarding Fanwall Corporation (E. W. Angove, private com­
munication), a noise barrier fabricating company, that had 
already constructed noise barriers of Lexan for two American 
State Highway Departments, the Massachusetts Department 
of Public Works (B. Reynolds, private communication) and 
the Maryland State Highway Administration (R. Douglas, 
private communication). 

In 1980 the Maryland State Highway Administration had 
chosen a limited length of roadway along I-95 as the site for 
experimental transparent noise walls. A report published in 
1981 (8) detailed the selection process that led to the choice 
of Lexan and evaluated the project at that time in terms of 
construction details, aesthetics, and acoustics, drawing posi­
tive conclusions with respect to all aspects . The administra­
tion , contacted in February 1987, described a favorable public 
response to the Lexan walls when they were first constructed 
but reported that after 6 years' experience, some of their 
conclusions were not as favorable . 

The Massachusetts Department of Public Works, under 
extenuating circumstances, offered transparent material as an 
option at a public meeting for a project. The report on its use 
dealt mainly with the acoustic properties of the project (9). 

Glass Applications in the Toronto Area 

The City of Toronto is involved in two projects in which large 
pieces of glass are used along the roadway. The first is a glass­
enclosed walkway along Bay Street: the second is the system 
of bus shelters throughout the city . A city representative 
(K. Greenberg, private communication) was able to provide 
detailed information about the walkway. Mediacom, a com­
pany contracted with to be responsible for the construction 
and maintenance of these bus shelters, uses them to display 
advertising for their clients. 

The walkway along Bay Street consists of sheets of glass 
mounted on concrete traffic barriers. Located immediately 
adjacent to the roadway in an area of high traffic volume, it 
was constructed in 1984 of tempered laminated glass to reduce 
the effects of vehicle exhaust fumes and roadway runoff that 
was being splashed on pedestrians walking under a viaduct. 
The City of Toronto is very pleased with the results of this 
project. 

EXAMINING THE CONCERNS OF THE MTO 

MTO-preapproved manufacturers ' noise barrier designs must 
meet the standards set by the Ministry (10,11) . Glass and 
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plastic products would have to meet these standards for the 
materials currently used in noise barriers-namely, concrete, 
steel, and wood-in order to be considered at all . The stan­
dards include requirements for sound transmission loss and 
structural design. Also, because of the nature of these mate­
rials, new standards would have to be developed for properties 
such as transparency and shatterability. The different types 
of laminated glass and Lexan should be evaluated on these 
counts to see whether any are usable, and if so, which are 
best suited for this type of appli1.:alion. 

Aesthetics 

The major advantage of transparent materials over traditional 
materials in noise barriers is aesthetics. Residents living next 
to visually imposing walls of concrete or steel liken it to living 
next to the Berlin Wall. With the use of transparent materials, 
the motorists' view of the roadside and the sunlight penetra­
tion to the highway would not be blocked . With these advan­
tages, the highway and barrier appear Jess imposing. Mary­
land and Massachusetts both report a positive public response 
to the appearance of their transparent noise walls (8, 9). 

The MTO's aesthetic requirements are limited to visual and 
physical relief at uniform intervals, which is required on both 
the residential and freeway sides of the barrier. The current 
guidelines recommend that false posts be used to break up 
an otherwise repetitive pattern, that alignments and heights 
be varied, and that barrier texture and surface treatments 
such as painting be used to a limited extent. Such devices 
would not be necessary with transparent barriers . Restric­
tions of manufacturing of both plastic and glass limit the size 
of the actual panels, so there will be enough real posts that 
false posts would be superfluous. Also, the variation of the 
landscape beyond the barriers would provide sufficient relief 
from monotony. 

Safety 

Flammability 

Currently, neither the MTO nor any other government agency 
has set any restriction on the flammability of structures along 
the highways. However, the plastic in Lexan and laminated 
glass is much more flammable than the materials most often 
used in conventional noise walls. The MTO is therefore con­
cerned with developing standards to protect itself from lia­
bility in the event that a barrier should be exposed to open 
flame. The American Society for Testing and Materials (ASTM) 
has a number of tests to gauge the fire properties of clear stiff 
plastics. It does not, however, set any minimum standard, 
and takes pains to inform readers that none of the tests can 
stand alone as a fire standard. It was agreed that the MTO 
might be held liable if it were possible for the wall to exac­
erbate damage in the event of a fire. For example, if the wall 
caught fire because of brush, grass, or vehicle fires, the smoke 
might be so thick as to cause loss of visibility along the high­
way. If there were a fire near the barrier, the barrier might 
cause the fire to spread more than if there had been a wood 
barrier or no barrier in place. [t was decided that the factors 
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most likely to cause damage could be determined through a 
burn rate test (ASTM D-635) and a smoke density test (ASTM 
D-643). As a minimum standard, the transparent materials 
must be compared with wood (pine), the material with the 
highest burn rate and smoke density of all approved barrier 
materials. 

Laminated glass offers an advantage over Lexan in this 
respect. The glass must be broken and the laminate material 
almost entirely exposed before the flame can spread. Break­
age is not, however, an improbable scenario and therefore 
should be investigated further. 

Behavior on Impact 

Because of the peculiar nature of glazing products and pos­
sible risk of injury to third parties, it is necessary to verify 
that the glass or plastic splinters produced during fragmen­
tation are not harmful and that the glazing has a high resis­
tance to perforation. The various organizations contacted used 
different impact acceptance testing method. 

Maryland (8) subjected polycarbon sheets to pellet guns, 
0.22 longs, and 0.38 police missiles, and found that there was 
no shattering in any of the tests; only the 0.22 longs pene­
trated, leaving tiny holes of inconsequential acoustic concern. 

The City of Toronto also required bulletproof glass for its 
glass-enclosed walkway, and as a result, laminated tempered 
glass was used. The bus shelters used throughout Metropol­
itan Toronto are required to be shatterproof as well. To be 
able to withstand the force of a thrown rock, they are made 
of 1h-in. tempered glass . 

The French have a ball test to evaluate the resistance of 
the glass to perforation and a hammer test to verify that the 
glass splinters produced during fragmentation are small enough 
not to cause serious or fatal injuries. Both of these tests are 
explained in their report (5). The Canadian Standards Asso­
ciation standard for automobile glass (CSA D263) could also 
be used . The MTO could choose any one of these standards 
for its own use. It is likely that annealed (nonlaminated) glass 
would not meet any of these standards because of the large 
slender shards it produces on impact. 

Reflection of Light 

The French report (5) probed the dangers of temporary blind­
ness from the glare caused by reflection of vehicle light by 
the glass or the confusion produced by seeing the reflection 
of a phantom vehicle's image. These problems arise , in par­
ticular, in the case of curved roadways because of the low 
angle of incidence of the light. When the sun is low on the 
horizon, it may dazzle a driver on the highway or a service 
road. At night the main source of reflection is vehicle head­
lights, whose rays generally strike the baffles at a low angle 
of incidence. Several solutions are proposed. 

• Inclination of the barriers up to 12 degrees toward the 
roadways makes it possible to deflect the reflected rays down 
to a preferred area of the road surface. This also solves the 
problem of reflection of the sun. 

• If glass plates are mounted behind posts, the posts act as 
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obstacles to the propagation of light beams with a low angle 
of incidence. 

• The use of transparent glass specially designed to be non­
reflecting is not recommended, because the costs involved are 
largely prohibitive. Nonreflecting, or even opaque, materials 
like concrete or painted, corrugated steel can be used for the 
lower part of the baffle, to a height of at least 4 ft above the 
surface of the roadway. This may be quite acceptable because 
most noise barriers are mounted on or behind traffic barriers. 

• Glare caused by the headlights of opposing traffic may 
be diminished by installing an antiglare screen on tbe median 
barrier. Care must be taken that this screen does not alter 
the acoustic characteristics of the roadway, that is, does not 
reflect sound. 

When determining a standard for transparent noise barriers, 
these suggestions must be taken into consideration and per­
haps they should be reevaluated after barriers have been in 
place for a while. 

Neither Maryland nor Massachusetts state departments of 
transportation using Lexan reported complaints about reflec­
tion of light. However , their test sites were of limited length 
and on tangent sections of roadway. 

Structural Design Requirements 

MTO's noise barrier design requirements (IO) state that, except 
where otherwise noted, the noise barrier should be designed 
in accordance with the Ontario Highway Bridge Design Code 
(12) as a slender structure, not unusually sensitive to wind 
action. Design loads and ice accretion loads should be pre­
scribed as for sign panels. The reference wind pressure for a 
25-year return period should be used for each specific site as 
described in the Bridge Code. The Maryland State Highway 
Administration had the Lexan panels tested at an independent 
testing laboratory and found that they could withstand a load­
ing of 8,142 Pa with no failure or pullout from the posts. 
Although this more than meets the Ministry requirements, it 
is, of course, peculiar to their mounting system. The French 
report (5) states that glass products can withstand these pres­
sures, but it depends on the mounting system, the thickness 
of the glass, and the dimensions of the glass plate. Therefore, 
it is the duty of the noise barrier manufacturer to ensure that 
the proposed barrier designs meet the MTO standard. 

Acoustic Qualities 

The MTO requires that the random incidence sound trans­
mission losses of the noise barrier system, when tested in 
accordance with ASTM E 90-87, should have an effective 
sound transmission loss of T greater than or equal to 20 dB. 
Glazing materials have no difficulty in meeting the MTO s 
minimum requirements (see Table 1). 

Gia s and plastic are considered to be totally sound­
retlective materials . These material could not be used for a 
close parallel barrier situation or for a barrier located between 
a highway and service road. In these situations, it has been 
shown that the use of barriers made of sound-reflective mate­
rials actually increases the noise levels on adjacent property 
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TABLE 1 COMPARISON OF SOUND 
TRANSMISSION CLASS OF VARIO US 
MATERIALS 

Material 
Thickness 
(mm) 

Sound Transmission 
Class (dB) 

Concrete 
Steel 
Lex an 
Lexan 
Laminated glass 
Laminated glass 

132 
0.91 
6 .35 

12.7 
7.24 

12.25 

32 
20 
31 
34 
35 
39 

(13). Either the service road noise is reflected back toward 
the community or, in the case of parallel barriers, the reflec­
tion and diffraction of sound reduce the effectiveness of the 
barrier. This, however, would limit the general use of glass 
and plastic as a noise barrier material. It is believed that some 
of this reflection can be relieved by tilting the panels slightly 
so that the noise is reflected upward. More research is required 
into this theory for both transparent and opaque barriers. 

Costs 

Costs of transparent materials could prohibit their use as us­
able noise barrier materials, especially when the added life­
time costs of maintenance are taken into account. Table 2 
presents the approximate costs of transparent and opaque 
materials. 

All of the glazing products are comparable when it comes 
to acoustic and aesthetic qualities; however, in general, as the 
strength of the product increases, the price increases. Except 
for annealed laminated glass , which is suspected of not meet­
ing MTO safety standards, all of the glazing products are 
substantially more expensive than the traditional materials of 
concrete and steel. Because no mounting system has been 
discussed yet, it is not known how the price of installed trans­
parent barriers will compare to the cost of installed opaque 
barriers. 

TABLE 2 COMPARISON OF COSTS OF VARIOUS 
MATERIALS 

Material 

Mar-resistant Lexan 
Mar-resistant Lexan 
Standard Lexan 
Standard Lexan 

Thickness 
of Laminate 
(mm) 

Laminated tempered glass 0.06 
Laminated tempered glass 0.03 
Laminated tempered glass 0.03 
Laminated annealed glass 0.03 
Laminated annealed glass 0.03 
Concrete (reflective and 

absorptive) 
Steel (reflective) 

Total 
Thickness 
(mm) 

12.25 
6.63 

12.25 
6.63 

12.31 
12.28 
6.66 

12.28 
6.66 

132.00 
0.91 

Cost per 
Square 
Meter 
($ Can) 

205.00 
118.00 
160.00 
71.00 

113.00 
97.00 
75.00 
43.00 
37.60 

60.00 
36.00 

NOTE: All costs are for panel material only. They do not include posts , 
mounting hardware, or installation. 
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Maintenance 

One of the MTO's requirements for noise barriers is that all 
materials be durable, with a predicted maintenance-free life 
expectancy of 20 years . Taking into account some of the spe­
cial qualities of glass and plastic , it can be seen that this life 
expectancy will not be possible for these materials. They are 
also more susceptible to breakage than steel or concrete. 

Washing 

One of the major concerns when evaluating transparent mate­
rials for use in noise barriers is the ability of the material to 
maintain transparency. Unfortunately, the transparency of 
glass may be reduced, or even eliminated, as a result of heavy 
traffic on the roadways. One solution may be to design the 
panels with an inward inclination, making it possible for the 
glass to be washed somewhat by rain. The residential side, 
away from the traffic, is less likely to become dirty . Therefore, 
it does not have to be cleaned as frequently, if at all. 

In 1987 the MTO initiated a field testing program to mon­
itor the buildup of dust and its effect on visibility. From this, 
the MTO hopes to determine how frequently transparent bar­
riers will need to be cleaned when they are located on Ontario 
highways and whether there is any difference in the rate of 
buildup of dirt on the various samples. This project will be 
discussed later in this paper. 

Permanent Degradation of Transparency 

It is hoped that tht field test mentioned above would also 
detect any degradation of visibility due to abrasion or expo­
sure to ultraviolet rays. This field test for abrasion would be 
in addition to comparing the performance of glass and plastic 
in ASTM D-1044. 

As menlioueu, the .Ma1ylanu Stale Highway Administra­
tion attributes the degradation of the transparency of their 
Lexan barriers to exposure to ultraviolet rays. Of the four 
materials that were tested (three being plastic and one tem­
pered glass), under accelerated and natural weathering con­
ditions, the tempered glass was favored because of its ability 
to better withstand abrasion and discoloring (14). Under the 
same conditions, it was found that polycarbonate materials 
were more susceptible to abrasion and loss of transparency 
than were acrylics. The manufacturers of Lexan now market 
products treated with more ultraviolet ray and abrasion­
resistant coatings, Lexan XL and Margard. However, there 
are three disadvantages to these products: 

• They are significantly more expensive than the regular 
Lexan product, 

• The performance of the coating in maintaining clarity is 
only guaranteed for 3 years, and 

• Because they cannot be cleaned with petroleum-based 
products, their suitability for roadside use is questionable. 

Breakage 

Apart from the concerns regarding safety under impact already 
noted, the MTO would like to use a high-strength sheet glaz-
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ing product in order to minimize this aspect of maintenance. 
The ability for some of the panels to remain integral would 
be an asset. This feature would allow the noise barrier to 
continue to function at least to some extent until the main­
tenance crews are prepared to make repairs. A standard for 
minimum strength under impact will have to be set. 

Comparing the breakage histories of the other organiza­
tions reveals the performance of the various products. Neither 
of the two state highway departments using Lexan reported 
any breakage in the collective 8 years that their barriers were 
in place. The French-who use a variety of glass products, 
laminated and nonlaminated, tempered, and annealed-rec­
ommend putting aside 10 percent of the glass that is needed 
to construct the original barrier, because that much breakage 
can be expected. They also suggest that easy remounting of 
broken panes be taken into consideration in design. In the 4 
years that the Toronto walkway has been in place, however, 
there has been no breakage. 

Design and Installation 

The use of new materials such as laminated glass and Lexan 
brings new concerns in design and installation. Advice from 
the organizations consulted permits avoidance of the prob­
lems that they encountered. 

Maryland reported that Lexan had a very good anchoring 
system. Because of the low melting point of the Lexan panels 
(275°F), the hot asphalt could not be allowed to contact the 
panels directly. This condition resulted in a 13- to 51-mm gap 
between the panel and the asphalt, which had to be filled 
with highway joint sealers. The Massachusetts Department 
of Public Works reported many problems with the construc­
tion of their Lexan barrier. Some panels broke during con­
struction. Also, the panels were left in the sun, and the pro­
tective paper backing melted onto the plastic and was hard 
to peel off. The contractor used linseed oil in an attempt to 
remove the paper, which had a harmful effect on the panels. 

From the laminated glass manufacturers and the French 
report (5), some insight was gained into the design and instal­
lation of laminated glass as well. For example , a sealant should 
be used between the laminated glass and the mounting bracket; 
this protects the laminate core from water vapor. Any mate­
rials that come into contact, such as polycarbonate and metal 
and the laminate core and the sealant, should be chemically 
compatible to avoid deterioration. Care should be taken not 
to break the edges, which helps avoid breakage due to thermal 
differences. 

Some of the design considerations apply to both laminated 
glass and Lexan. To enhance visibility, it is better to have 
large pieces of glazing and to limit the number of brackets. 
The size of the panel is limited by the manufacturers. In the 
case of Lexan, the maximum size of the sheet is 12 by 10 ft 
(3.66 by 3.05 m). The dimensions of the laminated glass panels 
are limited to 12 by 6 ft (3.66 by 1.82 m). The French report 
(5) recommended that wind pressures be taken into consid­
eration. The thickness should be determined by sound atten­
uation, mechanical study, and shock resistance. 

Some concern was raised about vibrations. The Lexan 
material is strong but flexible. The Maryland State Highway 
Administration reports that their panels tend to vibrate when 
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heavy trucks drive by. This has caused no problems structur­
ally; however, it does produce an unsettling rattle. The French 
report (5) stated that glass baffles are subject to vibrations 
from wind as well as highway traffic, especially the backwash 
of trucks. Studies have shown that these effects produce stresses 
that are not dangerous and are not likely to lead to breakage 
of the panels. 

Summary of Concerns 

Transparent materials thicker than 6.35 mm meet many of 
the standards for the materials currently used in noise barriers. 
They are far superior to opaque materials when noise barrier 
aesthetics are considered. If properly designed, they can meet 
the necessary structural design requirements. However, there 
is still work to be done in setting the standards for properties 
such as transparency and shatterability. The glass and poly­
carbonate products should be tested to see whether they meet 
these standards, and their flammability should be compared 
with that of wood for burn rate and smoke density. The Min­
istry should choose which of the many shatter standards to 
use. Glare should be considered in design. 

It might be necessary to test these designs on a larger scale 
once specific sheet glazing products have been approved for 
use. The cost becomes higher when the lifetime cost of clean­
ing and replacing broken panes is taken into consideration. 
Because these materials are sound reflective, their range of 
use will be limited unless investigation shows that tilt­
mounting is a workable way of reducing the negative effect 
of noise reflections. 

MONITORING VISIBILITY DEGRADATION OF 
SAMPLES AT A ROADSIDE TEST SITE 

The MTO has initiated a program to field test samples of 
tempered glass, annealed glass, and various Lexan products. 
The buildup of dust and its effect on visibility will be moni­
tored. From this information, it will be determined how fre­
quently transparent barriers should be cleaned. Any differ­
ence in the rate of buildup of dirt on the various samples will 
be noted . A test site that met the following criteria was 
chosen: 

• Ability to mount samples low to the ground and near the 
driving edge of the road to maximize effects of airborne dirt 
and grime, 

• Sufficient exposure to the sun, 
• Protection of the samples from traffic and the traffic from 

the mounting system, and 
• Location near the technical resources of the MTO Head 

Office. 

Description of Project Location 

The location chosen for the installation of the test samples 
generally meets all of these requirements. The mounting sys­
tem is attached to the steel posts of an existing noise barrier 
on the east side of Highway 427, approximately 0.2 mi north 
of the Rathburn Road interchange. Highway 427 at this loca-
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tion is 16 lanes wide with a 1987 annual average daily traffic 
of 223,350 (20 percent trucks). The posted speed in this area 
is 100 km/hr. The samples face WSW, permitting the sun's 
rays to strike them at approximately 10:00 a.m., and are unob­
structed until sunset. The samples are mounted 1.75 m above 
the roadway and 4 m back from the driving edge of the pave­
ment. The site is protected by a steel beam and a channel 
traffic barrier. 

Mounting of Samples 

The samples were mounted at an angle of 10 degrees to get 
the full washing benefit of rain. The cut edges of the samples 
were covered with waterproof tape to protect them from the 
environment. 

Method of Testing 

The prime criterion for any interim testing of the samples 
must be that it be done in the field to avoid disturbing any 
buildup of dirt. Other criteria were that the testing be rea­
sonably accurate and easy to perform, and that it conform to 
financial constraints without recourse to an independent lab­
oratory. After investigating most of the methods used by vari­
ous experts in the field, the MTO settled on one that used a 
simple photometer and a single light source. 

Apparatus 

After trial and error, a reasonably accurate and easy-to-use 
testing device was developed on the principle that the amount 
of light emitted from a constant light source can be measured 
accurately if all ambient light is eliminated. If an object is 
introduced between the light source and the receiver, the 
amount of light reaching the receiver is reduced in varying 
degrees. As a light source, a standard automotive brake light 
bulb was used. The receiver consists of an array of five cad­
mium selenide photoconductive cells wired in series. The power 
source for the light bulb was obtained from the vehicle used 
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by the testing crew. The voltage was regulated to 10.5 Vdc. 
To measure the resistance of the photoconductive cells, a 
standard multimeter was used with a range of 0 to 2 M11. To 
prevent ambient light from interfering with the measure­
ments, the source and sensors were mounted in separate cases 
designed to create a light seal around the entire 1-ft-square 
samples. The equipment was mounted in two separate casings 
to permit easy movement of the testing apparatus behind and 
in front of the mounted samples without disturbing the surface 
of the samples. 

After initially adjusting the values of various components, 
it was possible to measure any degradation as slight as 0.5 
percent. This sensitivity was considered to be acceptable for 
any field testing, considering the accuracy of the voltage reg­
ulator ( ± 5 percent). 

Preliminary Results 

After 3 years of installation, three tests were conducted, one 
initial and two followups, with 1 year in between. The results 
of these tests are presented in Table 3. 

Analysis 

Although the field testing of the samples indicated that there 
was some loss of transparency, it is still too premature to draw 
any definite conclusions as to the individual and comparative 
performance of these products. 

CONCLUSIONS 

Valuable information regarding the feasibility of using trans­
parent materials such as laminated glass and plastic sheets in 
noise barriers was obtained by consulting public and private 
organizations with expertise i11 this field. 

Transparent materials could be used in the construction of 
barriers that meet MTO's standards for acoustics and struc­
tural strength. 

The aesthetics of barriers made of transparent materials are 
superior to those made of opaque materials. 

TABLE 3 PERCENTAGE OF SAMPLE DEGRAD ATION FOR THREE ANNUAL TESTS 

Initial Second Third 
Reading Reading Reading Accumulated 

Sample (8/12/87) Difference (917/88) Difference (7/5/89) Difference 

Lex an 
Clear" 10.0 0.5 10.5 1.5 12.0 2.0 
Cleat" 5.5 1.0 6.5 3.5 10.0 4.5 
Grey 21.0 1.0 22.0 0.5 22.5 1.5 
MRS" 7.0 1.0 8.0 1.5 9.5 2.5 
XL 7.5 0.5 8.0 2.5 10.5 3.0 

Glass 9.5 0.0 9.5 1.5 11.0 1.5 
Laminated tempered 10.5 0.0 10.5 4.0 14.5 4.0 
Laminated tempered 10.0 0.5 10.5 4.0 14.5 4.5 
Laminated tempered 10.5 0.5 11.0 3.5 14.5 4.0 
Laminated annealed 9.5 0.5 10.0 3.5 13.5 4.0 
Laminated annealed 9.5 0.5 10.0 4.5 14.5 5.0 
Laminated tempered" 9.5 1.0 10.5 5.0 15.5 6.0 

"Original samples were discovered missing in December 1987 and were replaced on April 20, 1988. 
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Material that cou ld be used in transparent noise ba rriers 
have several unique propertie such as transpa rency and high 
trength under impact. These produ t do not meet the MTO' 

requirement that all material be durabl and have a predicted 
maintenance-free life expectancy of 20 years. Th properties 
mentioned and others such as reflection of Light flammability 
and resistance to abrasion are not alike in all transparent 
materials. 

The location at which transparent materials may be u ed 
will be limited by their sound-reflective properties. 

The actual design of the noi ·e barrier sy ·tem i hampered 
by the various size Limitations of each product. 

ln general, Iran ·parent materials co t m re than conven­
tional noi e barrier materials . 

RECOMMEND A TIO NS 

It i recommended that the MTO se t materia·I specifications 
for the unique properties of transparent material , such as 
flammability, afety under impact , transparency, and refl ec­
tion of light. Tran parent materials sho'Uld be compared with 
wood (pine) with regard to burn rate and moke den ity in 
order to set a tandard for fl ammability. Wood i the material 
with the highest burn rate of all approved barrier material . 
The MTO must devise a tandard for safety under impact and 
for re i tance to permanem degradal'i n in tran parency due 
to abrasion and exposure to ultraviolet rays. Precautions to 
reduce the reflection of light mu t be taken into considerati.on 
in de ign. The different typ s of sheet glazing product · cou ld 
then be evaluated on how they met tbe above standards. 

The samples of the differen t sheet glazi ng materials mu t 
continue to be te ted al a roads.id location to monitor the 
degradation of trnnsparency. Any co t analy -is of a barrie r 
de ign must take into con idera'lion the projected lifeti me 
co ts of cleaning and replacement of broken pane . Becau e 
of the ize limi tations of the tra11sparent hei::ts, the de ign of 
the noi e barrier system must be ablli! to accommodate any 
transparent product available. 

MTO policy regarding future implementation of tran par­
ent noise barriers mu t be devel ped. Such policy would have 
to deal with the following topics: 

• E tablishing criteria for identification and priority rank­
ing of Iran parent no.i e barrier location , and 
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• A e sing the respo11sibility for the supplemental costs 
incurred by erecting a transparent noise barrier instead of ao 
opaque one. 

More inve ligation hould be carri.ed out to te · r the theory 
that the tilting of ound-reflective barriers will reduce the 
noise impact on the urrow1ding community. 
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Field Testing of the Effectiveness of 
Open-Graded Asphalt Pavement in 
Reducing Tire Noise from Highway 
Vehicles 

KENNETH D. PoLCAK 

Over the last severa l years, highway pavement rehabilitation proj­
ect have incorporated open-graded asphah, al o referred to as 
"popcorn pavement" for its skid-rcsi tant properties. ubjectivc 
observations have noted a decrease in overall noi. e levels in area. 
where popcorn pavement has been used. The results are pre­
sented of a field testing program conducted in June 1989 <1long 
the Baltimore Beltway (I-695) to determine the difference in rhe 
overall noise level from typical highway traffic traveling on con­
crete versus open-graded iispha lt pavement. Noi e levels were 
measured simultaneously <1djacent to the concrete and a phalt 
surfaces to determine the difference in noise level, and classified 
rraffic counts were made to determine the effect of truck per­
centage in the traffic stream on the overall noise reduction attrib­
utable to the open-graded pavement. An analysis of the third­
octave band Crequency spectrum for traffic n the concrete and 
open-graded aspha lt is al o presented. TI1e result. showed a con­
sistent 2- to 4-d"BA reduction in the overall Lcq that could be 
attributed to the open-graded pavem~11t. In th higher-frequency 
bands, l ,000 to 5 000 Hz the third-octave band analysi · sh wed 
a significant reduction (2 10 4 dB at 1,000 Hz to 6 to 7 dB at 
2,000 to 4,000 Rz). FutUJe studies are planned to expand the 
baseline data to include otlier ages and types of concrete and 
asphalt surface .. , as well as to determine whether aging of the 
pavement affects it noi e reduction capacity. 

Over the course of the last several years, the Maryland State 
Highway Administration (MSHA) has found the need to 
undertake numerous projects for rehabilitation of the aging 
Interstate highway system. The Interstate highways, many of 
which have existed since the early to mid-1960s, consist of 
mostly reinforced concrete slabs with expansion joints. The 
rehabilitation projects involving this type of road surface have 
utilized a system of asphalt overlays coupled with rigid joint 
replacement. The existing concrete road surface is milled or 
grooved before the overlay of asphalt. 

A part of the overall goal of the rehabilitation projects is 
to improve safety. The type of asphalt surface that has been 
used in a number of locations is an open-graded asphalt mix, 
which was originally developed as a skid-resistant surface to 
reduce hydroplaning of tires on wet pavement. This type of 
surface has also been referred to as "popcorn pavement.' 
Several layers of impervious asphalt are first laid, with the 
final course a %-in. layer of the porous open-graded mix. 

Subjective observations have been received from both the 
public and agency personnel indicating a decrease in noise 

Maryland State Highway Administration, Landscape Architecture 
Division, 707 N. Calvert St., Baltimore, Md. 21202. 

level in areas where popcorn pavement ha been u ed. The 
ob ervations described c mparisons between concrete and 
asphalt surface . ome observation. indicated that the overall 
noise level adjacent to tJ1e highway was reduced with the 
asphalt resurfacing, whereas others described a change in the 
character of th noise. When it was riding on lhe a phalt ur­
face, noise I vels inside the vehicle also ·eemed to be reduced. 

Thi report presents the result ·· or a field testi ng program 
conducted in Juoe 1989 along the Baltimore Beltway (l-695) 
to document the differences in the overall characteristics o[ 
the noise emissions from typical highway traffic trav ling n 
concrete versus open-graded asphalt pavement. 

SITE SELECTION AND CRITERIA 

The fir t task involved in his study wa to find uitable site ' 
on whi ,h t conduct the compari on of the two pavement 
types. The goal in tbe site selection process was to find ites 
that would allow for the most direct compari on of the field 
data without the need for computer simulations or adju t· 
men ts to account for variation in traffic flow (such as volume, 
speed and vehicle mix) or terrain features . 

The mo t direct comparison would be ace mplished with sites 
with uncomplicated yd imilar geometry adjacent to a rraight 
roadway eclion with minimal or no grade. To avoid variations 
in tbe traffic parameters site were ought along the Interstate 
sy ·tern where traffic peed were high and relatively constant 
and where the pavement tran. ition between the concrete and 
asphalt urfaces ccurred between interchanges. 

Site selection criteria were based on ac eptabl FIIWA 
procedures (1). 

SITE DESCRIPTION 

One area was identified that met the election criteria . The 
area is located we t of Baltimore, along 1-695 between the 
interchange for US Route 40 and 1-70 (see Figure l). The 
pre ent highway consi t of a six-lane section with auxiliary 
lanes in b th directions, and is oriented in a north· outh direc­
tion. Resurfacing with open-graded asphalt pavement was 
completed in 1984 and ended approximately midway between 
the two interchanges. The asphalt surface tested was approx­
imately 4\12 ear · old. The remaining section of road ha a 



FIGURE 1 Study area location. 
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reinforced-concrete surface, which was about 25 years old at 
the time of the study. The road section dates back to 1962 
and 1966 (when a lane in each direction was added to the 
median of the original roadway). A slight upgrade of 1.5 to 
2 percent was noted in the southbound direction. The grade 
as noted was determined to be acceptable on the basis of 
FHWA criteria (1). 

The surface of the concrete pavement is severely eroded, 
with the aggregate readily visible. Although some uneven 
joints between the pavement slabs were noted, none of the 
measurement sites was in close proximity to these areas. The 
asphalt surface was in good condition with no notable surface 
irregularities. 

For the study, four sites were selected, two on each side of 
the highway. Figure 2 shows the relationship of the various 
test sites. Sites 1 and 4 are adjacent to the asphalt pavement 
section, and Sites 2 and 3 are adjacent to the concrete pave­
ment. The reason for selecting sites on both sides of the high­
way was to determine the effect, if any, of the upgrade on 
the southbound roadway. Each measurement site was located 
50 ft from the centerline of the closest travel lane and a min­
imum of 470 ft from the pavement transition point. The sites 
were chosen as far from the pavement transition point as 
possible to minimize noise influence from the adjacent pave­
ment. Figure 3 shows a cross-sectional view of Sites 1 and 2 
(northbound side), and Figure 4 gives a similar view of Sites 
3 and 4 (southbound side). 
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FIGURE 2 Site diagram. 
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FIGURE 3 Cross sections of measurement Sites 1 and 2 along 
northbound roadway. 

The geometrics between Sites 1 and 2 were considered 
acceptable on the basis of FHWA criteria (1) in that the 
intervening ground at both sites was grassy and the effective 
height of the microphones above the pavement elevation was 
similar, ranging approximately 9 to 11 ft. 

The elevation at Sites 3 and 4 was such that the effective 
microphone height above the pavement elevation was more 
on the order of about 4 ft. The drainage ditch that runs parallel 
to the highway (as shown in Figure 4) is present at both sites; 
however, the ditch is lined with concrete in front of Site 3 
and gets progressively deeper toward Site 4. This dissimilarity 
was considered a possible source of reflections at Site 3, par­
ticularly in the third-octave band study. At Site 4, the ditch 
is depressed sufficiently below the level of the road so that 
the potential for reflections is minimal. Consistency with the 
results from Sites 1 and 2 would be examined to validate or 
discount the data results gathered at Sites 3 and 4. 

INSTRUMENTATION 

The sound-level meters (SLMs) used in this study were Met­
rosonics Model dB-308 Metrologgers and meet specifications 
for Type I SLMs in accordance with ANSI Sl.4. Each micro­
phone was located 5 ft ( ± 0.5 ft) above the ground. The tests 
yielded A-weighted L 0 q noise levels at each of the four sites. 
Calibration of each meter was performed before and after 
each monitoring session. 

In addition to the A-weighted L 0 q measurements, a third­
octave band analysis was also conducted at the same four sites 
to examine the frequency content of the overall noise emis­
sions from the same traffic on the two pavement types. Output 
from a Brue! & Kjaer (B&K) Type 2231 modular precision 
SLM was fed to a B&K Type 2515 vibration analyzer, which 
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FIGURE 4 Cross sections of measurement Sites 3 and 4 along 
southbound roadway. 

is a single-channel fast Fourier transform analyzer. The L.q 
for each test was also obtained for comparison with the other 
data. Microphone heights and locations were identical to those 
in the A-weighted L 0 q tests. Calibration was also conducted 
before and after the test session. 

FIELD MEASUREMENTS 

The study was conducted in two parts. The first part involved 
simultaneous measurement of the A-weighted sound levels at 
all four sites. In the second part of the study a third-octave 
band spectrum of noise emissions from traffic was obtained 
for the asphalt versus the concrete pavement. 

L 0 q noise level data were gathered for consecutive 5-min 
intervals for a total period of 1 hr on two different days. 
Simultaneously with each measurement interval, classified 
traffic counts were made identifying automobile, medium 
trucks, and heavy-duty trucks as defined by FHWA (1) to 
document the percentage of trucks in the traffic stream. Also, 
random checks of travel speeds of the overall traffic stream 
were made during each test. 

For the third-octave band analysis , Sites 1 through 4 were 
monitored at the same locations as in Part 1 of the study . It 
was decided to use the same 5-min test interval as a starting 
point to be consistent with Part 1. During the initial test, the 
various third-octave band levels were observed on the ana­
lyzer's CRT screen to determine whether the 5-min test inter­
val would yield a stable third-octave band spectrum. The CRT 
display stabilized after approximately 3 min. Therefore, the 
5-min test interval was deemed acceptable, and was also used 
for the other three sites. At the end of each test interval, a 
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printout of the third-octave band spectrum and the A-weighted 
L.q noise level was obtained. 

RESULTS 

A-Weighted L.q 

The results of Part 1 of the study are presented in Table 1, 
which shows the 5-min L.q noise level for each test interval 
and the corresponding traffic count (for both directions). In 
addition, the cumulative 1-hr L.q is also given. 

For Site land 2 (along the nortbbound side), the L.q noise 
level for traffic on the asphalt pavement (Site 1) was 2.1 to 
4.0 dBA less than the level for the same traffic on the concrete 
pavement (Site 2). The difference in the 1-hr L.q was 2.8 to 
2.9 dBA . 

Similarly, at Sites 3 and 4 (southbound side), the Leq level 
for traffic on the asphalt section was 2.3 to 3.6 dBA less than 
the same traffic on the concrete section. The difference in the 
1-hr L 0 q was 2.9 to 3.1 dBA. 

During these tests, the random speed checks noted that the 
majority of the vehicles were traveling 55 to 65 mph consis­
tently for all the tests. 

There was some concern regarding the distance between 
the sites and the lag time (the time it takes for each vehicle 
to pass both sites), and the possibility that lane changes might 
change the individual vehicle-to-microphone distance. How­
ever, the large number of test intervals and the consistency 
of the data seem to indicate that these factors were not a 
significant source of potential error. 

The traffic data gathered concurrently with the noise mea­
surements were then analyzed to determine whether any cor­
relation existed between the noise reduction between the two 
pavement sections and a variation in the percentage of trucks. 
The hypothesis is that because trucks have two other major 
noise-producing components (engine and exhaust) in addition 
to tire noise, an increase in the number of trucks in the traffic 
stream may offset some of the reduction of the tire noise 
component obtained with the open-graded asphalt pavement, 
thus making it a less effective option for situations in which 
large percentages of trucks are found . Figures 5 and 6 show 
plots of the noise reduction attributable to the open-graded 
surface against the percentage of trucks counted during each 
measurement interval. The scattering of the values shows no 
clear trend supporting the hypothesis. It is suspected that the 
wide variation in noise emission levels of individual trucks in 
the general truck population is overriding the effect caused 
by increases or decreases in the number of vehicles, and that 
the engine and exhaust noise from the trucks is still a major 
contributor to the overall level. 

Third-Octave Band Analysis 

For this part of the study, comparisons of the third-octave 
band spectra were made between Sites 1 and 2, and between 
Sites 3 and 4. Figures 7 and 8 present the data. In both cases , 
significant reductions were noted in the higher-frequency bands 
(1,000 to 5,000 Hz). At Site 1 adjacent to the asphalt pave­
ment, a reduction of 3 to 4 dB was seen at 1,000 Hz and 6 
to 7 dB in the 2,000- to 4,000-Hz range compared with Site 
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TABLE 1 PAVEMENT NOISE TEST SERIES 1AND2 DATA FOR BALTIMORE BELTWAY (I-695) BETWEEN U.S. 
40 AND I-70 . . 

=========================================================================== 
TIME TRAFFIC DATA Leq NOISE LEVELS (dBA) - 5 MINUTE INTERVALS 

AUTOS MT HT SITE 1 SITE 2 DIFF. SITE 3 SITE 4 DIFF. 
(1-2) I (3-4) 

---------------------! 
2:00 
2:05 
2:10 
2:15 
2:20 
2;25 
2:30 
2:35 
2:40 
2:45 
2:50 
2:55 

600 
581 
698 
660 
677 
675 
641 
748 
796 
678 
853 
890 

48 
38 
32 
41 
45 
35 
24 
39 
45 
36 
23 
43 

64 
42 
70 
57 
44 
64 
48 
67 
64 
38 
47 
60 

78.5 82.0 3.5 80.5 
78.6 
79.2 
79.0 
78.8 
79.7 
78.6 
78.7 
79.0 
78.3 
78.5 
79.5 

77.9 
75.0 
76.1 
75.5 
75.3 
76.8 
75.7 
75.7 
76.0 
75.0 
75.3 
76.2 

2.6 
3.6 
3.1 
3.5 
3.5 
2.9 
2.9 
3.0 
3.0 
3.3 
3.2 
3.3 

77.2 79.9 2.7 
77.7 80.5 2.8 
77.2 79.7 2.5 
77.4 79.5 2.1 
77.5 80.4 2.9 
77.9 80.3 2.4 
78.3 81.4 3.1 
77.7 80.3 2.6 
77.3 79.6 2.3 
78.0 81.3 3.3 
77.6 80.7 3.1 

CUMULATIVE Leq(h) - 77.7 80.5 2.8 79.1 76.0 3.1 

==============~~============-==================-=========~================== 

11:30 
11: 35 
11: 40 
11: 45 
11: 50 
11:55 
12;00 N 
12:05 
12:10 
12:15 
12:20 
12:25 

580 
577 
590 
632 
636 
601 
598 
620 
643 
627 
599 
621 

17 
33 
31 
23 
34 
28 
28 
30 
23 
29 
36 
17 

76 
64 
65 
70 
60 
58 
60 
51 
67 
46 
45 
67 

CUMULATIVE Leq(h) -

77. 7 
76.4 
77.3 
77.4 
76.7 
76.7 
77.1 
77.0 
77.1 
76.2 
76.8 
77 .1 

77.0 

2 adjacent to the concrete pavement. Similarly, between Sites 
3 and 4, a 2-dB reduction at 1,000 Hz and a 7-dB reduction 
at 2,000 Hz were attributable to the asphalt surface. 

Corresponding A-weighted Leq levels for the same tests 
showed a reduction of 3 to 4 dBA attributable to the asphalt 
surface. 

EVALUATION OF RESULTS AND CONCLUSIONS 

The results of the Leq noise level comparison showed a con­
sistent 2- to 4-dBA reduction that could be attributable to the 
41/2-year-old open-graded asphalt surface in this study loca­
tion. Table 2 presents a summary of the data from the study. 

Earlier studies by FHW A (2) involving comparison of var­
ious pavement types and different tire tread designs showed 
a 2-dBA reduction in the average noise level with all types 
of tire tread designs considered together. The reduction was 
attributed to the open-graded asphalt surface as compared 
with portland cement concrete pavement. 

A substantial reduction in the high-frequency content of 
noise from traffic on open-graded asphalt was noted compared 
with the same traffic on concrete pavement. Given that indi­
viduals are more sensitive to high-frequency sound, this may 
indeed explain the positive responses, which seem to be greater 

80.2 
79.1 
80.0 
81. 4 
79.4 
79.6 
79.9 
80.4 
79.9 
78.5 
79.6 
79.9 

79.9 

2.5 
2.7 
2.7 
4.0 
2.7 
2.9 
2.8 
3.4 
2.8 
2.3 
2.8 
2.8 

2.9 

77.7 
77.7 
78.5 
78.1 
77.3 
78.0 
78.0 
77.4 
77.0 
77.6 
77.7 
78.2 

77.8 

75. 2, 
74.9 
75.2 
75.2 
74.3 
74.9 
75.2 
74.1 
74.4 
74.4 
75.4 
75.6 

74.9 

2.5 
2.8 
3.3 
2.9 
3.0 
3.1 
2.8 
3.3 
2.6 
3.2 
2.3 
2.6 

2.9 

than would be anticipated if one only considered the reduction 
in the Leq noise level. 

For this series of tests, no correlation was found between 
the variation in truck percentage and the noise reduction effects 
attributable to the open-graded asphalt surface. The addi­
tional components of engine and exhaust noise, which still 
make the truck noise dominant, and the wide variation in 
noise emission levels of trucks in the traffic stream seem to 
offset the effect of changes in the number of trucks. It is 
suspected that a wider variation in truck percentage than was 
seen in this study would be needed to establish a correlation. 

Additional study that is needed relative to this topic is as 
follows: 

•Expanding the data base to include more sites, and addi­
tional testing at the original test sites to cover different seasons 
of the year (to study site vegetation effects). 

•More testing involving only automobiles, or small frac­
tions (1 to 2 percent) of trucks, to more closely identify how 
much reduction in tire noise can be obtained by using open­
graded asphalt pavement. 

• Developing more data for a wider range of vehicle speeds, 
pavement types, and pavements of differing ages. 

• Monitoring the effects of aging on the noise reduction 
capacity of the open-graded pavement. 
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TABLE 2 SUMMARY OF RESULTS: COMPARATIVE 
MEASUREMENT OF Leq NOISE LEVEL FROM TRAFFIC ON 
CONCRETE VERSUS OPEN-GRADED ASPHALT 
PAVEMENT 

Leq(5)(dBA) 
Cumulative 

Site Measured Calculated" L0 q(h)(dBA) 

1-asphalt 76--79 77 77-78 
2--concrete 79-82 81 80--81 
Leq difference 2-4 4 3 
3--concrete 77-81 79 78-79 
4-asphalt 74-78 76 75-76 
L0 q difference 2-4 3 3 

"Obtained from the third-octave band spectrum analysis data. 

• Evaluating the cost-effectiveness of using open-graded 
pavement as a noise abatement measure. 

ACKNOWLEDGMENTS 

This study was funded by the Maryland State Highway 
Administration (MSHA) as a special project under the direc-

101 

tion of the Acoustic Analysis Unit of the Landscape Archi­
tecture Division. The author expresses special thanks to Bob 
Matusheski of Brue! & Kjaer Instruments, Inc.; to staff from 
the consulting firm of Greiner, Inc. ; to Tom Nalesnik , staff 
member for MSHA; and to Shawn Newson, summer student 
employee for MSHA, for their assistance in the tedious and 
laborious task of data collection for this project. The author 
also gratefully acknowledges the anonymous contributions and 
positive suggestions offered after the review of this paper 
through TRB Committee AlF04. 

REFERENCES 

1. W. Bowlby. Sound Procedures for Measuring Highway Noise: Final 
Report. FHWA-DP-45-lR, FHWA, U.S. Department of Trans­
portation, Aug. 1981. 

2. R. A. Kay and J. K. Stephens. Implementation Package 74-11 -
Porous Friction Courses and Roadway Surface Noise. FHWA, 
U.S. Department of Transportation, March 1975. 

Publication of this paper sponsored by Committee on Transportation­
Related Noise and Vibration . 



102 TRANSPORTATION RESEARCH RECORD 1255 

Cost of Noise Barrier Construction in the 
United States 

LOUIS F. COHN AND ROSWELL A. HARRIS 

The results of a study of noise barrier costs in the United States 
are presented. A survey was made of each state highway agency 
and the FHWA to codify all barriers constructed through 1987. 
Costs associated with the construction of the barriers were then 
made current through the fourth quarter of 1988 using the FHW A 
quarterly price trends for federal-aid highway construction. New 
curves correlating cost per linear foot were then developed using 
standard statistical techniques. The new curves have been incor­
porated into the OPTIMA code. In addition, other changes to 
OPTIMA have been made and are described. 

In 1982 FHW A distributed the companion computer pro­
grams STAMINA 2.0 and OPTIMA (1). Together, STAM­
INA 2.0 and OPTIMA constitute the barrier cost reduction 
(BCR) technique, which was developed in 1977 by Bolt, 
Beranek, and Newman (2). 

OPTIMA contains cost data (Table 1) for noise barriers, 
allowing the OPTIMA user to develop cost-effective barrier 
designs based on an effectiveness/cost ratio (El C table). The 
cost information included in OPTIMA has not been updated 
since the model was originally distributed and in fact is based 
on a very limited number of barriers constructed primarily in 
California in the early to mid-1970s. 

Because the cost data currently in OPTIMA are quite old 
and are based on a limited number of constructed barriers, 
most users have been unwilling to rely on them for other than 
purely qualitative comparisons between barrier material types. 
The unreliability of the cost data has also diminished the use 
of OPTIMA as a design tool, because users cannot depend 
on even the relative accuracy of the EiC table numbers. Con­
sequently, many barrier designers today use the OPTIMA 
EiC table only as a starting point, and then rely heavily on 
heuristic judgment to develop final designs. 

EXTENT OF THE U.S. BARRIER PROGRAM 

To address the problems, a study was undertaken to deter­
mine the extent and cost of the barrier construction program 
in the United States, to develop current base-year cost infor­
mation for the barriers constructed, and to revise the cost­
per-linear-foot curves contained within OPTIMA. Data for 
this study were received from the states and FHW A in response 
to a comprehensive survey. Concurrent with this study, another 
effort was undertaken to improve the usefulness of OPTIMA 

Department of Civil Engineering, University of Louisville, Louisville, 
Ky. 40292. 

from a user interface standpoint. Results from both of these 
studies are discussed in the remainder of this paper. 

As mentioned earlier, the costs presented in Table 1 are 
based on a limited number of barriers constructed in the early 
to mid-1970s. Since that time, many states have conducted, 
extensive barrier programs; most other states have built at 
least one barrier. As presented in Table 2, more than 466 
linear mi of barriers had been built through 1987 (3). This 
number is in contrast to 189 linear mi of barriers constructed 
in the United States through 1980 (4). 

Most of the barriers presented in Table 2 were included in 
the data supplied by the states in response to the survey men­
tioned earlier. Distribution of height by material is presented 
in Table 3; the average height for all the barriers reported in 
the survey is 11.65 ft. 

In summary, several conclusions can be drawn about the 
extent of the U.S. barrier program to date. Among these are 
the following: 

1. The magnitude of the program has nearly tripled since 
1980, 

2. Concrete- and masonry-based materials are the most 
commonly used, and 

3. Only a very small percentage of barriers exceed 20 ft in 
height, with the average barrier being about as tall as a heavy­
truck exhaust stack. 

COST OF THE U.S. BARRIER PROGRAM 

The FHW A quarterly publication Price Trends for Federal­
Aid Highway Construction-1977 Base (5) was used to account 
for geographic and time differences in construction costs for 
the barriers presented in Table 2. Factors based on the year 
of construction and the construction price index for the par­
ticular state in which the barrier is located were used to bring 
all barrier costs to constant 1988 dollars. For example, the 
cost of a concrete barrier constructed in 1977 in California 
was brought to 1988 by a factor of 2.26; a concrete barrier 
constructed in Florida in 1977 was brought to 1988 by a factor 
of 1.99; last, a concrete barrier constructed in Michigan in 
1977 was brought to 1988 by a factor of 1.91. These factors 
are based on state-by-state cost indices for six indicator items 
that reflect price trends for all roadway excavation, surfacing, 
and structures. 

This updated cost information was combined with the other 
information gathered from the state highway agenci~s in th_e 
survey to produce a data base for more than 700 barner pro]-
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TABLE 1 ORIGINAL BARRIER COSTS IN THE OPTIMA 
CODE 

Barrier Cost per Linear Foot($) 
Height 
(ft) Berm Concrete Masonry Steel Wood 

1 2.40 9.80 5.60 11.20 6.40 
5 7.80 41.50 23.90 52.60 28.70 

10 23.90 81.50 52.60 124.50 57.50 
15 49.50 139.00 95.80 204.40 102.20 
20 95.80 183.70 111.80 354.70 175.70 
25 142.10 228.30 127.80 505.00 249.20 
30 188.40 273.00 143.70 655.20 
35 234.10 311.20 159.70 805.50 

TABLE 2 BARRIERS CONSTRUCTED 
IN THE UNITED ST ATES (3) 

Material Type 

Block/brick 
Concrete 
Wood 
Berm 
Metal 
Berm/concrete 
Berm/wood 
Berm/metal 
Other 

Total 

Total Length 
(mi) 

148.1 
91.2 
68.9 
47.4 
22.6 
18.0 
9.8 
6.7 

54.2 

466.9 

Percent 

32 
20 
15 
10 
5 
4 
2 
1 

11 

TABLE 3 DISTRIBUTION OF BARRIER HEIGHTS BY 
MATERIAL TYPE 

Percent Distribution by Height Group (ft) 

Material Type 1-5 5-10 10-15 15-20 20-25 25-30 

Concrete 32 47 20 
Masonry 72 18 10 
Wood 49 18 34 
Berm 3 65 17 10 5 
Metal 9 32 31 25 3 
Berm/concrete 46 10 32 8 4 
Berm/wood 33 45 22 
Berm/metal 41 31 28 
Other 23 26 47 2 2 

Total 42 32 22 

322.70 
396.20 

30-35 

ects in 37 states. The data base was prepared for analysis 
using dBase III Plus, and included the following fields: 

State 
City 
Route 
Year of construction 
Cost update factor 
Length (ft) 
Height class (ft) 
Actual height (ft) 
Material class 
Actual material 
1988 cost ($/If) 

As Table 1 indicated, the OPTIMA code classifies barrier 
costs in five material categories: berm, concrete, masonry, 
steel, and wood. From the more than 700 barrier projects in 
the data base, 520 were selected for statistical analysis. These 
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520 were deemed to fit cleanly into one of the five categories. 
Linear regression was performed on the data in each material 
category. Cost coordinates were assigned to each of the 520 
barriers, with the x-coordinate being height and the y-coor­
dinate being (updated) cost per linear foot. Linear regression 
fits a straight line in the slope intercept form to produce 
regression lines. The regression lines developed for the five 
material categories were then tested for significance using 
correlation coefficient, t-test, and confidence intervals. 

Correlation coefficients (r-values) measure the variation of 
one variable with respect to the variation of the other. Their 
values ranged as follows: berm, 0.315; concrete, 0.484; masonry, 
0.386; steel, 0.666; wood, 0.524. These r-values indicate a 
relatively inconsistent relationship between cost per linear 
foot and height. This is to be expected, given the variety of 
ways in which the costs of barriers are determined in the 
construction environment. 

In the t-test, the mean of the samples and the standard 
deviation estimated from the samples are used to make prob­
ability statements about the values of observations in the pop­
ulation from which the samples were drawn. A 95 percent 
level of significance was selected as acceptable for the barrier 
cost data. The tabulated value of the normal distribution for 
the 95 percent level of significance is t = 1. 96. If the calculated 
t-value for the given material category is greater in absolute 
value than 1.96, then the null hypothesis is rejected, and the 
conclusion may be made that the regression line calculated 
from the actual data is significant. The calculated t-values 
(absolute values) for the material categories ranged as follows: 
berm, 3.22; concrete, 7.06; masonry, 4.18; steel, 7.02; wood, 
5.88. These values confirm significance. 

Table 4 presents the new cost data resulting from this study. 
Figures 1 through 5 are plots of the updated cost data, as 

well as the original cost data found in the OPTIMA code. 
The figures also indicate the degree of scatter of the actual 
data for the updated costs. 

The data presented in Table 4 may be easily incorporated 
into the OPTIMA Fortran code. Users with executable micro­
computer versions of OPTIMA can seek modification to the 
cost data section of the Fortran code. Such requests naturally 
must be made to those with access to the Fortran code. 

OTHER IMPROVEMENTS TO OPTIMA 

In addition to the updated barrier costs, several improvements 
have been made to the microcomputer version of OPTIMA 
that is made available in the short course. Although many of 

TABLE 4 UPDATED (1988) BARRIER COSTS FOR USE IN 
OPTIMA 

Barrier Cost Per Linear Foot ($) 
Height 
(ft) Berm Concrete Masonry Steel Wood 

1 25 .95 56.42 47.46 14.98 1.00 
5 42.19 103.10 84.53 72.95 50.24 

10 62.49 161.45 130.86 145.41 117.81 
15 82 .81 219.79 177.19 217.87 185.38 
20 103.11 278.14 223.52 290.32 252.94 
25 123.42 336.49 269.86 362.78 320.51 
30 143.72 394.83 316.19 434.16 388.07 
35 164.00 453.00 363.00 508.00 456.00 
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FIGURE 5 Noise barrier cost-wood. 

REC REC ID 
==-~=== 

1 RlO 
2 Rll 
3 Rl2 
4 Rl3 
5 Rl4 
6 R15 

BARRIER TYPE 

R E s u L T s 
** * ********** 
LEQ LEQ (Z (0)) 

=====-===-== 
61. 5 68.7 
60.3 67.8 
59.6 67.3 
59.8 67.7 
59.9 68.0 
60.3 68.6 

COST 

IL 

7.2 
7.5 
7.7 
7.9 
8.1 
8.2 

AREA (SF) 
===-=--=:=-::-=== 

FH-BERM 
FH-MASON 
FH-WOOD 
FH-CONC 
FH-STEEL 

35200. 
118421. 

80981. 
156631. 
124985. 

5184. 
9708. 
6731. 

10743. 
8601. 

************************************************************** 
BARRIER COST = $ 516218. TOTAL AREA= 40967. 

MATERI.l\L 
TYPE 

FH-BERM 
FH-MASON 
FH-WOOD 
FH-CONC 
FH-STEEL 

<5 

308.6 
0.0 
0.0 
0.0 
0.0 

AREA BREAKDOWN 
****************** 

BARRIER HEIGHT (FT.) 
5-10 10-15 15-20 

2304.6 2571. 0 0.0 
800.9 3800.9 5105.8 
812.8 4411. 8 1506.9 

0.0 3641. 4 5159.2 
1599.5 3599.2 3402.1 

FIGURE 6 OPTIMA output showing area information. 

>20 

0.0 
0.0 
0.0 
0.0 
0.0 



$700 

$600 

$500 

8 
i.... 

$400 

~ z 
:::; 
~ $300 
(/) 
0 
(.) 

$200 

$100 

6 
/; A 

~ 

~~ 

~ 
.... 

6 ~ 6 A 

~ ' 
A ~ t. - - ~ t. k->< /::,. __, 

--- 6 

* ~ A 

~ 
:r-'71 A-

~ ~ t. 

---' ~ 
~ 

$0 ~ 6 -
0 10 20 30 

HEIGHT (FT.) 

---b- Updated Cost 

---0-- Previous Cost 

FIGURE 3 Noise barrier cost-masonry. 
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FIGURE 4 Noise barrier cost-steel. 
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these improvements relate to wording changes in the user 
interface, two are worth noting. First , it is now possible to 
reopen an existing OPTIMA output file (.OPT file). Before 
this change was made , it was necessary to reenter all the 
initialization information concerning material type for each 
barrier segment, and population and design noise level for 
each receiver, each time that OPTIMA was run for a given 
acoustics output file (.ACO file). 

The second change results in the display of area information 
corresponding to a given set of height indices. This infor­
mation is in addition to the Leq• insertion Joss , cost , and seg­
ment contribution data normally associated with OPTIMA 
output. Figure 6 shows the results portion of a typical OPTIMA 
output file for a barrier with mixed material types and various 
heights. 

CONCLUSION 

The barrier cost reduction (BCR) procedure is of some value 
in noise barrier design . The usefulness of the procedure has 
been severely limited by the incomplete and inaccurate nature 
of the cost data contained within the OPTIMA code for con­
struction cost per linear foot for the various barrier material 
categories. This study has updated these cost data to 1988 
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through a comprehensive assessment of actual construction 
cost information for more than 700 barrier projects around 
the country. 
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Comparisons of Emissions of Transit 
Buses Using Methanol and Diesel Fuel 

DANILO J. SANTINI AND ]OHN B. RAJAN 

The results of several studies on the emission characteristics of 
methanol- and diesel-fueled buses are summarized. To facilitate 
comparison, the emissions test data at idle and in various driving 
cycles are presented on an hourly or per-mile basis and are ordered 
by the speed of the test. The emissions of specific pollutants from 
methanol-fueled test vehicles varied greatly with average speed 
and depended on the engine technology and the emission control 
devices used. The results suggest that the most likely substitution 
of methanol-fueled buses for diesel-fueled buses is not likely to 
result in net air quality improvements for very low-speed bus 
operations in an urban environment. Under these conditions, the 
negative effects of increases in carbon monoxide, formaldehyde, 
and hydrocarbons may offset the positive effects of particulate 
emissions reduction. In this paper, there is no attempt to weight 
emissions, estimate air quality, or quantify net emissions effects. 

Methanol, the fuel of choice for Indianapolis 500 race cars, 
is a chemical that, with limited engine modifications, can be 
burned in engines originally designed to use gasoline or diesel 
fuel. Methanol is less volatile than these fuels and therefore 
is less likely to contribute to smog from fugitive emissions 
during refueling. Its higher octane rating and more complete 
combustion in spark-ignition engines yield higher engine power 
output and greater thermal efficiency. However, methanol 
lacks a cetane rating, indicating that (a) it burns less com­
pletely at low engine load than does diesel fuel in compres­
sion-ignition (CI) engines, and (b) it provides little change in 
engine power output. Compared with gasoline, methanol has 
nearly 50 percent less energy on a unit weight basis, which 
means that its use involves either more fuel stops or a doubling 
of the vehicle's fuel tank size. When methanol is compared 
with diesel fuel, the reduction in energy content exceeds 50 
percent. 

The U.S. Environmental Protection Agency (EPA) stan­
dards for heavy-duty engines are established in grams per 
brake horsepower-hour (g/bhp-h) on the basis of an engine 
dynamometer test conducted without regard to vehicle weight. 
Although this test may be appropriate for trucks, for which 
it was designed, it will not necessarily give an accurate pre­
diction of emissions patterns from typical bus usage. For a 
bus engine, this test cycle would be comparable to a driving 
speed of about 22 mph (1), far higher than the typical speed 
of a bus. This lack of appropriateness has been recognized in 
tests of the two types of methanol bus engines [two-stroke 
with glow plug versus four-stroke with spark-ignition (SI) assist] 
that are candidates for meeting the 1991 standards. 

For this paper, buses are assumed to be available to meet 
the strict 1991 EPA bus engine standards, which call for a 

Center for Transportation Research, Argonne National Laboratory, 
9700 South Cass Ave., Argonne, Ill. 60439. 

reduction of particulate emissions from 0.6 to 0.1 g/bhp-h. At 
present, only alternative-fuel (natural gas and methanol) bus 
engines have met this standard (1). As of early 1990, the 
President's proposed Clean Air Act would ease the present 
bus particulate standard while requiring that transit agencies 
purchase an increasing share of alternative-fuel buses from 
1991 through 1994, requiring 100 percent after 1994. The 
present regulation might effectively require that only alter­
native-fuel buses be purchased from 1991 to 1994, because it 
appears unlikely that diesel-fueled heavy-duty engines capa­
ble of meeting the bus standard will be available in 1991. 
[They are expected to be available in 1994, when trucks have 
to meet the same standard (I)]. Thus, the appropriate ques­
tion to ask now is whether the new alternative-fuel bus engines 
will actually improve air quality if they replace diesel engines 
now in service. This paper summarizes emissions test results 
to develop some insight on this question; test results for model 
driving cycles considered representative of typical bus usage 
are provided (2-8). 

The test data are examined, and the implications of the 
tests for net emissions changes are evaluated. The compari­
sons are complex because the two methanol buses use dif­
ferent combustion cycles (two-stroke versus four-stroke) and 
different methods of igniting the methanol at low engine load 
(glow plugs versus SI). As expected, these methanol huses 
show somewhat different emissions, but certain similarities 
also exist. 

1. The ability of a platinum catalyst to eliminate the relative 
drawbacks of the methanol engine for such pollutants as car­
bon monoxide and hydrocarbons; 

2. The inability of a used platinum catalyst to provide ade­
quate reductions in high formaldehyde emissions from the 
methanol engine at idle and low operating speeds; 

3. The evidence that there are relatively moderate catalyst 
effects on NOx; and 

4. The inherent difficulty in igniting methanol at low load 
and engine speed in a CI engine, leading to generally high 
emissions at low operating speeds and idle. 

CHARACTERISTICS OF VEHICLES AND 
PREVIOUS TESTING 

The significant features of the coach and engine systems tested 
in various programs (2, 6) include the methanol and diesel 
versions of the General Motors (GM) coaches and their 277-
hp, direct-injection, Detroit Diesel Corporation (DDC) 6V-
92T A, two-stroke, unthrottled, turbocharged engines and the 
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200-hp, D2566 MUH-type, four-stroke, unthrottled, naturally 
a ·pirated MAN engines used in the MAN SU 240 buses. 
Comparative testing of a MAN and a DDC methanol bus was 
done at the Southwest Research In titute (SWRI) using three 
6V-92T A diesel buses in ervice with the Houston Transit 
Authority as controls (Table 1, columns B-D). One meth­
anol-fueled and one diesel-fueled MAN bus, as well as a 
regular DDC diesel in revenue service in the Golden Gate 
area, were also characterized (columns A and E-H) (6). 
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Emissions from later models of the DDC methanol vehicles 
were al ·o examined by Chevron (columns 1 and K) (7). This 
information was p'Ubli hed in conjunction with a retest (col­
umn H) of the reengined GM/DOC diesel bus shown in col­
umn A and a retest (column I) of the unmodified GM/DDC 
methanol bus shown in column C (7). Both diesel and meth­
anol DDC buses purchased by New York City in 1987, tested 
in 1988 (4), and retested in 1989 (5) have 6V-92TA series 
engines (Table 2, columns 1-9). Most recently, New York 

TABLE 1 CHEVRON AND SWRI TEST RESULTS FOR DDC AND MAN DIESEL AND METHANOL ENGINES, 
1986-1990 

Pollutant 
Test, speed (mph) 

Hydrocarbonsd 

Cold idle, Q.O (g/h) 

Hot idle, 0.0 (g/h) 

Simulated, 3.9 (g/mi) 

Transient, 8.8 (g/mi) 

Transient, 12.4 (g/mi) 

Steady-st., 12 .4 (g/mi) 

Steady-st., 24.9 (g/mi) 

Carbon Honoxide 

Cold idle, O.O (g/h) 

Hot idle, 0.0 (g/h) 

Simulated, J.9 (g/mi) 

Transient, 8.8 (g/mi) 

Transient, 12.4 (g/mi) 

Steady-9t,, 12.4 (g/mi) 

Steady-st., 24,9 (g/mi) 

Nitrogen oxides 

Cold idle, o.o (g/h) 

Hot idle, 0.0 (g/h) 

Simulated, 3.9 (g/mi) 

Traniient, 8.8 (g/mi) 

Traniient, 12.4 (g/mi) 

Steady-it., 12.4 (g/mi) 

Steady-st., 24.9 (g/mi) 

Particulates 

Cold idle, O.O (g/h) 

Hot idle, 0.0 (g/h) 

Simulated, J.9 (g/mi) 

Tnnsient, 8.8 (g/mi) 

Transient, 12.4 (g/mi) 

Steady-st., 12 .4 (g/mi) 

Steady-st., 24.9 (g/mi) 

Formaldehydeh 

Cold idle, 0,0 (g/h) 

Hot idle, O.O (g/h) 

Simulated, J,9 (g/mi) 

Transient, 8.8 (g/mi) 

Transient 1 12 .4 (g/mi} 

Steady-st., !2.4 (g/mi) 

Steady-st., 24.9 (g/mi) 

A" 
Unkn.b,c 
DDC/D/82 

None 
Unkn. 
One 

19 

4.9 

2.2 

1.7 

1.6 

nt 

21 

41 

JB 

2.5 

1.5 

nt 

102 

61 

)2 

1J 

15 

nt 

5.4 

6.J 

5 .5 

0.8 

o. 7 

nt 

0.85 

0.4 

0.26 

"' 
0.09 

0.06 

B 
< Hay 85 
DDC/D/<84 

None 
107 ,ooo 
Three 

nt 

19 

7.S 

3 .4 

J.4 

3.4 

1.6 

nt 

25 

19 

25 

22 

J.9 

I. 8 

nt 

17 .5 

29 

27 

27 

19 

IJ 

nt 

5.1 

4.2 

4.S 

l .J 

o. 72 

nt 

2.2 

nt 

nt 

0.24 

0.12 

Jul 85 
DDC/H/8J 

None 
18,900 

One 

522 

IJ3 

56 

44 

76 

64 

440 

290 

167 

126 

68 

SI 

4J 

19 

J .6 

7.9 

7.9 

2.1 

2.6 

6.8 

J.B 

1.2 

0.6J 

1.5 

o. 5 

0.3 

J5 

2J 

6.0 

2. 7 

1.9 

J.9 

1.9 

Jun 85 
KAN/M/84 

Pt/New 
28 ,JOO 

One 

106 

4. 7 

I. 5 

0.8J 

o. 32 

1.2 

O.J7 

56 

2.J 

0.9 

O.SJ 

o. 77 

o.s 

0.34 

47 

67 

2J 

13 

14 .2 

S.J 

J.9 

0.6 

0.0 

0.2 

0.07 

0.1 

0.06 

0.04 

14 

2.1 

0.4 

0.14 

0.16 

0.29 

0.06 

~ 
Hay 88 

KAN/H/84 
Pt/Used 
55,000 

One 

300 

54 

6. 7 

1.0 

l. 7 

1.5 

0.94 

272 

36 

6.0 

O.BJ 

l.J 

o. 75 

0.26 

49 

65 

20 

11 

11 

7.6 

4.S 

J.l 

o. 75 

0.2 

0.06 

0.06 

0.12 

0.02 

J2 

14 

4. I 

o. 72 

0.66 

o.57 

y 
Apr 88 

KAN/H/84 
None 

55,000 
One 

J26 

114 

J8 

22 

21 

14 

14 

Jl6 

177 

57 

32 

26 

J3 

16 

47 

73 

22 

12 

12 

6 .4 

4 .9 

o. 7 

0.62 

0.2 

0.12 

0.12 

0.12 

0.04 

26 

19 

5 .6 

2.6 

J . S 

Jun 88 
KAN/D/84 

None 
58,000 

One 

J2 

14 

4 .4 

2.4 

2.1 

7.J 

2.0 

59 

29 

10 

6.2 

6. 2 

14 

31 

42 

16 

10.1 

13 

4 .9 

4 .9 

4.6 

1.4 

o. 78 

I. I 

0.43 

4.S 

2 .J 

0.6 

0.32 

0.29 

0. 73 

0.23 

Jun 88 
DDC/D/82 

None 
95, 700 

One 

22 

26 

7 .6 

4. I 

7 .2 

J.6 

2.J 

50 

22 

S4 

Sl 

59 

4 .4 

2 .J 

136 

137 

48 

28 

JO 

17 

10 

11 

5 .4 

3.2 

2.4 

s .6 

1.5 

o.6J 

2. s 

l.S 

0.4 

0.19 

0.59 

0.32 

0.09 

I 
May 88 

DDC / H/8J 
None 

65, 100 
One 

I ,037f 

522f 

154f 

79f 

81 f 

59f 

76f 

450 

280 

140 

100 

67 

)6 

17 

J6 

52 

17 

9.1 

11 

4 .1 

3 .8 

4 .J 

2 .4 

o. 7 

O.J2 

0.88 

0.4 

0.2 

44 

31 

B .8 

4 .4 

3.5 

4 .4 

2.5 

Mar 89 
ODC/M/86 

None 
8,400 

One 

690 

160 

BO 

S7 

44 

67 

J. I 

JJO 

2SO 

69 

JJ 

20 

JB 

II 

ll 

15 

7.J 

S.2 

6.9 

0.47 

2.1 

2.S 

1.0 

0.62 

I. 7 

0.19 

0.1 

28 

lS 

4. 7 

1 .6 

1.4 

2 .9 

o. 37 

Apr 89 
DDC/M/86 

Ag/New 
B, 700 

One 

560 

140 

64 

44 

34 

50 

J.J 

320 

240 

69 

JS 

22 

3J 

ll 

13 

7.0 

5.1 

7.S 

l. s 

o.JJ 

I. 9 

l.J 

0.4 

0.19 

0.5 

0.15 

0.06 

13 

6.9 

1.J 

l.J 

0. 79 

1.4 

0.11 

TABLE 1 (continued on next page) 



TABLE 1 (continued) 

•• 
Unkn,b,c <Hay 85 

DDC/D/82 DDC/D/<84 
None None 

Pollutant Unkn. 107,000 
Test, speed (mph) One Three 

Diesel equivalant fuel 

Cold idle, 0.0 (gal/h) nt nt 

Hot idle, 0.0 (p;al/h) l. 1 1.1 

Simulated, 4 (mi/gal) 2 .4 2.4 

Transient, 9 (mi/gal) 3 .8 3.8 

Tran!lient, 12 (mi/gal) nt 3.4 

Steady-st., 12 (mi/gal 6 .5 6. 3 

Steady-st,, l5 (mi/gal) 8.3 8.1 

Jul 85 
DDC/M/83 

None 
18,900 

One 

1.9 

1.9 

2. 7 

Jun 85 
MAN/M/84 

Pt/New 
28, JOO 

One 

1.1 

2.8 

4. 2 

6.3 

9. 7 

E 
Hay 88 Apr 88 

KAN/M/84 MAN/M/84 
Pt/Used None 
55,000 ss,ooo 

One One 

1.2 0.97 

0.89 0.88 

3.2 3.3 

5 .4 5 .6 

5 .3 5 .6 

9.8 

Jun 88 Jun 88 
KAN/D/84 DDC/D/82 

None None 
58,000 95,700 

One One 

U.ti I 1.1 

0.5 0.9 

4.5 3.0 

6 .6 4.8 

4 .9 3.9 

6.8 6.8 

12 9 .9 

May 88 
DDC/M/83 

None 
65, 100 

One 

2.2 

1.8 

1.8 

3 .3 

2.9 

4.6 

7. I 

3 ColufTUl headings include column letter, test date, engine type, catalyst, engine mileage, and number of vehicles tested. 

bunkn. "' unknown. 

rcolumn conlaiu~ SWRI <l.ala (u~Cet· ence unspt!:cified) 89 ccpoctcd i.n Ref. b Coe .'l 1982 CH/ODC Coach 10111, whirh wAs later reengined 
and retested (see col. fl), 

dAll hydrocarbon values are 110MCHE 11 values except col, B, which is "hydrocarbons." 

enc. = not tested. 

fvatues from Re f, 6. 

g:'!.a = not appli c able. 

n~ll columns r e port values for formaldehyde except cot. B, which is "total aldehydes." 

Soucces: Cols, A and C-G, ReL 6; col. B, Ref. 3; and cols. H-K, Re(. 7 (but see footnote f), 

Mar 89 
DDC/M/88 

None 
8,400 

One 

1.6 

1.6 

2.2 

4.6 

4 .9 

6.8 

14 

Apr 89 
DDC/M/88 

Ag/New 
B, 700 

One 

1.5 

1.6 

2.1 

4.2 

4 .2 

7 .6 

14 

TABLE 2 NEW YORK CITY TRANSIT BUS TEST RESULTS FOR DDC DIESEL AND METHANOL ENGINES, 
1988-1989 

Pollutant 
Test, speed (mph) 

Hydrocarbons 
Transient, 3.9 (g/mi) 

Transient, 8.8 (g/mi) 

Carbon monoxide 
Transient, 3, 9 (g/mi) 

Transient, 8.8 (g/mi) 

Nitrogen oxides 
Transient, 3.9 (g/mi) 

Transient, 8.8 (g/mi) 

Particulates 
Tcansient, 3.9 (g/mi) 

Transient, 8.8 (g/mi) 

Aldehydes 
Transient, J.9 (g/mi) 

Transient, 8.8 (g/mi) 

Diesel equivalent fuel use 
Transient, 3.9 (g/mi) 

Transient, 8.8 (g/mi) 

l" 
1988 

OOC/D/87 
None 

28 ,900 
Six 

5 .4 

2.4 

10 

]. 7 

67 

41 

1.2 

o. 7 

0.01 

0.01 

2.5 

4. 7 

2 
1988 

DDC/H/87 
None 

78 
Two 

260 

98 

120 

61 

15 

8.3 

4.3 

1. 8 

1.6 

3.5 

3 
1989 

DDC/H/87 
None 

22 ,687 
Two 

250 

130 

150 

WO 

12 

6.6 

1.0 

0.46 

10 

5.1 

l. 7 

3.4 

4 
1988 

DDC/H/87 
Pt/New 

28 
One 

8.3 

5 .8 

6.9 

17 

3.3 

2.3 

1.8 

3. 7 

5 
1989 

ODC/H / 87 
Pt / Used 
16,838 

One 

61 

42 

51 

36 

13 

7.3 

0.29 

0.14 

23.4 

12. l 

l. 7 

3.5 

6 
1988 

DDC/M/87 
Ag/New 

65 
One 

130 

50 

110 

65 

11 

o. 7 

0.4 

1. 7 

3.7 

7 
1989 

DDC/M/8 7 
Ag / Used 
2J, 114 

One 

190 

120 

300 

170 

11 

0.32 

0.19 

17 

1.6 

8 
1988 

DDC / M/87 
Ag+ Pt/New 

147 
Two 

150 

50 

120 

68 

13 

8.4 

2.1 

1.2 

1. 7 

3. 7 

9 
1989 

DDC/H/87 
Ag+ Pt/Used 

25,053 
Two 

470 

260 

130 

83 

14 

0.31 

0.16 

8.2 

5 .5 

1. 5 

2 .9 

aCvlumn headings include column number, test date, engine type, catalyst, engine mileage, and number of vehicles tested . 

bo/R - oxidation/reduction. 

cMi leage after tuneup to co erect overrich mi.xture was 5 ,657. 

dnr = not reliable. 

ent = not tested. 

Sources: Cols. 1-9, Ref. 5; Cols. 10-11 1 Ref. 8. 

10 
1990 

GM~~~,87 
5,639(5,657)c 

One 

21(15) 

6 .0(5.6) 

180(2.7) 

65(1.5) 

3.2(32.1) 

3.6(17.4) 

0.16(0.09) 

0.15(0.06) 

0.30(0.29) 

0.13(0.13) 

!. 7( 1.8) 

3.5(3.7) 

11 
1990 

GM/NG/87 
O/R 

8,213 
One 

33 

0.8 

0.6 

29.3 

16. 7 

0.13 

0.06 

nte 

nt 
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City has begun testing a compressed natural gas bus (columns 
10 and 11) equipped with two converted light-duty spark­
ignited engines, a GM Chevrolet 454-in. 3 engine to provide 
power to drive the bus, and a Ford 140-in .3 engine to provide 
power for air conditioning (8). 

Golden Gate Buses 

The first experiments with methanol buses were conducted 
using Golden Gate Transit District methanol buses , allowing 
comparisons of diesel- and methanol-fueled buses with engines 
manufactured by MAN and DDC. The 1986 SWRI tests of 
these two methanol buses (3) included comparisons with three 
diesel-fueled buses, but these were very-high-mileage buses 
(Table 1, column B). The two GM coaches tested more recently 
by Chevron were in revenue service from early 1984, and the 
two MAN buses were put into revenue service approximately 
6 months later (2). 

In June 1985 the MAN methanol vehicle was sent to SWRI 
in San Antonio, Texas, for chassis dynamometer emissions 
and fuel-economy testing. The mileage on the engine at that 
time was 28,300 mi (Table 1, column D). Routine mainte­
nance before the testing included the replacement of a failed 
catalyst. The following month, the GM methanol bus named 
"Methanol One," with 18,900 mi and no catalyst, was tested 
at SWRI (column C). Both buses were returned to service. 
These SWRI tests used three DDC-engine buses borrowed 
from the Houston Transit Authority for comparison (3). The 
Houston Transit DDC buses were relatively old, with 90,000 
to 230,000 mi (column B). 

In early 1988 the two methanol-fueled buses and their 
diesel-fueled counterparts were transported to the Chevron 
Research Truck and Bus Dynamometer facility for emissions 
and fuel-economy testing (6). These tests, in California, cor­
rected several flaws in the earlier SWRI tests, including testing 
of emissions with a used catalyst on the MAN MlOO bus (Table 
1, column E) and testing of the MAN bus without a catalyst 
(column F). Further, the testing of the MAN diesel bus (col­
umn G) allows a better understanding of how a four-stroke, 
naturally aspirated, diesel-fueled CI engine with SI assist com­
pares with a two-stroke, turbocharged, methanol-fueled, glow­
plug-assisted CI engine. The Chevron tests also give results 
for a diesel engine at cold idle, which the SWRI tests do not. 

Further DDC Engine Developments 

Tests on improved DDC methanol-fueled vehicles were per­
formed in early 1989 by Chevron for DDC, and the results 
from later tests of newer, more advanced DDC methanol 
engines (Table 1, columns J and K) were published in 1990 
(7). These results give emissions data on newer versions of 
the DDC methanol-fueled vehicles with and without a new 
silver catalyst. These data show that more recent versions of 
the DDC vehicles with improved technology provide better 
emissions and fuel-economy characteristics than indicated by 
previous tests, especially at the steady-state speed of 24.9 mph 
(compare columns C, I, J, and K) . In reading the emission 
comparisons presented here, it should be remembered that 
the DDC engine is still under development and that improve-
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ments continue to be made. However, some of the infor­
mation presented may indicate physical attributes of methanol 
combustion at low engine speeds in CI engines that are intract­
able problems relative to diesel fuel combustion in engines of 
essentially the same design. 

New York City Tests 

New York City (NYC) began its program of evaluating DDC 
engines modified for methanol use in their urban transit sys­
tem in early 1988 (4, 5). The emissions of these vehicles were 
examined without catalysts and with three different types of 
catalyst: platinum (Table 2, columns 4 and 5), silver (columns 
6 and 7), and a combination of platinum and silver (columns 
8 and 9). Six diesel buses with 25,000 to 38,000 mi were 
evaluated as controls without the use of catalysts (column 1). 
Future diesel engines burning low-sulfur fuel to meet the 1994 
heavy-duty engine emissions standards are likely to use cat­
alytic trap oxidizers and may use particulate traps, but none 
of the diesel buses in these tests was fitted with such devices. 
Two series of emissions and fuel-economy tests have been 
conducted on the six NYC methanol buses (4, 5)-one in 
May 1988, when they had between 28 and 1,786 mi (Table 2, 
columns 2, 4, 6, and 8) and a second in December 1988, when 
they had accumulated 16,838 to 26,005 mi (columns 3, 5, 7, 
and 9). The first round of particulate and formaldehyde emis­
sions estimates from the NYC tests are suspect due to a fault 
in the tests. The second round eliminated that fault, and the 
particulate emissions appear to be reasonable in the context 
of other test results presented here. Although the formal­
dehyde emissions results for the diesel-fueled buses in NYC 
tests were considerably less than those estimated by Chevron 
for the same test speed (Table 1, columns G and H, and Table 
2, column 1), the aldehyde emissions for methanol buses in 
New York City tests were generally comparable with those 
done by Chevron. 

TEST CHARACTERISTICS 

Testing at SWRI included two simulated transient driving 
cycles and steady-state tests at cold idle, hot idle, and speeds 
of 12.4 and 25.9 mph. The unfiltered bus cycle, a transient 
test cycle reported by Ullman (3) and also used by Chevron 
(6, 7), covers a distance of 2.9 mi in 19 min 51 sec at an 
average speed of 8.8 mph and includes the high-frequency 
co~ponents of the simulated bus speed trace (Figure 1). The 
second transient test cycle used at the SWRI and Chevron 
test facilities, incorporating stylized changes in speed and load, 
is a part of the U.S . Department of Transportation (DOT) 
transient coach-design operating cycle (9) and was identified 
as the central business district cycle. Consisting of a series of 
full-throttle accelerations to 20 mph and sharp decelerations 
to halt and idle, it covered a distance of 2 mi in 9 min 20 sec 
at an average speed of 12.4 mph (Figure 2) . These test results 
are in Table 1. 

In contrast, the NYC tests (Table 2) included only two 
transient driving cycles and no separate idling or steady speed 
tests. The first cycle, which represented driving in Manhattan, 
included a series of starts, brief accelerations, stops, and idling. 
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It covered a distance of 0.65 mi in 10 min at an average speed 
of 3.9 mph. This is similar in pattern to the first 400 sec of 
the SWRI unfiltered bus cycle (Figure 1). The second cycle, 
identified as the NYC composite cycle, covered a distance of 
2.51 mi in 17 min 9 sec at an average speed of 8.8 mph and 
represented citywide travel in a major city (such as a com­
muter run between Manhattan and the neighboring bor­
oughs). In the analysis, the two transient cycles with average 
speeds of 8.8 mph are treated as equivalent. 

In the tabular and graphical comparisons, the test infor­
mation is ordered by average speed and engine temperature, 
from O mph and cold idle through 24.9-mph steady-state tests. 
In order to help compare test results in Tables 1 and 2, a 
simulated 3.9-mph test was constructed by combining hot idle 
emission rates for 56 percent of an hour aml 8.8-mph lransienl 
cycle emissions for 44 percent of the hour, giving an estimate 
of hourly emissions for a bus averaging 3.9 mph. This hourly 
emission was divided by 3.9 to obtain the gram-per-mile 
estimate. 

CRITICAL COMPARISON OF EMISSIONS FOR 
DIFFERENT ENGINES, SPEEDS, AND CATALYST 
CONFIGURATIONS 

In the following analysis, several effects of methanol substi­
tution on the emission characteristics of transit buses are 
examined, including emissions of four pollutants for which 
federal emission limits exist, emissions of formaldehyde, cata­
lyst effects, and age effects on diesels. Test results for meth­
anol buses are only for neat (100 percent) methanol, MlOO. 
The most promising substitutions in terms of emission reduc­
tions are identified. 

Carbon Monoxide (CO) Emissions 

In general, CO emissions increase when methanol-fueled buses 
are substituted for diesel-fueled buses. Under all four steady­
state conditions, CO emissions from a used, rebuilt 1982 DDC 
diesel engine with 96,000 mi (Table 1, column H) were well 
below those from the new 1989 DDC2 methanol-fueled engine 
with a silver catalyst (column K). 

The lowest CO emissions provided by the MAN methanol 
vehicle (tested in 1986 at SWRI, with the catalyst changed 
just before testing, column D) are slightly higher at cold idle 
than those from the DDC diesel-fueled vehicle (column H). 
Otherwise, however, the 1986 MAN MlOO bus with a new 
platinum catalyst (column D) had lower CO emissions than 
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the MAN diesel with 58,000 mi (column G) or the DDC diesel 
with 96,000 mi (column H). Even in the 1989 tests, when the 
catalyst had been used for 27 ,000 mi (column E), the MAN 
four-stroke, spark-assisted engine with platinum catalyst had 
lower CO emissions in constant-speed operation than either 
the 96,000-mi DDC diesel or the 58,000-mi MAN diesel. 
However, at both cold and hot idle, the ability of the MAN 
platinum catalyst to reduce CO had deteriorated significantly 
at 27,000 mi (compare columns D and E), so that CO emis­
sions from the MAN MlOO bus at idle were higher than those 
from either diesel bus. 

The data presented in Tables 1 and 2 show that the reduc­
tion of CO emissions in an MlOO transit bus is best achieved 
through the use of a platinum catalyst. The silver catalyst used 
in later versions of the DDC methanol buses (compare col­
umns J and K) and in the NYC tests appears to have little 
effect (compare Table 2, columns 3, 6, and 7), and the silver­
platinum combination was also ineffective (columns 3, 8, and 
9). The changes with age of the platinum catalyst are signif­
icant under both transient and steady-state conditions. Although 
pronounced age effects on the platinum catalyst are demon­
strated at cold and hot idle, these effects appear to become 
less important once the vehicle is moving (compare Table 1, 
columns D and E, and Table 2, columns 4 and 5). If this 
pattern continues in future testing of buses with DDC engines, 
then the use of an MlOO bus with platinum catalyst on routes 
with higher average speeds and relatively little idling should 
keep CO emissions reasonably low. The DDC buses tested 
in New York City were driven at average speeds of less than 
10 mph (4, 5); the MAN methanol bus probably averaged 
higher speeds. The loss of effectiveness of the platinum cata­
lyst appears to have been greater in the NYC DDC methanol 
bus than in the Golden Gate MAN methanol bus. 

In spite of the discouraging CO emissions results for the 
MlOO buses at idle, the evidence for CO emissions at transient 
cycles of 8.8 mph and above in the MlOO buses is rather 
favorable, but only in comparison with high-mileage diesels. 
The Chevron tests indicate that the old MAN and new DDC 
MlOO buses without catalysts emit CO at about the same rate 
at 8.8 and 12.4 mph (compare columns F and J). In either 
case, this is less than the emissions of DDC buses in current 
use (96,000 mi) (column H). However, the new NYC diesel 
buses (column 1) at 8.8 mph emit much less CO than DDC 
methanol buses. The MAN four-stroke diesel-fueled bus (58,000 
mi) emits far less CO than the DDC diesel (96,000 mi) or the 
MAN MlOO bus (55,000 mi) without a catalyst, but more than 
the MAN MlOO bus (55,000 mi) with a platinum catalyst. 
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At these test speeds, the addition of the used platinum 
catalyst to the MAN MlOO bus reduced CO dramatically, an 
encouraging result for the use of the platinum catalyst on a 
DDC bus. New York City first-round tests indicated that a 
new platinum catalyst could reduce CO emissions from a DDC 
MlOO engine to about the levels from the competing diesel 
engines when averaged over the two cycles (columns 1 and 
4), but catalyst deterioration led to a substantial CO increase 
in second-round tests (column 5). However, even after the 
deterioration, the platinum catalyst in the NYC tests clearly 
controlled CO far better than silver or silver-platinum cata­
lysts. One question that arises from the slightly different results 
is whether the slow routes in the NYC case , and perhaps the 
colder East Coast weather, might cause more rapid catalyst 
deterioration than in California, or whether catalyst reliability 
might be related to engine attributes. 

Particulate Emissions 

Both silver and platinum catalysts tend to reduce particulate 
emissions in a methanol-fueled bus, but the platinum catalyst 
is not particularly effective at idle (compare columns F with 
D and J with K). Also, deterioration of the platinum catalyst 
has a deleterious effect on particulate emissions at cold idle 
(compare columns D and E). With or without a catalyst, the 
data in Tables 1 and 2 indicate a sharp reduction in particulates 
if new methanol buses replace used diesel buses, but com­
pared with new diesels, the gains are far Jess dramatic (col­
umns 1, 3, 5, 7, and 9). 

Oxides of Nitrogen (NO...) Emissions 

Decreases in NO emission through the u e of catalysts on 
methanol buses are ob erved co11 i tentJy only at steady-state 
cruising speed . The reductions from the silver cataly t on a 
DDC methanol bus, although evident al cold idle (where the 
engine temperature is probably below optimal operating lim­
its) , gradually decline as the engine warms up and the vehicle 
operate in the steady-state or transient mode. Compared with 
effect on other pollutant , the effects of catalysts on NOx are 
relative) y mall. 

Hydrocarbon (HC) and Methanol Emissions 

Emissions of hydrocarbons and methanol from methanol-fueled 
vehicles are significantly reduced by a functional platinum 
catalyst. Emissions of methanol, an oxygenated hydrocarbon, 
have important air-quality implications. 

The methods of counting methanol as a reactive hydrocar­
bon vary, with the later Chevron tests reporting downward 
adjustments in estimated hydrocarbon equivalents due to 
methanol. If reported hydrocarbon emissions from an MlOO 
bus are high, it is reasonable to surmise that almost all of 
these emissions are unburned methanol. In first-round NYC 
tests, the mean ratio of hydrocarbon to methanol emissions 
for MlOO buses was 0.96 (4). The Chevron tests account for 
the fact that methanol is not as reactive per unit of molecular 
weight as are nonoxygenated hydrocarbons emitted by a die­
sel. In the Chevron tests, the grams of oxygen are subtracted 
from the methanol emissions to obtain the hydrocarbon equiv­
alence of the methanol emissions. Wherever possible in Table 
1, the Chevron estimate of organic material hydrocarbon 

113 

equivalent (OMHCE) em1ss1ons is presented. In the 1989 
Chevron tests (6), the ratio of OMHCE emissions to methanol 
emissions was 0.45 when the latter exceeded 50 g/mi (or 100 
g/h at idle), and it was 0.54 for the remaining cases, most of 
which were for the catalyst-equipped MAN bus. The NYC 
tests (Table 2) do not yield the adjusted value. 

The NYC first-round estimates of hydrocarbon emissions 
from the DDC vehicle with methanol fuel and an effective 
platinum catalyst are better by an order of magnitude than 
the closest competitor, a DDC vehicle with methanol fuel and 
a silver-platinum catalyst (Table 2). All catalysts used in the 
NYC tests showed substantial deterioration with age in their 
ability to control hydrocarbons (Table 2). The OMHCE emis­
sions pattern of reduction and effectiveness of the catalyst 
presented in Table 1 was very similar to the pattern for CO. 
This similarity included significantly greater deterioration in 
effectiveness at cold and hot idle as the catalyst aged, with 
retained effectiveness at speeds of 8.8 mph and faster (6, 7). 

Formaldehyde 

Formaldehyde (HCHO), a potential carcinogen, is of partic­
ular concern with the use of methanol as a transportation fuel. 
Evidence presented earlier in this paper indicated that CO 
emissions on bus routes where buses spend a great deal of 
time at idle would increase if a DDC methanol-fueled bus 
without a platinum catalyst were substituted for a used diesel­
fueled bus. A platinum catalyst was far more effective than 
a silver catalyst in reducing CO, but the effectiveness was less 
at idle and decreased with age more rapidly at idle than at 
speed. When replacing new DDC diesel buses (column 1, 
Table 2), it does not seem likely that DDC methanol buses 
can reduce CO at low speeds, and they could increase CO 
sharply, depending on catalyst type and age. Bus routes on 
which a great deal of time is spent at idle tend to be in and 
around central business districts (CBDs), where pedestrian 
activity is high and potential population exposure is great. 
Such locations often have high carbon monoxide "concentra­
tions," so the control of CO emissions in such locations is 
imperative. 

Unfortunately , the evidence indicates that a used platinum 
catalyst actually creates formaldehyde at idle (6, 7). In the 
Chevron tests, it was estimated that the used platinum catalyst 
increased the formaldehyde emissions of the MAN bus by 
about 20 percent at idle , with a greater increase at hot idle 
(Table 1, columns E and F) . The NYC first-round emissions 
tests indicated that the platinum catalyst had little effect on 
formaldehyde, but the second-round emissions tests (5) indi­
cated that the used platinum catalyst roughly doubled formal­
dehyde emissions (Table 2, columns 3 and 5). The NYC first­
round tests (columns 2 and 6) and the Chevron tests (columns 
J and K) indicated that a new silver catalyst on a DDC engine 
reduces formaldehyde sharply, but the second-round tests 
indicated that the used silver catalyst increased formaldehyde 
(columns 3 and 7). These poor formaldehyde-control results 
with used catalysts at idle and low speed represent a serious 
shortcoming, because the Chevron test results indicated that 
formaldehyde emissions from MlOO engines at cold and hot 
idle far exceed those from their diesel counterparts. 

The Chevron tests did not indicate that the use of a catalyst­
equipped MlOO bus in place of a diesel bus would inevitably 
increase formaldehyde at all speeds. For the MAN MlOO bus, 
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some evidence indicates that a platinum catalyst functioning 
near its optimal capability can, under certain conditions, reduce 
formaldehyde emissions below those from the competing die­
sel engine. When the Chevron test results for the 58,000-mi 
MAN diesel (6) are compared with those for the 28,300-mi 
MAN MlOO bus with a new catalyst, the MlOO bus has lower 
formaldehyde emissions than the diesel at 8.8 mph and faster 
(columns F and D). However, whP.n the 'i'i,000-mi MAN 
MlOO bus with a used catalyst is compared with the diesel 
engine, the MlOO bus consistently has higher formaldehyde 
emissions, especially at idle (columns F and E). The 28,300-
mi MAN MlOO bus with a new platinum catalyst (J) also 
exhibited lower formaldehyde emissions than the 96,000-mi 
DDC diesel tested by Chevron for speeds of 8.8 mph and 
faster, but not at idle (columns D and II). 

These results imply that to get formaldehyde emissions 
reductions when an MlOO MAN bus with a new platinum 
catalyst replaces an old diesel with no catalyst, two conditions 
must be satisfied. First, the bus cannul spend a large fraction 
of its route time idling at stoplights and bus stops. Second, 
the catalyst must be functioning at or near its optimal capa­
bility. For the DDC MlOO bus, the evidence indicates that 
formaldehyde cannot be brought below that of the DDC diesel 
with catalysts tested thus far. It is possible that catalyst devel­
opment could ultimately solve this problem. Reportedly, EP A's 
emissions laboratory has been testing electrically heated cata­
lysts that successfully reduce formaldehyde emissions from 
methanol-powered cars (10). As with the catalysts discussed 
here, reliable long-term operation of the electrically heated 
catalysts will be critical. 

Other Aldehydes and Ketones 

In addition to evaluating formaldehyde, the Chevron tests 
included measurements of other aldehydes and ketones, 
including acetaldehyde, acrolein, acetone, propionaldehyde, 
crotonaldehyde, methylethylkctonc (MEK), and bcnzaldc­
hyde. Within the limits of measurement, the MAN MlOO bus 
with a platinum catalyst consistently had emissions of these 
substances that were equal to or less than those of the MAN 
diesel (6). In about three-fourths of the comparable test cases 
(for seven pollutants and six test conditions totaling 42 pos­
sible combinations), the latest version of the DDC MlOO bus 
with a silver catalyst had emissions of these substances more 
than or equal to the tested diesel bus (7). Emissions of ace­
taldehyde, acetone, and MEK were generally higher for the 
MlOO engine. In nearly all cases, the MAN MlOO bus emis­
sions were less than or equal to those of the DDC MlOO bus. 

SUMMARIES OF EFFECTS OF METHANOL-FOR­
DIESEL SUBSTITUTION OPTIONS 

MAN MlOO Replacing MAN Diesel 

Although the MAN bus is relatively uncommon in the United 
States, it is in use at a number of locations. Seattle Metro, 
which has a fleet of MAN MlOO and diesel buses, has found 
the MlOO buses to be considerably more expensive to operate 
(11) and has not ordered a second group. Chicago also uses 
MAN diesel buses. MAN, which once had a U.S. assembly 
facility, has largely withdrawn from the North American mar-
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ket, but it could return if the potential market were large 
enough. One reason for MAN's initial entry may be that it 
offered an opportunity to trade off fuel economy for perfor­
mance in an environment of high fuel costs. The Chevron 
tests indicated that at 8.8 mph, the less powerful MAN diesel 
bus had 38 percent greater fuel economy than the DDC diesel 
bus; this advantage fell off to 26 percent at 12 .4 mph (compare 
columns G and H). At hot idle, the MAN hus hrici ri sie;nifir.rint 
advantage over the DDC diesel, with a 44 percent lower fuel­
flow rate ( 6). Thus, from the fuel-cost poinl of view, lhe MAN 
diesel bus could reemerge and be competitive in downtown 
areas if diesel fuel prices were to rise sharply relative to those 
of methanol. 

A MAN MlOO bus introduced as a replacement for a 1980s 
MAN diesel bus would reduce particulate emissions dramat­
ically (compare columns D with E and F with G), even if the 
catalyst failed. Even with a used platinum catalyst, such a 
substitution should also reduce CO emissions and hydrocar­
bon emissions if the MAN MlOO buses replaceu uiesd buses 
on routes where average speed was 8.8 mph or faster; with 
complete catalyst failure, this would not be true. Even with 
a functioning used catalyst, if the average speed were lower 
than 8.8 mph, CO and hydrocarbon emissions might increase. 

DDC MlOO Replacing DDC Diesel 

Detroit Diesel Corporation is the manufacturer of engines 
most commonly found in buses and has been the most active 
developer of an alternative-fuel engine for heavy-duty appli­
cations, the DDC MlOO engine reported on here. The sub­
stitution of a new DDC MlOO engine for an existing DDC 
diesel engine is the most likely methanol substitution in the 
bus market. At transient driving cycle speeds of 8.8 and 12.4 
mph, the Chevron tests indicate that the substitution of the 
DDC2 model MlOO engine equipped with a silver catalyst 
(column K) for a diesel-fueled DDC engine with 96,000 mi 
(column H) would reduce CO, particulates, and nitrogen oxides 
(NOx), although increasing formaldehyde and hydrocarbons. 
If more time were spent at idle, the substitution would increase 
CO, as well as hydrocarbons and formaldehyde. This substi­
tution clearly is not so advantageous as the substitution of the 
MAN MlOO equipped with a platinum catalyst engine for the 
MAN diesel, because far larger increases in formaldehyde 
and hydrocarbons would result, as well as larger increases in 
CO at idle (or smaller decreases at 8.8- and 12.4-mph transient 
cycles). 

MAN MlOO Replacing DDC Diesel 

The substitution of the MAN MlOO bus with a used platinum 
catalyst (column E) for a 96,000-mi DDC diesel bus (column 
H) would reduce all emissions except formaldehyde at speeds 
faster than 8.8 mph. With a new catalyst (column D), for­
maldehyde would also be reduced at those speeds, and other 
pollutants from the methanol bus would be even lower. 

Caveat on Improving Diesels 

So far, this comparison has involved new or relatively new 
methanol buses and relatively high-mileage diesel buses. The 
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NYC tests compared recent-model diesels with recent-model 
methanol buses. Because both types of bus are improving, 
this procedure provides the best comparison between two new 
buses. Unfortunately , the NYC tests included only one-the 
8.8-mph NYC composite transient cycle test-that overlaps 
the others included here. With that test as a basis of com­
parison, the data in Tables 1 and 2 imply that new diesels 
emit CO and particulates at a considerably lower rate than 
older diesels. The degree to which this is simply a result of 
newness of the engine rather than the level of technological 
development is not certain. Hydrocarbon emissions were also 
slightly lower, whereas NOx emissions were estimated to be 
somewhat higher. The differences for hydrocarbons and NOx 
could be within the margin of test error. However , the well­
known particulate-N02 tradeoff is consistent with the noted 
changes in particulate and NOx emissions. As combustion 
temperatures are raised, particulates are reduced and NOx is 
increased. According to these test results , the newer diesels 
have been modified to take advantage of this trade off in 
order to reduce particulate emissions. 

Comparisons of the measured particulate and CO emissions 
at an average test speed of 8.8 mph (Figures 3 and 4) clearly 
show that the newer DDC diesels tested in New York City 
had lower particulate and CO emissions than previous diesels. 
Figure 3 also shows a degree of consistency in the particulate 
emissions estimates for DOC MlOO buses that implies that in 
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this engine, methanol has no inherent, significant superiority 
ov.er the diesel. Either a platinum catalyst or a silver catalyst 
reduces the particulate emissions of the DDC MlOO buses , 
giving the appearance of superiority . However, the diesel 
technology being developed for 1994 may also use catalytic 
materials in combination with low-sulfur fuel to reduce par­
ticulates , so the apparent particulate emissions superiority of 
the DDC methanol engine may disappear when like tech­
nologies are compared. However, this is a comparison based 
on weight of particulates emitted and not on the health effects 
of the substances in the particles. 

The MAN diesel (Figure 3, bar 4) had particulate emissions 
of0.78 g/mi at 8.8 mph, whereas the MAN methanol bus had 
0.12 g/mi without a catalyst (bar 9) and 0.069 to 0.081 g/mi 
with a catalyst (bars 13 to 14) . Thus, for the four-stroke, 
naturally aspirated engine technology with spark assist, it can 
be argued that the methanol version of the engine is inherent) y 
superior with respect to particulates. In terms of CO emis­
sions, the DDC and MAN MlOO buses can be viewed as 
inherently inferior without a catalyst. However, at 8.8 mph, 
the MAN MlOO bus with a platinum catalyst (new or used) 
is clearly superior to either a DOC or MAN diesel. These 
results may indicate an inherent ability to reduce emissions 
by a larger amount when methanol is introduced into naturally 
aspirated, four-stroke, spark-assisted engines rather than into 
turbocharged, two-stroke, glow-plug-assisted engines. 

Fuel Economy 

Comparison of energy-equivalent fuel economy is less favor­
able to the MAN methanol engines as substitutes for MAN 
diesels than is the comparison for DDC engines. At all but 
one of the tested speeds (12.4 mph) and idle conditions, the 
energy-equivalent fuel economy of the MAN MlOO engine 
was less than that of its diesel-fueled counterpart (6) . How­
ever, the latest version of the DOC engine for which there 
are test results (columns J and K) indicates substantial 
improvement in energy-equivalent fuel economy at higher 
average speeds. Compared with an old 96,000-mi DDC diesel, 
the DDC2 model exhibited improved energy-equivalent fuel 
economy on the 12.4-mph transient cycle test and at the 12.4-
and 24.9-mph steady-state speeds . However, the DOC MlOO 
engine continues to have high fuel consumption at idle, which 
is consistent with the poor emissions and fuel consumption 
performance of this engine at low test speeds in New York 
City. Further, when compared with the fuel economy test 
results for new diesels in New York (column 1) at 8.8 mph, 
the new DDC MlOO engine had lower energy-equivalent fuel 
economy. Overall, these fuel economy and earlier emissions 
results imply that the best initial uses of DDC MlOO buses 
bought in 1991 would be in suburban locations and on express 
bus routes, where average speeds are relatively high. 

Although the MAN MlOO bus gets poorer fuel economy 
than a comparable MAN diesel bus, the MAN engine has less 
power than the DDC engine and, other things being equal, 
tends to consume less energy. The low power of this engine, 
however, makes it less suitable for suburban and express routes, 
where acceleration can be important. Similarly, the MAN bus 
may be unsuitable for hilly terrain. However, for the central 
business districts of large cities with flat terrain, the substi-
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tution of a MAN MlOO bus for an old DOC bus would result 
in less energy consumption and lower emissions than would 
a DOC MlOO bus. 

RELATED JAPANESE RESEARCH 

Like the Uniletl Stales, the Japa11ese ate considering the use 
of methanol as a substitute for diesel fuel. Tax policy in Japan 
has encouraged the use of diesel fuel over gasoline, leading 
to a situation in which diesel-fueled vehicles contribute a rel­
atively greater share of pollutant emissions than in the United 
States. In Japan, methanol is being touted primarily for its 
ability to reduce N02 emissions and secondarily for particulate 
reductions. Substitution of methanol-fueled trucks and buses 
in urban fleets is argued to be a potential solution to both 
environmental and energy security problems, with the energy 
security emphasis placed on geographically diverse sources of 
natural gas as a methanol feedstock (12). 

It appears that the Japanese are relying on steady-state (six­
mode) test results , which imply that NOx emissions of meth­
anol vehicles will be well below their standards (12, 13). The 
12.4- and 24.9-mph steady-state test results in Table 1 imply 
that the substitution of a new catalyst-equipped methanol 
engine for a diesel engine will indeed reduce NO" substan­
tially. However, for the four-stroke, naturally aspirated MAN 
bus, the results for low-speed transient cycle operation indi­
cate that NO" emissions could actually be increased. Con­
sistent with the increase in the NOx emissions of the spark­
assisted MAN engine in transient operation versus a decline 
for the DOC glow-plug-assisted engine , Nakasima et al. (14) 
determined that a spark-assisted MlOO test engine had higher 
NOx than its diesel counterpart at high fuel flow rates but that 
the glow plug version had consistently lower NOx. 

Fujita and Ito (15) have studied the behavior of various 
catalyst materials under inlet gas conditions representative of 
methanol engines al cold start, at idle, and under transient 
and steady-state conditions , and they have shown that for­
maldehyde and hydrocarbon emissions from steady-state 
operation differ greatly from those of cold start and transient 
operating conditions. For tailpipe emissions, the critical nature 
of the reaction temperature of the catalyst in conjunction with 
the exhaust gas temperature and composition at the catalyst 
inlet was demonstrated. Nishida (13) noted that the catalyst 
used in Komatsu experiments does not function well when 
the exhaust temperature is below about 200°C, " . . . as occurs 
at the cold start of the engine." 

It is possible that the relatively poor emissions performance 
of the DOC two-stroke methanol engine equipped with the 
silver catalyst was a result in part of the characteristically low 
exhaust temperature of that engine combined with the cooling 
effect of methanol combustion (relative to diesel fuel com­
bustion) . The best emissions performance of this engine was 
during transient cycle tests, when the engine spent a relatively 
greater share of its operations under high load, which prob­
ably raised the operating temperature. It is also likely that 
the choice of catalyst material is a contributor to the poor 
results. Fujita and Ito (15) did not even include silver in their 
tests of five candidate catalysts. Similarly, in U .S. light-duty 
engine and catalyst experiments , McCabe et al. (16) confined 
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their experiments lu plali11u111, palladium, and rhodium , elim­
inating silver from consideration and emphasizing the partic­
ularly great intrinsic activity of platinum and palladium. 

Fujita et al. (17) found that the presence of nitrous oxide 
in the exhaust gases tended to increase formaldehyde for­
mation and that positive or negative changes in temperature 
of the catalyst increased formaldehyde formation. Their find­
ing that formaldehyde formation should be greatest at cold 
idle is confirmed by the information in Table 1 and by the 
work of McCabe et al. (16), but their expectation that the 
operation of methanol-fueled vehicles in cold regions could 
increase formaldehyde emissions on acceleration from idle 
cannot be confirmed from the currently available U.S. 
experiments. 

Yanigihara et al. (18) presented test results for a 2.2-liter, 
indirect-injection, four-cylinder diesel that showed that hydro­
carbon emissions without a catalyst were "almost the same 
as that of the base diesel at all operating conditions except in 
the region of low load, low engine speed ." Diesel fuel was 
emulsified with methanol in varying proportions as an ignition 
enhancer to overcome the problems in igniting methanol at 
low load and low engine speed. The tendency to emit high 
amounts of unburned hydrocarbons at low engine load and 
speed is confirmed by the comparisons in this paper (Tables 
1 and 2). 

Nishida (13), reporting on Komatsu experiments, noted 
that the oxide catalyst, which was intended lo reduce alde­
hydes, also had the desirable effect of reducing hydrocarbons 
and CO. Such catalyst-caused emission reductions are also 
illustrated here . A significant deterioration of a platinum cata­
lyst with respect to CO and hydrocarbon emissions was also 
reported in the Komatsu tests. This deterioration was mea­
sured at about 12,000 mi, whereas the deterioration illustrated 
in these comparisons occurred after about 20,000 mi (Table 
1, columns D and E; Table 2, columns 4 and 5). Nakasima 
et al. (14) showed that both spark-assisted and glow-plug­
assisted methanol engines emit larger amounts of CO than a 
comparable diesel at all fuel injection rates . 

The Komatsu tests showed the tendency of the methanol 
engine to have relatively worse energy equivalent fuel econ­
omy at lower speeds on normal roads than in expressway 
driving. At 12.4 mph the energy equivalent fuel economy of 
the Komatsu methanol engine was 85 percent of that of the 
diesel engine, whereas at 50 to 55 mph, the two engines gave 
essentially identical economy. The improving economy as a 
function of increasing speed is roughly analogous to the pat­
tern for the latest DOC engine results (compare column H 
and columns J and K). This pattern also shows up in the NYC 
tests, where the percentage decline in energy equivalent fuel 
efficiency is greater at 3.9 mph than at 8.8 mph (Table 2). 
Nakasima et al. (14) showed lower thermal efficiency for 
methanol engines at low fuel flow rates, whereas Nietz (19) 
noted the tendency to consume more energy " when the per­
formance requirement ... is relatively low. " 

The deterioration of the relative merits of methanol versus 
diesel engines at very low average speed should be of great 
interest to the Japanese and to those considering the use of 
alternate fuels in congested cities where transit is more fre­
quently used. According to Boyle (20), the average speed in 
Tokyo is 8 mph and in London, 10 mph. 
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SELECTED COMPARISONS WITH EMISSIONS 
TESTS FOR LIGHT-DUTY SPARK-IGNITED 
ENGINES 

The heavy-duty engine conversions from diesel to methanol , 
as shown in Tables 1 and 2, appear to result in higher engine­
out emissions of hydrocarbons and CO at the same engine 
age without catalysts. In contrast, conversions of light-duty 
engines from gasoline to methanol tend to reduce these pol­
lutants. For example, emissions tests of like models of a 2.0-
liter light-duty, spark-ignited, turbocharged engine using pre­
mium gasoline, lead-free regular gasoline, methanol, and liq­
uid petroleum gas (LPG) on the European Community Emis­
sions (ECE-15) urban driving test showed that methanol gave 
the lowest engine-out emissions of hydrocarbons, CO, and 
NOx (21). Further, unlike the results presented here for heavy­
duty diesel conversions, methanol's advantage in that con­
version of a gasoline engine held up during idle and the two 
steady-state and acceleration components of the ECE-15 test. 
A recent test of a Ford 3.0-liter flexible-fuel vehicle (FFV) 
on the U.S. Federal Test Procedure (FTP) showed similar 
engine-out improvements for hydrocarbons, CO, and NOx 
(but almost five times as much formaldehyde) (16). 

Thus far, however, like the diesels examined in this report, 
the methanol engines have not shown clear environmental 
advantages after use of catalysts when formaldehyde is also 
considered. This is partly the result of the use of catalysts 
adapted to gasoline. To illustrate, with a platinum catalyst 
designed for gasoline vehicles, a Ford FFV had very similar 
catalyst-out average emissions of hydrocarbons, CO, and NOx 
over 100,000 mi of simulated use when operated on gasoline 
and on M85 methanol, but it emitted over three times as much 
formaldehyde on methanol (16). Note the slight relative 
improvement of formaldehyde emissions with use of a catalyst 
compared with the tests described in the previous paragraph. 
The similar average lifetime emissions were due to lower pol­
lutant conversion efficiencies of the gasoline-vehicle catalyst 
when it was used on a methanol-fueled vehicle. Ideally, after 
catalyst development and refinement, light-duty methanol 
engines will show the same advantages downstream of the 
catalyst as in the engine-out measurements. In view of the 
apparent increase of some engine-out emissions when heavy­
duty CI engines are converted to methanol, the challenge for 
catalyst technology will be greater. 

The development and refinement of catalysts, methanol 
ignition systems, and air-fuel control systems could result in 
much more complete and reliable combustion of methanol on 
cold starts. Such advances could make possible the attainment 
of levels of hydrocarbons and CO promised in the engine-out 
emissions in light-duty engines and the control of formalde­
hyde to acceptable levels. McCabe et al. (16) showed that the 
highest rates of formaldehyde emission occurred in the first 
60 sec and that the platinum catalyst did not significantly 
reduce these emissions until after this time. This implies that 
catalyst warming could be very effective. 

Natural gas is also being evaluated as an alternative fuel 
for buses by New York City (8). The substitution of natural 
gas engines for diesel engines is in this case a light-duty, spark­
ignited, natural gas engine for a more powerful, heavy-duty, 
CI, DDC diesel with a much higher compression ratio. The 
e:nission tests conducted so far indicate that the natural gas 
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engine, when in good operating condition, can reduce hydro­
carbons, CO, NOx, and particulates. However, the problem 
of ensuring precise control of the air-fuel ratio must be met 
if these emission reductions are to be ensured (columns 10 
and 11, Table 2). The engine tested (column 10) emitted far 
greater amounts of CO and hydrocarbons than diesel engines 
when, after about 6,000 mi of service, the air-fuel control 
system allowed the mixture to become overrich (8). 

The use of a light-duty natural gas engine in buses raises 
the question of whether the ultimate solution should involve 
substituting a lower-compression-ratio, spark-ignited metha­
nol engine for the current high-compression-ratio, CI, diesel­
fueled engines. Nishida (13) raised the issue of the desirability 
of a new basic engine for the methanol engine that should 
replace Komatsu diesels, and Gray and Alson (22) have argued 
that the ideal light-duty methanol engine will be considerably 
different from today's light-duty gasoline engine. 

CONCLUSION 

If no diesel buses are available to meet the 1991 heavy-duty 
bus emissions standard, it appears that methanol buses could 
be selectively introduced on certain routes to reduce most 
emissions, as long as catalyst performance was carefully mon­
itored and catalyst replacement was provided as necessary. 
However, the evidence does not support a conclusion that 
methanol buses will be environmentally superior to old diesel 
buses in the places where bus service is most important, the 
congested central business districts of major U .S. cities. It is 
even less certain that they would be environmentally superior 
in the aggregate to new diesel buses, even if those new diesel 
buses did not meet the 1991 particulate emissions standard. 
These are weak inferences at best, because they are not sup­
ported by air-quality monitoring and health cost and benefit 
calculations. Nevertheless, the relatively high CO, hydrocar­
bon, and formaldehyde emissions of methanol buses at idle 
(a more common condition for buses than for any other vehi­
cle) suggest that great caution should be exercised before the 
complete substitution of methanol buses for diesel buses in 
U.S. transit systems is promoted. 

As for natural gas, the amount of emissions test information 
is relatively scanty and is not nearly so detailed as for meth­
anol. Consequently, the authors cannot support the wide­
spread introduction of natural-gas-fueled buses until emis­
sions test information at least as detailed as that presented 
here becomes available. At this time, the interpretation of 
the evidence here is that it would be premature to adopt 
regulations designed to force the complete introduction of 
alternative fuels into the transit industry on the basis of a 
presumption of subsequent improvements in overall environ­
mental quality. 

Lest this position be misinterpreted, the authors' concern 
is primarily that adequate research, development, and clear 
demonstration of the technical viability and relative emissions 
superiority of alternative fuels be conducted before wide­
spread (i.e., greater than 20 percent of new vehicle sales) 
introduction of these fuels for environmental reasons is pro­
moted. Either by starting slowly or by thorough advance proof 
of the technology, the introduction of such fuels will be smoother 
and more commercially successful, and the possibility of a 
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widespread consumer or political backlash to unsuccessful 
technology will be minimized. As the prior section should 
illustrate, the specific bus comparisons made here should not 
be interpreted as a broad criticism of the potential environ­
mental benefits of alternative fuels in general or methanol in 
particular. 

ACKNOWLEDGMENT 

The authors thank David Moses of the Office of Environ­
mental Analysis, U.S. Department of Energy, and Vincent 
DeMarco of UMT A for sponsorship of the research discussed 
in this paper. This work was supported by UMTA, U.S. 
Department of Transportation, through interagency agree­
ment with the U.S. Department of Energy and by the Office 
of Policy, Planning, and Analysis, U.S. Department of Energy. 

REFERENCES 

1. Alternative Fuels Briefing Report. Regional Transportation 
Authority, Chicago, Ill., Jan . 1990. 

2. M. D . Jackson, S. Unnasch , and C. Sullivan. Transit Bus Oper­
ation with Methanol Fuel. SAE Paper 850216. Society of Auto­
motive Engineers, Warrendale, Pa ., Feb. 1985. 

3. T. L. Ullman, C. T. Hare, and T. M. Baines. Emissions from 
Two Methanol-Powered Buses. SAE Paper 860305. Society of 
Automotive Engineers, Warrendale, Pa., Feb. 1986. 

4. City of New York Methanol Bus Program Monthly Reports 1-4. 
New York City Department of Transportation, July 15, Sept. 29, 
Nov. 30, and Dec. 13, 1988. 

5. City of New York Methanol Bus Program Annual Report, May 
I988-April 1989. New York City Department of Transportation, 
Sept . 1989. 

6. G. A. Eberhard, M. Ansari, and S. K. Hoekman. Emissions and 
Fuel Economy Test Results for Methanol- and Diesel-Fueled Buses. 
Presented at the 82nd Annual Meeting and Exhibition of the Air 
and Waste Management Association, Anaheim, Calif., June 25-
30, 1989. 

7. G. A. Eberhard, M. Ansari, and S. K. Hockman. Emissions and 
Fuel Economy Tests of a Methanol Bus with a I988 DDC Engine. 
SAE Paper 900342. Presented at the SAE International Congress 
and Exposition, Detroit, Mich . , Feb. 1990. 

8. C. Speilberg. New York Department of Transportation Com-

TRANSPORTATION RESEARCH RECO RD 1255 

pressed Na/l/ra/ Gas Program, Monthly Report #3, .Tunf!-Aug. 
1989. Jan. 15, 1990. 

9. Baseline Advanced Design Transit Coach Specification. UMTA, 
U.S. Department of Transportation, Nov. 1978. 

10. J. Keebler. Electrically Heated Catalyst Tested. Automotive News, 
Oct. 30, 1989, p. 3. 

11. A. Turanski. Technical Report on Methanol Bus Program: First 
Semiannual Data Analysis Report. Battelle Columbus Division, 
Columbus, Ohio, March 1988. 

12. H. Nakata. Present Stale am! Fulu1e Pt:1spective of Fleet Test 
of Methanol-Fueled Vehicles. Proc., International Symposium 
on Methanol-Fueled Vehicles, Tokyo, Feb. 7, 1990, pp . 1-10. 

13. A. Nishida. The Present State of the Methanol Diesel Engine 
for Two-Ton Trucks. Proc. , International SJ.mposium on Meth­
anol-Fueled Vehicles , Tokyo, Feb. 7, 1990, pp. 17-30. 

14. N. Nakasima, S. Shiino, S. Shibata, and H. Oikawa. Develop­
ment of Glow-Assisted Methanol Engine for City Buses. Proc., 
11th International Vienna Motor Symposium, Vienna, Austria, 
April 26-27, 1990. 

15. 0. Fujita and K. Ito. Catalytic Oxidation of Unburned Methanol 
with the Presence of Engine Exhaust Components from a Meth­
anol-Fueled Engine. Japanese Society of Mechanical Engineers 
International Journal, Vol. 31, No. 2, 1988, pp. 314-319. 

16. R. W. McCabe et al. Laboratory and Vehicle Studies of Aldehyde 
Emissions from Alcohol Fuels. SAE Paper 900708. Presented at 
the SAE International Congress and Exposition, Detroit, Mich ., 
Feb. 1990. 

17. 0. Fujita, K. Ito, and Y. Sakamoto. Catalytic Oxidation of 
Unburned Methanol from Methanol-Fueled Engines under 
Unsteady Operating Conditions. Proc., 8th International Sym­
posium on Alcohol Fuels, Tokyo, Nov. 1988, pp . 449-454. 

18. H. Yanigihara et al. A New Approach to Methanol Combustion 
in Direct Injection Diesel Engines. Proc., 8th Intemutional Sym­
posium on Alcohol Fuels, Tokyo, Nov. 1988, pp. 619-624 . 

19. A. Nietz. MAN Methanol Engines for Use in Buses. SAE Paper 
P-211. XXII FISITA Congress, Dearborn, Mich., and Wash­
ington, D.C., Sept. 25-30, 1988, pp. 2.651-2.657. 

20. S. Boyle. Transport and Energy Policies-Only Connect. Energy 
Policy, Jan./Feb . 1990, pp. 34-41. 

21. K. D. H. Bob-Manuel and R. J. Crookes. The Use of Liquified 
Petroleum Gas, Methanol, and Unleaded Gasoline in a Turbo­
charged Spark-ignition Engine Operating on the Simulated ECE-
15 Urban Cycle. SAE Paper 900709. Presented at the SAE Inter­
national Congress and Expo~ition, Detroit, Mich., Feb . 1990. 

22. C. T .. Grny ~nd .T. Alson. The Case for Methanol. Scientific Amer­
ican, Nov. 1989, pp. 108-114. 

Publication of this paper sponsored by Commitlee on Transportation 
and Air Quality. 



TRANSPORTATION RESEARCH RECORD 1255 119 

High-Speed Rail System Noise 
Assessment 

CARLE. HANSON 

This high-speed rail system noise assessment is in two parts: (a) 
a noise assessment procedure for the environmental impact anal­
ysis of high-speed rail systems and (b) a discussion of the noise 
characteristics of high-speed trains, including conventional steel 
wheel and steel rail trains and magnetically levitated (maglev) 
trains. Aerodynamic noise dominates the wayside noise levels at 
speeds above 150 mph. The result is that maglev and conventional 
tracked trains can have similar noise levels at high speeds. A 
procedure for estimating noise impact corridors for high-speed 
rail is used in an example. 

The general environmental assessment procedure for new 
transportation projects and some of the noise information 
from high-speed rail systems that can be used for impact 
assessment purposes are described. The noise assessment pro­
cedure for high-speed rail (HSR), or any other rail project, 
has not been specified by any agency. UMTA is currently 
developing noise and vibration impact procedures to be applied 
to urban transit projects. A similar approach is proposed to 
be applied to HSR. Included in this paper are data on noise 
generated by operation of high-speed trains; the surprising 
result is that noise from maglev systems seems to be the same 
as that from conventional rail systems at high speeds. 

PROJECT PHASE 

The noise analysis is done in stages as a major project devel­
ops. At an early stage when alternatives are being analyzed, 
a more general treatment of the noise impacts is appropriate. 
Corridor screening can be used to identify potential problem 
areas and to contribute to a comparison of alternatives on an 
equal basis, with the use of simple screening distances and 
land use maps. Later, after alternatives have been defined, 
the noise analysis will focus on site-specific impacts. General 
assessment, the next refinement, is performed using the level 
of detail associated with preliminary engineering and the draft 
environmental impact statement (DEIS). At this intermediate 
stage, problem areas are identified before the final opera­
tional details are known. Detailed calculations are needed in 
the final design and for the final environmental impact state­
ment (FEIS), when complete operational details and site details 
are known. This paper provides general information that could 
be used directly in the first step, corridor screening, and as 
background information in the more detailed stages. 

Harris, Miller, Miller, & Hanson Inc., 429 Marrett Road, Lexington, 
Mass. 02173. 

CRITERIA 

Noise impact assessment is based on criteria for community 
acceptability for a new project. After reviewing the available 
noise criteria established by the various agencies, UMTA is 
considering a combination of absolute criteria and relative 
criteria based on Ldn> the day-night sound level (1). Shown 
in Figure 1 are 1 proposed noise criteria for HSR based on 
the proposed UMT A criteria. The lower curve in Figure 1 
represents the onset of noise impact. For conditions below 
this curve, noise impact is minimal and noise mitigation would 
not need to be considered . For conditions that fall in the area 
between the two curves in Figure 1, noise impact is identified. 
Under these conditions, mitigation would need to be inves­
tigated, but not necessarily provided (except for land use 
where serenity and quiet are of extraordinary significance or 
where mitigation costs are reasonable). Finally, the upper 
curve in Figure 1 represents the onset of severe noise impact. 
For conditions above this curve, noise mitigation would be 
necessary wherever it is feasible, according to the require­
ments of the applicable environmental enforcement authority . 

HSR NOISE CHARACTERISTICS 

Noise from tracked vehicles comes from a variety of sources, 
including the propulsion system, the wheel-rail interaction, 
the aerodynamics, and the guideway. The propulsion system 
tends to dominate noise at low speeds, with elect.ric traction 
considerably quieter than diesel- or turbine-powered trains. 
Wheel-rail interaction becomes the dominant noise source for 
speeds higher than 50 mph for conventional electric trains, 
with an approximate noise versus (normalized) speed depend­
ency according to the following relationship (2): Wheel-rail 
noi~e is proportional to 30 log speed. 

Until recently, aerodynamic noise sources have been asso­
ciated with aircraft and ignored in ground transportation vehi­
cles. Airflow over vehicles generates noise for all vehicles, 
however. Furthermore, with the advent of HSR, this source 
comes into the picture very strongly as speed increases because 
of the following relationship (3) : Aerodynamic noise is pro­
portional to 60 log speed. 

These relationships are shown in Figure 2 for typical trains. 
Both curves apply to conventional steel wheel and steel rail 
trains where wheel-rail sources dominate up to speeds of 150 
mph, above which the aerodynamic noise becomes dominant. 
A magnetically levitated (maglev) train is subject to the same 
aerodynamic conditions as other trains, with the same noise 
generation characteristics. Consequently, the aerodynamic noise 
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FIGURE 2 Speed relationship of the dominant sources of 
noise for electrically powered trains. 

curve applies to maglev systems as well as to conventional 
tracked trains. The interesting conclusion is that at high speed, 
the noise characteristics of either type could be the same, 
depending on the shape and aerodynamic smoothness of the 
train. 

Aerodynamic noise is related to the smoothness and shape 
of the train, as measured by the coefficient of drag. The noise 
is generated by rapidly fluctuating pressures in the turbulent 
air on or near the exterior surface. Contributions to the overall 
noise are made by turbulent boundary layer noise and flow 
separation noise. Some of the sources of aerodynamic noise 
are vortex shedding from wheel cut-outs and parts of the 
wheelset and truck frame that protrude into the airstream, 
the pantograph, and roughness elements on the surface, such 
as windshield wipers, lhal t:an lrigge1 boundary layer sepa­
ration. Much of the basic research on the sources of aero­
dynamically generated sound from trains was performed in 
Germany (3). 

HSR NOISE DATA 

Noise levels from representative HSR systems are shown in 
Figure 3. Data are shown for some of the fastest conventional 
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FIGURE 3 HSR noise data: maximum A-weighted sound level 
versus speed (4; 5; W. Dickhart, TransRapid International, 
unpublished data; and C. E. Hanson, unpublished data). 

trains on ballast and tie trackbed as well as predicted and 
measured levels from a maglev system on an aerial structure. 
The data are plotted as measured at an international standard 
distance of 25 m, corresponding to 82 ft. The curves illustrate 
the combination of noise sources found in HSR systems, 
including propulsion noise, wheel-rail noise, and aerodynamic 
noise. 

The lowest noise levels are represented by the measured 
and predicted noise levels from the German TransRapid mag­
netically levitated demonstration vehicles, designated TR06 
and TR07. The predicted curve is obtained using theory for 
aerodynamic noise , which includes assumptions about the size 
and shape of the body (3). Actual measured data show the 
predictions to be conservative by nearly 5 dB at the higher 
speeds, although the slopes of the curves are in essential 
agreement (W. Dickhart, TransRapid International, unpub­
lished data). 

The curve labeled ICE represents data measured on the 
new German Intercity Express , which has been operated at 
speeds over 250 mph. These data are representative of all 
high-speed steel wheel and steel rail systems, including those 
in operation in France ( 4). The curve of noise versus speed 
for this train illustrates the combination of wheel-rail noise 
and aerodynamic noise (5). At lower speeds, below 100 mph, 
the slope of the curve follows the 30 Jog speed relationship . 
As speed approaches 150 mph, the slope gradually changes 
to correspond to a sum of wheel-rail and aerodynamic noise, 
and at speeds greater than 180 mph, the slope approaches the 
60 Jog speed relationship of aerodynamic noise. Contributions 
of the various sources of noise from the ICE have been mea­
sured with linear microphone arrays (5). The results confirm 
the expected behavior. 

Noise from the high-speed trains in Japan has been reported 
in the documentation of the efforts by the Japanese National 
Railway to meet environmental constraints (6) . The data shown 
here indicate a 20 log speed relationship as opposed to the 
more usual 30 Jog speed behavior found for tracked systems, 
although there is a hint of a change in slope at the highest 
speed reported . No explanation has been given for the anom­
alous behavior. It may be caused by a greater contribution of 
propulsion noise than expected to the low-speed data points. 
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The Amtrak data shown in Figure 3 are taken from a series 
of tests run on the then newly introduced electric locomotive 
from Sweden, the ASEA RC-4, on a long, straight section 
of track near Princeton, N.J., in 1978 (7). The train consist 
was five cars besides the new locomotive. The data followed 
approximately a 30 log speed relationship, except when the 
locomotive was accelerating under power, in which case the 
relationship was more like the Shinkansen result of 20 log 
speed. 

A single data point represents a passby of an ANF Tur­
boliner (RTG-2) measured by Harris, Miller, Miller, & Han­
son, Inc., during a demonstration run on Amtrak's Northeast 
Corridor (C. E. Hanson, unpublished data). Here, unlike 
electrically powered trains, the wheel-rail noise and the aero­
dynamic noise components contributed less than the propul­
sion noise. 

EXAMPLE OF NOISE IMPACT CORRIDOR FROM 
HSR 

In view of public concern over noise from HSR, it is important 
to make a preliminary e timation of the noise impact corridor 
from various alternative ystem . Expected community reac­
tion is related to the noise criteria ba, ed on the L~0 metric. 
In order to estimate the Ldn caused by the introduction of 
high-speed trains, the operational schedule, speed profile, and 
train consists are required in addition to the Lmax data. The 
following conditions are used as an example of the procedure 
for estimating a noise impact corridor: 

Site: average suburban residential community, existing 
Ldn = 55 dBA; 

Train: conventional HSR (e.g., the ICE), 780 ft long; 
Guideway: ballast and tie, at-grade; 
Schedule: one train every hour from 7 a.m. to 12 p.m.; 
Speed: 180 mph. 

From Figure 3, Lmax = 91 dBA at 82 ft for this train. Con­
version of the Lmax of a single train pass by to hourly equivalent 
sound level is done by assuming that the train acts like a dipole 
sound source and using an equation suggested by Peters (8). 
Calculation of the Ldn proceeds by summing the hourly noise 
exposure over the hours of operation, with a 10-dB penalty 
applied to hours between 10 p.m. and 7 a.m. For this scenario, 
there are 15 daytime hours and 12 nighttime hours. The proj­
ect noise calculation yields Ldn = 62 dB at 82 ft. 

For assessment of noise impact, the project noise level of 
62 dB for this hypothetical example is plotted on Figure 1 
together with the assumed existing ambient noise level of 55 
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dB. The point falls into the severe impact zone, which is 
understandable for a site just 82 ft from the tracks of a high­
speed train. Referring again to Figure 1, the project noise 
level needs to decrease to 55 dB to fall on the threshold of 
impact, at the point where ambient noise level is 55 dB. 
Assuming a truncated line source and propagation over ground 
covered with vegetation, the project noise level would be 55 
dB at a distance of 240 ft from the tracks. Consequently, the 
noise impact corridor for this scenario would have a total 
width of 480 ft. The corridor would be even wider for resi­
dential areas with lower ambient noise levels or for track 
sections with more train traffic. Typically, the noise impact 
corridor ranges between 200 ft and 1,000 ft, depending on 
existing ambient noise conditions, train schedule, operating 
conditions, and guideway configuration. This scenario is the 
unmitigated condition; the noise impact corridor can be nar­
rowed considerably with the use of wayside noise barriers. 

CONCLUSION 

High-speed trains can cause severe environmental noise impact 
in residential areas; this needs to be considered thoroughly 
during the preliminary engineering and final design phases of 
a new system. Aerodynamic noise is the dominant source at 
speeds greater than 150 mph, and applies to trains whether 
or not they run on rails. Noise impacts may extend out to 
distances of 500 ft on either side of the tracks in otherwise 
quiet residential areas. 
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Energy-Related, Environmental, and 
Economic Benefits of Florida's High-Speed 
Rail and Maglev Systems Proposals 

THOMAS A. LYNCH 

The cnviJOnmcurnl, energy . and economi benefit s f ·pecific , 
though clif[crcnt , proposed statewide high- peed rail (H R) sys­
tems, to be combined with a p ropo~al for a rcgi Ml magnetically 
levitated (nrnglev) train under review in Florida, are examined. 
One of the HSR proposals and the maglev system are projected 
to be fully authorized within the next 18 months and operational 
by the 1994- 1996 period . The pecifi cs of each applica111' pro­
posals it re integrated into a CC>mple computer model reflecti ng 
different (a) techno.logie and speed . (b) en rgy demand and 

ther re ource need , (c) system service-level characte ristics. (d) 
ridershi p level . and (e) mod<il SJ lits. c mbinccl with (f) other 
ystem differences. TI1is computer model then inte rnte the unique 

(a) fu el consumption and (b) emission levels or th • a tu al elec­
trical generation grid supplying the HSR and maglcv systems in 
central and ·outh r 1 rida. 1-inally, the model quantirnlivcly com­
bines these c.lala wilh e4uivalent emissions, energy, and other 
systems information on nu tomobile and airplane transportation 
modes. These data and pertinent user characteri tics enable the 
model to e ti mate precise environmental, energy, and econ rnic 
benefits (expressed in 1990 dollars) for each unique H R and 
maglev transportation system for the year 1999 alone. 

The economic, environmental , and energy benefits of high­
speed rail (HSR) and magnetically levitated (maglev) trains 
are directly related to the technology's energy supply , elec­
tricity, and the diversity and control of the sources of fuel 
that generate the power. Central station generation facilities 
use diverse sources of fuel in a more environmentally efficient 
form and can control their emissions far more effectively than 
competing automobile and aircraft sources. 

A more detailed examination of potential HSR and maglev 
applications in Florida will fully clarify the potential range of 
energy, economic, and environmental benefits available and 
the nature of their interrelationships. All projections for this 
analysis are based on actual Florida-specific HSR applicant 
proposals submitted by the Florida High Speed Rail Corpo­
ration (FHSRC) (1, 2) and TGV of Florida (3 , 4) . (On 
October 27, 1989, TGV of Florida withdrew its application 
from further review in Floriclil. However, their proposal is 
included in this analysis because of the extensive amount of 
in-depth HSR analysis performed by the TGV Company , and 
because the results of their work are readily available.) The 
maglev system information is drawn specifically from the Flor­
ida maglev proposal submitted by Maglev Transit, Inc . (5). 
Where necessary, these reports are supplemented with infor­
mation contained in a federally funded Florida HSR study 
completed in 1984 (6). 

Florida High Speed Rail Transportation Commission, 311 S. Calhoun 
St., Tallahassee, Fla. 32301. 

These data are further il ngmented with Florida-specific data 
and research on power plant (7), energy production (8) , sources 
of fuel, emission levels (9, 10), and cost of fuel. Other needed 
information, such as aircraft and automobile emissions , are 
adapted from standard U .S. Environmental Protection Agency 
(EPA) (11), U.S. Department of Energy (DOE) (12), and 
Florida Department of Environmental Regulation (DER) 
sources (9) . 

FLORIDA HIGH-SPEED RAIL AND MAGLEV 
APPLICANT PROPOSALS 

Florida High-Speed Rail Corporation Proposal 

The FHSRC proposes to use a Swedish HSR train manufac­
tured by ASEA Brown Boveri and called Fastrain. It would 
be capable of operating in excess of 150 mph and would travel 
between Miami and Tampa in 160 to 175 min. The FHSRC 
proposal would ultimately include 13 stations . Ridership is 
forecast to increase from 1.6 million in 1995 to 2.78 million 
in 2020 (see Table 1) . These preliminary forecasts are being 
revised on the basis of new surveys conducted by FHSRC in 
mid-1989. These preliminary estimates do not include induced 
ridership or short trips . 

For purposes of the analysis in this paper, the ridership in 
1999 of 1. 7 million will be used as a baseline for the FHSRC 
emission benefit estimation . In addition, the FHSRC proposal 
indicates that Fastrain sets would carry 480 passenger seats 
and consume 14,000 kwh for each one-way trip between Miami 
and Tampa. Fastrain therefore would produce a gross energy 
consumption of 972 Btu per seat mile. If a passenger per seat 
occupancy ratio of 70 percent is assumed, the FHSRC Fastrain 
provides a consumption of 1,388 Btu per passenger mile. This 
value is higher than that of the original generic Florida High 
Speed Rail Study (6) . FHSRC estimates total train weight at 
1.31 million lb (1.36 tons) per seat. 

Finally, FHSRC indicates that 61 percent of HSR trips 
systemwide would he diverted from the automobile, 29 per­
cent from the airplane, and the remaining 10 percent from 
other modes-specifically bus and train (2). These will be the 
technical components of the FHSRC modal split , ridership , 
and energy needs used for analysis of net emission and energy 
trade-off reported in this paper for their system. 

TGV of Florida Proposal 

The Florida TGV proposes to use the French HSR train man­
ufactured in France by Alsthom and Bombardier, Inc . The 
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TABLE 1 PRELIMINARY RIDERSHIP PROFILE: THE FHSRC HSR SYSTEM 

Div!<.r~jQns frQm 
FHSRC 

High Speed Automobile Airline Other Induced 
.Ma.de Bail Maa1: ~ ~ Mass1:s .I.r.i.Jls__ 

Passenger Miles 391,529,000 238,832,690 113,543,410 39,152,900 N/ A 

# of Passengers 1,702,300 1,038,403 493,667 120,230 N/A 

Passengers/Day 5,674 3,461 1,646 507 N/A 

Average Trip Length 230 230 230 230 N/ A 
(Miles) 

Days Operation/Year 300 300 300 300 N / A 

Mode Occupancy %* 70% 50% 60% N / A 

* Mode occupancy percentages based on FHSRTC calculations. 

French system is referred to as train a grande vitesse (TGV). 
The train is capable of operating· al 185 mph and would 1 ravel 
between Miami and Tampa in 160 min . The TGY propo al 
includes seven stations. Ridership is forecast to increase from 
2.77 million in 1995 to almost 11 million in 2020. These esti­
mates include (a) all intermediate and short trips and (b) an 
estimated 10.5 percent induced ridership . 

For the analysis in this paper, the ridership in 1999 of 5.88 
million, with the 617,000 induced riders removed, or 5.26 
million trips, will be used as a baseline for the TGV emission 
benefit estimation. TGV states (13): 

Tbe diversion of .. . four million passengers from auto (80% 
of diverted) and one million from . . . ai rplane (20% of diverted) 
in 1999 will result in consumption ofl 10 million kilowall hours 
... to transport approximately 5 millio n passengers .... This 
is equivalent to roughly 11 million gallons of fuel .. . to trans-
port TGV passengers a total of 705 million miles. 

Finally, the TGV proposal indicates that each train set would 
carry 366 passenger seats and consume 9,000 kwh for each 
one-way trip between Miami and Tampa. The TGV train, 
therefore, would produce a gross energy consumption of 803 
Btu per seat mile. If a passenger per seat occupancy ratio of 

70 percent is assumed, the TGV would provide a consumption 
of 1,147 Btu per passenger-mile (see Table 2). 

This energy consumption rate is also higher than the original 
generic Florida High Speed Rail Study levels (6). This system, 
however, proposes train speeds up to 185 mph, which is con­
siderably above that of the generic Florida HSR systems 
examined in the study completed in 1984. This energy con­
sumption level is also below that of the FHSRC Fastrain, 
even though at maximum speed the TGV proposes to operate 
35 mph faster than the Fastrain. Most travel times between 
stations are, however, very close between these two compet­
ing systems. The TGV estimates total train weight at 0.975 
million lb (1.33 tons) per seat. This is virtually identical to 
the FHSRC value of 1.36 tons/seat. 

These technical components of the TGV modal split, rider­
ship, and energy needs will be used for analysis of the net 
emission and energy tradeoff reported in this paper for their 
system. 

MAGLEV TRANSIT, INC., PROPOSAL 

The Maglev Transit, Inc. , proposal was submitted to the 
FHSRTC by a consortium of Japanese and German manu-

TABLE 2 TGV HSR SYSTEM PROPOSED RIDERSHIP PROFILE 

TGV HSR Automobile Airline Induced 
MQde MQg~ M2d~ MQQ>: Tri11~ 

Passenger Miles 735,000,000 526,260,000 13 I ,565,000 77,175,000 

# of Passengers 5,262,000 4,210,000 1,052,520 617,400 

Passengers/Day 19,600 14,034 3,508 2,058 

Average Trip Length 140 140 140 140 
(Miles) 

Days Operation/Year 300 300 300 300 

Mode Occupancy %* 70% 50% 60% 0 

* Mode occupancy percentages based on FHSRTC calculations. 
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facturing, banking, and business interests. The German 
Transrapid maglev system is proposed to operate between the 
Orlando Airport and the Walt Disney World Epcot Center, 
a distance of approximately 18 mi, and achieve speeds of 310 
mph (see Table 3). The proposal indicates average travel time 
of 7Y2 min for the approximately 18 mi between Epcot and 
the Orlando Airport. 

Maglev Trnnsit's application indicates that the system could 
attract between 6% and 8Y2 million (one-way) passenger trips 
a year during the first years of operation. 

In the Maglev Transit system, each maglev coach would 
carry 100 passenger seats and each train would carry 400 
passengers and on average consume 0.11 kwh per seat-mile. 
Again assuming a 70 percent ridership occupancy factor, the 
gross energy consumption rate would be 1,573 Btu per pas­
senger mile on this maglev system (Table 4). The Transrapid 
07 has an average weight of 0. 75 ton per passenger seat for 
first class and 0.45 ton per passenger seat for second class 
(see Table 4) (14). These weights are considerably lighter than 
either the TGV- or FHSRC-proposed HSR system, being 34 
and 56 percent, respectively, of these systems' average seat 
weight (see Figure 3). 

The proposed operating speed of the Maglev Transit system 
is five to six times faster than that of the automobile, and as 
much as twice that of the HSR applicants. Surprisingly, this 
system consumes only 11 percent more energy than the FHSRC 
high-speed rail system, although operating at approximately 
110 percent higher speeds. This capability is especially inter­
esting given that energy consumption increases as the square 
of speed. The differences are obviously in weight and tech­
nology design. Similarly, although consuming 25 percent more 
energy than the TGV HSR train, the Maglev Transit system 
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operates at almost 70 percent higher average speed. These 
are the technical components of the Maglev Transit proposal 
used in this analysis. 

MODEL DEVELOPMENT 

Tables 5 and 6 present an overview of the key transportation 
mode energy efficiencies and the fund am. ntal assumption. 
and relationships that underli the d velopment of this model 
and the research conclusions in this paper. Each of the key 
HSR and maglev proposals discussed earlier is appropriately 
factored into the model's specification and summarized in 
these tables. 

\.ost of fuel and other pertinent electrical generation infor­
mation were derived from the Florida Public Service Com­
mission and Florida Power Coordinating Group sources (7) . 
Other pertinent transportation mod ling information, such as 
that developed for aircraft em is ·ion and operating condi­
tions, wa leveloped from widely accepted industry standards 
using relatively conservative assumptions (11, 12). 

CENTRAL AND SOUTH FLORIDA-SPECIFIC 
ELECTRICAL ENERGY PRODUCTION SOURCES 
AND ESTIMATED EMISSION LEVELS 

Perhap · one f the greatest secondary benefits of developing 
the HSR and maglev transpor ation networks is the substan­
tial promi e that these systems hold for improvements in the 
environment. These improvements may be second in impor­
tance only to slowing down the future increases in environ-

TABLE 3 MAGLEY TRANSIT, INC., PROPOSED SYSTEM 

Automobile 
f:?;lQQ!< Magl!<V MQde MQQ!< 

Passenger Miles 144,000,000 144,000,000 

# of Passengers 8,000,000 8,000,000 

Passengers/Day 19,600 19,600 

Average Trip Length 18 18 
(Miles) 

Days Operation / Year 300 300 

Mode Occupancy %* 70% 50% 

*Mode occupancy percentages based on FHSRTC calculations. 

TABLE 4 ENERGY EFFICIENCIES OF THE TRANSPORTATION MODES CONSIDERED 

kllli per/seot mile 
NET Btu•/Seat Hile 
GROSS Btus/seat mile 
Assi.111ed capacity factor 
Reciprocal of cop !actor 
GROSS Btus/pass mile 

HAGLEV ENERGY 
COllSUHPTJOll 

0. ft HIAHI • IAHPA kuh 
366 NSEAIS/PER TRAIN 

1,099 HILES/TRIP 
0.70 TOIAL SEAT HILES/JR! 
1.43 NET Btu/trip 

1,570 Gro•9 But/trip 
gross Btu/seat mi le 
gross Btu/pass mi I e 

• ;;v ENERr.Y FllSRC ENERGY 
COllSUHPI 1011 r.ONSllHPI ION 

9,000 14,000 
366 480 

306 300 
11 I , 996 I 4 4 , 000 

30,000,000 46,666,666 
90,000,000 140,000,000 

804 972 
1, 148 1,389 

Induced 
Tri11~ 

0 

0 

0 

0 

0 

0 

AUT0/108 I LE ENERGY 
WI! SUHP I I OH 

PASSEllGERS/AUIO 
HILES/GALLON 

Btus/gal Ion 
PASSENGER IHLE/GAlLON 
B tus/PASSENGER HI LE 

1.9 
20 

125,000 
J8 

3,289 
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TABLE 5 THE FLORIDA HIGH SPEED RAIL CORPORATION (FASTRAIN) AND MAGLEY ENERGY 
ESTIMATES 

Energy 
Consumption 

Max. Avg. Btu's/Mile/ Air 
Mode Speed Speed Passenger Auto Plane Madev FHSRC 

FHSRC 
(FAS-
TRAIN) 150+ 130 1,388 2.25 4.48 1.13 1.00 

Maglev 311 144 1,570 1.99 3.96 1.00 0.88 

Auto-
mobile 65 45 3,125 1.00 1.99 0 .50 0.44 

Airplane 500 450 6,220 0.50 1.00 0 .25 0.22 

Maglev and HSR mode passenger mile energy consumption is estimated for gross energy consumed at electrical 
generation station. 

TABLE 6 TGY AND MAGLEY ENERGY ESTIMATES 

Energy 
Consumption 

Max. Avg. Btu's/Mile/ Air The 
Mode Speed Speed Paseenger Auto Plane Maglev TGV 

The 
TGV 185 130 1,148 2.72 5.42 1.13 1.00 

Maglev 311 144 1,570 1.99 3.96 1.00 0.73 

Auto-
mobile 65 55 3,125 1.00 1.99 0.50 0.37 

Airplane 500 450 6,220 0.50 1.00 0.25 0.18 

Maglev and HSR mode passenger mile energy consumption is estimated for gross energy consumed at electrical 
generation station . 

mental degradation that are inevitable with expansion of con­
ventional transportation systems. In other words, one benefit 
is displacement of existing higher-polluting automobile and 
air traffic and the second benefit is to reduce or displace future 
demand for these higher-polluting modes. 

These potential environmental improvements, like the 
increases in economic efficiency, owe their existence to HSR 
and maglev use of relatively clean stationary sources of energy 
production. As described earlier, electric power plants use 
diverse fuel source mixes to produce efficient energy and can 
use and manage large and efficient emission control technol­
ogies. These abilities result in substantial improvements in air 
pollution emissions over conventional transportation tech­
nologies in all but one regulated pollutant. Figure 1 shows 
that 15 .4 percent of electrical generation is from nuclear sources, 
whereas 32 percent is from coal. Fuel for over 47 percent of 
this region's electrical generation is from sources that are not 
foreign controlled. Given that much oil and natural gas is 
domestic, the actual total domestic supply of fuel is much 
higher. 

All power plant emission estimates in this model are derived 
from averaging historic 2-year (1986-1987) actual emissions 
from all major power plants in operation in central and south 
Florida. Table 7 presents a summary of all electric generation 
facilities serving central and south Florida and the results of 

2 years of emission monitoring for principal pollutants. These 
data were derived from the Florida Department of Environ­
mental Regulation (9) and were systematically analyzed to 
derive weighted averages of annual emissions for the region. 

Southeast and central Florida ~ere divided into three geo­
graphic electrical service areas. The first is the Tampa Bay 

IUCL[ll!l CAPACITY ( 15 ) 

/ 
COl.l FIRED CAPACITY (23 63) 

JAIUFCAL GAS/OIL FIRED CAPACITY (61~ 

FIGURE 1 Central and south Florida 
available electric generation by fuel type. 



TABLE 7 ELECTRIC POWER PLANT AND ANNUAL POLLUTION EMISSIONS INVENTORY 1986-1987 

REGION if3 

& OPERATOR 
3 FPL 
3 
3 FPL 
3 
3 FPL 
3 
3 FPL 
3 
3 FPL 
3 
3 FPL. 
3 
3 FPL 
3 
3 FPL 
3 
3 FPL 
3 
3 FPL 

FACILITY NAME 
CANAVERAL PL 

PT EVERGLADE 

LAUDERDALE 

SANFORD 

RIVIERA 

TURKEY POINT 
1600 NUCLEAR 
HARTIN 

FT MYERS 

ST LUCY 
NUCLEAR 
MANATEE 

TOTAL 
SITE MIJ 

800 
800 
800 

1820 
1400 
1400 
1000 
1000 
700 
700 

2450 
2450 
1600 
1600 
1600 
1600 
1800 
1800 
1600 
1600 

REGION 3 TIJO YEAR TOTAL 29,540 
ONE YEAR AVERAGE 14,770 

FACILITIES' CAPACITY FACTOR=.75 
MWH ANNUAL AVERAGE=97,038,900 

REGION 3 LBS OF EHISSION/HWH 

REGION #2 
2 ORLANDO 
2 
2 ORLANDO 
2 
2 ORLANDO 
2 

INDIAN RIVER 
COAL 

STANTON CENTER 
COAL 

BARTOIJ 

2 LAKELAND LAKELAND 
2 
2 LAKELAND MCINTOSH 
2 

618 
618 
460 
460 
200 
200 
400 
400 
400 
400 

2 FLOR IDA POIJER 
2 

I NTERCESS ION400 

2 FLORIDA POIJER DELTONA 
2 

400 
420 
420 

TOTAL 2 YEARS 5,796 
ONE YEAR AVERAGE 2,898 

POIJER PLANT CAPACITY FACTOR=.75 
ANNUAL AVAILABLE HWH= 19,039,860 

YEAR 
1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 

1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 

voe sox 
17 924 
28 2,540 
80 12,061 
45 7,759 
3 258 
4 230 

27 3,748 
7 1, 271 

28 3,040 
17 1, 115 
64 9,340 
50 7,360 
21 2, 199 
73 71, 772 
33 6,949 
73 10,214 
0 0 
0 0 

161 32200 
102 20890 

PH 
106 
262 

4,657 
666 
66 
39 

314 
170 
297 
131 
833 
655 
217 
563 
484 
839 

0 
0 

2660 
1711 

NOx 
3,740 
7,090 
9,019 
6,369 
2,313 
1,531 
2, 130 

560 
6, 190 
4,820 

10,300 
9,000 
3,219 
9,490 
3,020 
4,436 

0 
0 

14220 

co 

518 
991 
490 
802 
168 
158 
39 

453 
351 
757 
661 
236 
697 
246 
340 

0 
0 

1062 

83if193-;-870 14,670 106,457 8,642 
415 96,935 7,335 53,229 4,321 

0.009 1.998 0.151 1.097 0.089 

voe SOX PH NOx 
3, 100 
1,879 

4,540 188 
1, 192 98 

848 
0 0 
0 0 

2,327 
312 

4,561 
4,522 

64 
2,382 
2,347 

42 2,087 
3 6 

80 15 
161 
23 49 

325 
213 3,977 

13 
53 
97 

173 
773 
620 

co 
227 
121 

0 18,302 1;133 11,113 350 
0 9,151 567 5,557 175 

voe SOX PH NOx co 
REGION 2 LBS OF EMISSIONS/HWH 0.000 0.961 0.060 0.584 0.018 

REGION #1 
1 FLORIDA POIJER BARTOIJ , 
1 FLORIDA POIJER HIGGINS 
1 
1 FLORIDA POIJER BAYBORO 

800 
800 
300 
300 
300 
300 1 , 

1 
1 
1 

FLORIDA P. CRYSTAL RIVER3,400 
COAL & NUCLEAR (800) 3,400 
FLORIDA POIJER ANCLOTE 1,200 

1 TECO 
1 
1 TECO 
1 
1 TECO 
1 

HOOKER PT 
COAL 
BIG BEND 
COAL 
GANNON 

1,200 
250 
250 

1,880 
1,880 
1,500 
1,500 

TIJO YEAR TOTALS 19,260 
ANNUAL AVERAGE 9,630 
# MIJH/YR 63,269, 100 

1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 
1986 
1987 

ANNUAL FACILITIES CAPACITY FACTOR=.75 
REGION 3 POUNDS OF EHISSIONS/MWH 

SUMMARY 
REGION 1 LBS/MWH-TAHPA 
REGION 2 LBS/HWH-ORLANDO 
REGION 3 LBS/MWH-SOUTH 

voe sox 
14 23,069 

18,550 
1,983 
2,254 

1 
42 

84,564 
86,018 
19, 178 
17,742 

2 325 

131 132,887 
160 152, 151 
77 44,584 

197 51,802 

PM 
480 
523 

44 
67 
11 

5 
1,524 
1,429 

718 
1, 123 

12 

2,604 
2,770 
1,663 
1,618 

NOx 
3,719 
2,607 

665 
637 
142 
70 

41,306 
42,509 
6,039 
5,521 

133 

43, 108 
48,404 
39,810 
47,058 

co 

1, 725 
0 

557 
12 

1, 109 
1,347 

647 
763 

581635,150 14,591 28f~728 6,160 
290 317,575 7,295 140,864 3,080 

voe SOX PM NOx co 
0.009 10.039 0.231 4.453 0.097 

voe SOX PH 
0.009 10.039 0.231 
0.009 0.961 0.060 

NOx CO 
4.453 0.097 
0.584 0.097 

EAST FLORIDA 0.009 1.998 0.151 1.097 0.089 
* co AND voe FOR REGION 2 AND voe FOR REGION 3 ARE ADAPTED FROM REGION 1 DUE TO DATA 

FHSRC AND TGV RAIL ALIGNMENT WITHIN EACH UTILITY REGION 

HSR 
TAMPA 
ORLANDO 
SOUTH 
TOTAL 

CORRIDOR HILE PERCENT OF TOTAL 

ANNUAL AVAILABLE 
MW CAPACITY 

ANNUAL AVAILABLE 
NUCLEAR CAPACITY 
ANNUAL COAL CAPACITY 
ANNUAL OIL/NATURAL GA 

TOTAL 

30 9.09% 
220 66.67% 
80 24.24% 

330 100. 00%* 
REGION 3 REGION 2 REGION 1 ALL REGIONS 

MW PERCENT MW PERCENT MIJ PERCENT MIJ PERCENT 
9,630 100% 2,898 100% 14,770 100% 27,298 100% 

3,400 
2, 130 
4, 100 

35% 0 0% 800 5% 4,200 15% 
22% 460 16% 6,150 42% 8,740 32% 
43% 2,438 84% 7,820 53% 14,358 53% 

9,630 100 2,898 100% 14,770 100% 27,298 100% 
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area, including all of the power stations of the Tampa Electric 
Company and some of those of the Florida Power Corpora­
tion. The second is the greater Orlando area, with power 
plants owned and operated by Orlando and Lakeland Utilities 
and some Florida Power Corporation facilities. The third and 
largest region is southeast Florida, containing all the gener­
ation capacity of Florida Power and Light. Table 7 presents 
data for the power plants within each region. 

Next, a unique megawatt-hour (MWh) emissions factor was 
calculated for the five principal pollutants reported in the 
Florida Department of Environmental Regulation (FDER) 
and Environmental Protection Agency (EPA) air emissions 
inventory (11). They are volatile organic compounds (VOC), 
sulfur oxides (SOx), nitrogen oxides (NOx), total suspended 
particulates (TSP), and carbon monoxide (CO). In several 
cases, most notably voe and co, missing data were apparent 
for Regions 1 and 2. The VOC and CO emissions factors from 
Region 1 were used in these cases to avoid biased low emis­
sions projections for these regions. 

HSR and maglev mileage within each electrical generation 
service area was estimated. Then, each HSR and maglev sys­
tem's energy requirements were calculated for each region. 
Total annual HSR and maglev MWh electrical demand for 
each system was combined with each unique region's emission 
factor to yield total system emission by region. The HSR and 
maglev transportation system emissions were then aggregated 
and finally compared with those of the automobile and air­
plane transportation emissions calculated earlier. 

These regions and their unique fuel consumption mix also 
serve as the basis for estimation of fossil fuel consumption 
analysis, oil import demand differential, and net energy con­
sumption estimation for the HSR and maglev modes. 

ENERGY CONSUMPTION AND AIR POLLUTION 
EMISSIONS OF HSR AND MAGLEV COMPARED 
WITH OTHER TRANSPORTATION MODES AT 
FORECAST RIDERSHIP LEVELS 

HSR and maglev systems generally have two to three times 
the gross energy efficiency of the automobile while offering 
average commuting speeds from three to six times faster. 
Comparably, HSR and maglev maintain considerable energy 
efficiency advantages over the airplane while offering com­
petitive transportation time service levels. Florida HSR stud­
ies indicate that the HSR and maglev systems would enjoy a 
gross energy consumption (number of total Btu per passenger 
mile) efficiency between four and five times that of the air­
plane (2, 4) (see Tables 5 and 6 and Figures 2 and 3). 

As described earlier, the two proposed Florida HSR and 
maglev systems would consume 1,148 to 1,570 Btu per pas­
senger-mile compared with 3,125 and 6,220 Btu per passen­
ger-mile for the automobile and airplane, respectively. These 
efficiencies can vary according to the technology under exam­
ination, the average operating speed, occupancy rate, and a 
variety of other system characteristics. However, these gen­
eral efficiency levels are most appropriate for the model reported 
in this paper, given the precise proposals designed for Florida­
specific systems. 

The total energy requirement to transport the 1. 7 million 
FHSRC passengers annually is 0.53 trillion Btu. Comparable 
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FIGURE 3 Weight per seat for the HSR and maglev transit 
systems. 

automobile and air modes would consume 1.57 trillion Btu. 
By contrast, to transport the proposed 5.2 million TGV pas­
sengers annually would require 0.86 trillion Btu in Florida. 
The same volume of passengers using automobile and air 
modes would require 2.46 trillion Btu. Total energy con­
sumption for the HSR proposals and the existing modal shares 
of passenger volume is only one-third that of the automobile 
and air modes. 

The Orlando maglev proposal indicates that total fossil fuel 
consumption for movement of as many as 8 million one-way 
trips would consume 0.251 trillion Btu of energy compared 
with the 0.526 trillion Btu consumed by the automobile annually. 
Total net energy savings for the HSR and maglev systems in 
Florida for 1999 would range from 1.35 to 1.875 trillion Btu. 

These comparisons suggest that a substantial reduction in 
energy consumption would result from diversion of auto­
mobile and air travel to HSR and maglev systems. In addition, 
the following benefits would result: 

1. Consumption of nonfossil fuels for transportation (15 
percent in central and south Florida). 
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2. Consumption of less expensive (unrefined oil and coal) 
domestic and foreign sources of fossil fuels for transportation 
systems. 

3. Consumption of more plentiful and less expensive domes­
tic sources of fossil fuels for transportation systems (reducing 
U.S. economic dependence on foreign sources of energy). 

4. Substantial reductions in air pollution emissions (because 
central station fossil fuel emissions can more efficiently remove 
pollution than numerous small nonpoint mobile sources such 
as automobiles and airplanes). 

5. Transportation of passengers, goods, and services over 
the same distance for approximately the same energy con­
sumption level in one-third to one-sixth the time. 

6. Enhancement of overall high-technology growth of the 
economy by raising the quality of economic productivity and 
competitiveness. 

HSR AND MAGLEV ECONOMIC BENEFITS 

General Economic Benefits 

The central thrust of much economic study is the examination 
of the distribution and use of scarce resources among com­
peting demands. These scarce resources can be a natural 
resource like fossil fuel and iron ore for manufacturing or the 
scarce human resources of skilled labor and time itself. Each 
has a value and each contributes to the economic value of the 
nation's gross national product (GNP). More efficient use of 
these resources increases the nation's productivity, quality of 
life, and the GNP itself as the economy's given annual net 
scarce-resource assets go further and further in creating wealth 
and human well-being. 

This phenomenon is easily grasped by recalling the enor­
mous strides in productivity that this country and the devel­
oped world have made since the end of World War II. War­
induced scientific discoveries and large-scale automation of 
industrial production led to substantial growth in U.S. man­
ufacturing output in the five decades after World War II. 

These technological enhancements were coupled with con­
siderable improvement in the skill level of American workers. 
Many of these improvements were given an artificial boost by 
the necessities of war and its associated need for large num­
bers of highly trained technicians to operate and maintain the 
increasingly complex mechanisms of war. A comparable push 
on the home front propelled large numbers of untrained work­
ers into technical support jobs designing, manufacturing, and 
maintaining the machines of war within American factories. 

These war-stimulated technological discoveries and broad­
based gains in formal educational attainments and skilled worker 
training were unprecedented in world history and reached 
across a broad base of the American work force. These trends, 
which continued into the decades after the war and up to the 
present, were the underpinning of the giant gains in economic 
growth and improvements in the quality of life that this nation 
has achieved during the past 45 years. 

In recent years, with the advent of computer automation, 
gains in productivity and quality of life are readily apparent. 
Computers have enhanced productivity in manufacturing, office 
automation, research and design, communications, medicine, 
the home, and a number of other important areas. 
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Energy efficiency has also evolved as a critical issue for 
resource conservation in the wake of the tripling of oil prices 
by the Organization of Petroleum Exporting Countries over 
the period 1973 to 1977. American productive economies 
responded well to this resource challenge even though energy 
prices are now as inexpensive as at any time in the past few 
decades. Between 1973 and 1985, the amount of energy needed 
to produce one unit of GNP within the industrialized world 
fell by 20 percent. In the United States alone, ONP grew by 
40 percent during that period, whereas consumption of energy 
stayed relatively constant (15). 

Each time a scarce resource such as an hour of time or a 
kilowatt-hour of energy is saved (because of the enhanced 
productivity of the computer or other advances), that resource 
is also liberated for additional productive use within the econ­
omy. That additional hour of labor or kilowatt-hour of energy 
can add more to productivity elsewhere within the economy. 
The wealth of the nation's GNP and the national quality of 
life are commensurately enhanced. 

So it is with HSR and maglev transportation systems that 
conserve natural and productive resources and travel time. 
The general economic efficiencies of HSR and maglev systems 
would enable the state and national economies to do more 
with expenditure of fewer resources. 

Integration of technological advances can dramatically reduce 
the amount of energy required to produce a given level of 
goods and services and simultaneously reduce energy demands 
worldwide. Innovations like HSR and maglev can enhance 
energy efficiency and help reduce American dependence on 
foreign sources of fossil fuel without sacrificing economic growth 
(15) or quality of life. 

As Europeans know, the technical and commercial pro­
ductivity for HSR systems is much higher than that of con­
ventional train operations. In a recent report (16), the Euro­
pean HSR community indicated that HSR operation makes 
much more efficient use of rolling stock fleets. HSR rolling 
stock can operate over two to three times the distances of 
conventional rolling stock annually. Where conventional roll­
ing stock operates over 100,000- to 200,000-km routes (60,000 
to 120,000 mi) per year, HSR rolling stock can operate over 
300,000- to 400,000-km routes (180,000 to 240,000 mi) annually. 

Furthermore, fleet uniformity and specialized maintenance 
equipment enable the rolling stock to be more efficiently 
maintained and keep the existing stock in better condition 
and more available than average conventional train sets. Finally 
and most important, the high speed of the service enables 
much higher productivity of train crews, operational and com­
mercial staff, and other administrative and technical support. 
Much more route, equipment, and passenger mileage per unit 
of labor is possible with the HSR systems than with conven­
tional systems. As a result, productivity and profits are both 
considerably higher than for conventional systems. 

HSR and maglev systems provide the safest and highest 
quality, time-efficient transportation services with a time sav­
ings factor of three to six times that of the automobile at one­
third to one-half the level of energy and other resource con­
sumption of the automobile and one-fifth that of the airplane. 
Stated differently, the HSR systems can transport three times 
as many persons or goods to any given destination on average 
three times faster than the automobile, using the same amount 
of energy. Maglev can deliver twice as many persons or goods 
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any distance at over five times the speed for equivalent energy. 
These savings of energy, time, money, and reductions in acci­
dent costs and vehicle wear can be released for other pro­
ductive purposes within the economy and further stimulate 
the GNP. Furthermore, these gains would enhance the quan­
tity and quality of leisure time and thereby add to the econ­
omy's quality of life and general productivity. 

The value of a number of these benefits can be quantified 
and are the basis of some of the economic benefits projected 
and reported here for the HSR and maglev systems proposed 
for Florida. 

Travel Time Savings 

Tables 5 and 6 itemize the proposed HSR and maglev annual 
1999 passenger miles traveled and list the travel mode splits 
for these passengers without high-speed systems. These travel 
levels are estimated and do not include induced ridership for 
any of the systems examined. The proposed TGV stations in 
the greater Orlando area involve the same market as the 
maglev system. Therefore, a net reduction of 241,000 TGV 
passengers in that market segment were removed from the 
TGV passenger estimates to avoid double-counting potential 
passenger miles when the systems are combined. 

The average TGV passenger trip is 125 mi, whereas the 
FHSRC average length is 230 mi. This estimated length (derived 
from actual proposed length from origin to destination and 
passenger volume) is from each technology's respective travel 
forecasts in Florida. The FHSRC excluded all short-distance 
trips and induced ridership. The TGV included both long and 
short trips and induced ridership. Again, induced ridership 
was removed from the TGV projections to ensure compar­
ability in evaluation of benefits. The average one-way travel 
length for the maglev rider is approximately 18 mi. 

Researchers often equate the hourly value of time savings 
and the per capita earning potential of the traveler, which for 
Floridians in 1990 is $8.43. The value of travel time is the 
basis of estimated economic savings in this analysis. This 1990 
estimate of value of time is likely conservative for a variety 
of reasons. First, a large segment of the HSR travelers are 
business-related travelers, and they and the recreational trav­
eler would both have higher-than-average earning potential. 
Second, a number of travelers for either system would be out­
of-state visitors. Again, such travelers would have consider­
ably higher income, on average , than the Florida per capita 
level. Finally, AASHTO estimates that the annual savings for 
the traveling public should be $9.27 per hour saved (17). This 
AASHTO estimate and a higher FAA (18) estimate are also 
frequently used for such benefit estimation and were the basis 
for the original Barton-Aschman Florida HSR study (6). The 
conservative nature of the lower value used in these estimates 
helps understate the potential value of these time savings 
benefits. 

The value of saved traveling time on each of the HSR and 
maglev systems is presented in Table 8. The additive value 
of time savings when the maglev system is combined with 
each HSR system is also presented in Table 8. Figures 4 and 
5 show bar graphs of the value of the combined HSR and 
maglev system time savings benefits. All estimates include 
standard access time, en route time, and egress time deter-
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mined by Barton-Aschman ( 6). The time savings values shown 
in Figure 4 are most dependent on access time travel time 
and number of passengers. FHSRC ridership le;els have con~ 
siderably less time savings because the number of passengers 
initially estimated for the FHSRC system is less than half that 
for the TGV system. 

The TGV potential time savings value exceeds $77 million 
for 1999. Comparatively, the FHSRC time savings benefit for 
that year is 46 percent of that, or $33 million. Finally, the 
maglev time savings value is estimated at $59 million for 1999. 
Thus, travelers within Florida could receive between $92 and 
$136 million in travel benefits in 1 year alone from imple­
mentation of HSR and the maglev systems within the state. 

Reduced Automobile Maintenance and Vehicle Wear 

A second very important area of potential economic savings 
would result from reduced wear and tear and maintenance 
costs for millions of personal automobiles across the state. 
These estimated gross wear and maintenance costs are exclu­
sive of any fuel costs, which are addressed elsewhere in this 
paper. Related reduced deterioration of existing roadways 
and other infrastructure (such as bridges) is also a potential 
area of savings but is beyond the scope of this analysis. 

It is difficult, if not impossible, to estimate the costs of less 
wear and tear from substitution of the proposed HSR and 
m~glev systems at these proposed levels of ridership, because 
ne1th:r system is operational within Florida, but clearly the 
magnitude of the expense of individual automobile deterio­
ration far exceeds those of the proposed systems. Although 
the gross estimated automobile vehicle wear and maintenance 
costs may overstate the true net benefit of replacement of the 
automobile, other potential benefits not included (such as 
savings in roadway and other infrastructure wear costs) tend 
to make this estimate conservative. 

These unknown benefit levels may very well balance out 
and until more precise information is available, the AASHTO 
automobile wear and maintenance projection provides the 
best possible estimate of the benefits of lower automobile 
deterioration costs attributable to implementation of HSR 
and maglev systems in Florida (17). AASHTO estimates $0.165/ 
mi for vehicle operating cost. One-fourth of this cost is fuel 
related; therefore, $0.118/mi is the final cost for automobile 
maintenance and wear. 

Automobile operation and maintenance costs are estimated 
to be $34.3 and $25 .5 million less for the TGV and FHSRC 
propo~als, respectively, for the year 1999 alone (see Table 9 
and Figures 4 and 5). The maglev proposal will lower auto­
mobile maintenance expenses for 1999 by an additional $9.9 
million. 

Statewide potential benefits from lower automobile wear 
and maintenance expenses for 1999 from a combined HSR 
and maglev system would range from $35.4 to $44.2 million 
for 1999 alone. 

Fewer Automobile Accidents and Reduced Property 
and Injury Losses 

Another important category of potential economic benefits 
would result from reduced automobile accidents and property 
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TABLE 8 MAGLEY VALUE OF TRAVEL TIME DIFFERENCE OVER THE AUTOMOBILE 

AUTO SPEED IN MPH 
MAG LEV AVERAGE SPEED 

# PERSONS 

40 
250 

TIME VALUE PER HOUR TRAVEL 
AVERAGE TRIP LENGTH (MILES) 

TRIP 
HOURS 

EN ROUTE 
0.45 
0.07 

8, 000,000 
$8.43 

18 

ACCESS 
TIME BOTH # HOURS 
TRIP ENDS ENROUTE 

1.25 3,600,000 
0.75 576,000 

# HOURS # HOURS 
ACCESSING ENROUTE & TRAVEL TIME 

MODE ACCESSING CONSUMER COS 
10,000,000 13,600,000 $114,648,000 
6,000,000 6,576,000 $55,435,680 

MAGLEV TRAVEL TIME SAVINGSm $59,212,320 

Time Travel Savings/Maglev Tr1p = $7.40 

FLORIDA HIGH SPEED RAIL CORP VALUE OF TRAVEL TIME DIFFERENCE OVER THE AUTOMOBILE AND AIRPLANE 

AUTOMOBILE MODE 
AIRCRAFT MODE 
FHSRC HSR SYSTEM 

TRANSPORT TRIP 
MODE AVER HOURS 

SPEED (MPH ENROUTE 
45 5. 11 

400 0 .51 
135 1.53 

ACCESS 
TIME BOTH # HOURS 
TRIP ENDS ENROUTE 

o. 75 6, 177,458 
1. 75 252,319 
0.75 2,610,038 

# HOURS # HOURS 
ACCESSING ENROUTE & 

MODE ACCESSING 
906,475 7,083,932 
863,917 1, 116,236 

1,276,649 3,886,688 

TRAVEL TIME 
CONSUMER COS 
$56, 124,471 
$9,414,334 

$32,780,324 

MAGLEV TRAVEL TIME SAVINGS= $32,758,480 
# AUTO PERSON TRIPS/YEAR 
# HSR PERSON TRIPS/YEAR 
# AIRPLANE PERSON TRIPS/YEAR 
TIME VALUE PER HOUR TRAVEL 
AVERAGE TRIP LENGTH (MILES) 

1,208,633 
1, 702, 199 

493,667 
$8.43 

Time Travel Savings/HSR Trip • $19.24* 

230 AUTO 

THE TGV OF FLORIDA VALUE OF TRAVEL TIME DIFFERENCE OVER THE AUTOMOBILE AND AIRPLANE 

AUTOMOBILE MODE 
AIRCRAFT MODE 
THE TGV HSR SYSTEM 

TRANSPORT TRIP ACCESS 
MODE AVER HOURS TIME BOTH # HOURS 

SPEED (MPH ENROUTE TRIP ENDS ENROUTE 
45 3.13 o. 75 12,406,500 

400 0.31 1.75 328,913 
135 0.93 0.75 4,650,556 

# HOURS 
ACCESSING 

MODE 
2,977,560 
1, 841 , 910 
3,766,950 

# HOURS 
ENROUTE & TRAVEL TIME 
ACCESSING CONSUMER COS 
15,384,060$129,749,162 
2, 170,823 $18,308,717 
8,417,506 $70,993,242 

TRAVEL TIME SAVINGS $77 I 064 I 637 ** 
# AUTO PERSON TRIPS/YEAR 
# HSR PERSON TRIPS/YEAR 
# AIRPLANE PERSON TRIPS/YEAR 
TIME VALUE PER HOUR TRAVEL 
TRIP LENGTH EACH WAY= 

3,970,080 
5,022,600 
1,052,520 

$8.43 
125 

Time Travel Savings/HSR Trip = $15.34* 

TOTAL HSR AND MAGLEV TIME SAVINGS 

FHSRC & MAGLEV 

TGV & MAGLEV 

$91,970,800 

$136,276,957 

Savings per trip ere higher for the FHSRC than the TGV C~any based predominantly on longer average trip length of the 
FHSRC estimates. 

..... The TGV Corrpany total time savings values are higher than those of the FHSRC because of the considerably larger nunber 
of passenger trips estimated for the TGV system. 
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FIGURE 4 Comparison of individual economic benefits of 
operating the HSR and maglev systems in Florida for 1999. 
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FIGURE 5 Comparison of total economic benefits of 
operating the HSR and maglev systems in Florida 
for 1999. 

and injury losses. AASHTO estimates (using 1990 dollars) 
the per mile cost of automobile accident damage and injury 
costs at $0.0252 (19). Automobiie accident cost savings (sy -
tern benefits) for 1999 are presented in Table 10 and Figures 
4 and 5 for each proposed HSR and maglev system. The TGV 
system's proposed highest system ridership again provides the 
highest level of potential benefits, $7.6 million annually by 
1999; that for FHSRC is somewhat less at $5.7 million, and 
the maglev proposal savings is $2.2 million. Combining the 
HSR and maglev systems results in an annual 1999 statewide 
savings in automobile accident costs of $7.9 to $9.9 million. 

Reduced Highway Infrastructure Expenditures in 
Florida 

Florida, like America's other major areas of growth, is facing 
overwhelming increases in demand for transportation infra­
structure. This demand, when combined with serious con­
straints on budgets and physical capacity to fulfill needed 
airport and roadway expan ion, is one of the most serious 
issues that Americans collectively face. HSR and maglev may 
offer a workable alternative to help address these ever­
increasing demands that must be met with shrinking resources. 
A recent study in Florida that examined demands for state 

TABLE 9 AUTOMOBILE WEAR AND 
MAINTENANCE SAVINGS 

Savings ($) 

TGV-Maglev FHSRC-Maglev 

HSR 34,276,145 25,499,389 
Maglev 9,915,789 9,915,789 

Total 44,191,934 35,415,178 

TABLE 10 AUTOMOBILE ACCIDENT 
SAVINGS 

Savings ($) 

TGV-Maglev FHSRC-Maglev 

HSR 7,672,317 5,707,742 
Maglev 2,216,000 2,216,000 

Total 9,888 ,317 7,923,742 
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public infrastructure estimated that the cost for the next 10 
years for future growth alone will exceed $53 billion. 

Transportation entails the largest share of that demand­
a 1989 Florida Department of Transportation (FDOT) study 
that measures traffic volume by comparing the number of cars 
and paved miles in Florida indicated that vehicles per highway 
mile in Florida have increased by 50 percent in the last 8 years 
alone. For every paved mile in the state 8 years ago, there 
were two cars on the road. Now there are three. Highway 
capacity construction cannot keep up with the demand. HSR 
and maglev would complement other modes of travel in Flor­
ida by predominantly serving the intermediate-haul markets, 
whereas the automobile and airplane would dominate the 
short- and long-haul (over 300 mi) markets, respectively . Con­
struction of a statewide HSR system could potentially save 
many millions and perhaps billions of public-sector dollars in 
highway capacity construction. For example, FDOT esti­
mated that a $1 billion savings in highway capacity construc­
tion will result when the statewide HSR system is c'ompleted. 

No comparable estimate is available for the Orlando maglev 
system, but after an established ridership develops, this sys­
tem is also expected to result in local infrastructure savings. 

Increased Employment and Income 

Potential employment and income gains related to HSR and 
maglev may be viewed as transfers from other sectors of the 
Florida economy. It can be argued that if the HSR system 
were not completed, the monies would be expended else­
where within the state's economy and would entail those of 
the same resources for other purposes. For example, these 
funds might be used for construction of new roads, tourist 
attractions, and service jobs to operate such facilities. Although 
the argument contains a certain logic, in this setting it is fun­
damentally flawed. Both the HSR and maglev systems are 
completely new concepts and would draw to the state both 
new financial resources and new bases of high-technology 
manufacturing and research. Most of the resources expended 
on these projects would not simply be reallocated within the 
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state if the systems were not built : The resources simply would 
not exist, because many of the dollars to construct these facil­
ities would originate from sources outside the United States . 
It is therefore meaningful and important to examine the 
potential economic impact of increased employment and income 
resulting from construction and operation of the HSR and 
maglev systems. 

The TGV of Florida proposal indicates that its system would 
typically generate employment of 4,558 persons, 29,980 man­
years of direct construction employment, and secondary 
employment of 186,499 induced from construction. 

The system proposed by TGV of Florida would typically 
generate $291 million annually in direct and indirect opera­
tions employment income, $800 million in Lola! direct con­
struction income, ;.mcl $19.'i hillion indirect income from 
construction. 

The proposal submitted by Maglev Transit indicates that 
development and operation of their maglev system in Florida 
would typically result in $300 million in direct local expendi­
tures, $75 million in indirect regional income, $15 million in 
state and local taxes, and $45 million in annual operating and 
maintenance costs. This system would also result in 1,500 
construction jobs, 5,000 indirect full-time jobs, and 350 per­
manent jobs . 

No comparable employment and income information is 
available from the FHSRC at this time, but the impacts would 
be considerable, long term, and of the same magnitude as 
those of the two other systems. 

Reduced Dependence on Fossil Fuels for 
Transportation 

Important to the HSR and maglev economic efficiency issues 
are the kind, source, and cost of competing energy supplies 
used in producing electricity to power the HSR and maglev 
technologies. Domestic sources of coal and nuclear-powered 
electrical energy enjoy a considerable economic advantage 
over predominantly imported residual fuel oil sources of power 
(7). The United States has sufficient coal reserves to fuel the 
economy for the next 260 years (15). In south and central 
Florida, 32 percent of the electrical energy produced is gen­
erated from domestic coal, whereas 15.4 percent is from nuclear 
power (7) (see Table 7 and Figure 6). Combining this advan­
tage with the fact that HSR and maglev are two to three times 
more energy efficient at three times the service (speed) levels 
of the automobile and five times as efficient as the airplane 
at comparable travel times provides an insight into the tech­
nology's principal economic energy advantages. 

As an example, to transport all of the proposed TGV-HSR 
and maglev passengers in 1999 by automobile and airplane 
would require up to $33.4 million in fossil fuels. To transport 
the same number of passengers the equivalent distance by 
maglev and HSR would cost only $3.1 million in fossil fuels. 
This translates into a potential fossil fuel savings within the 
economy of $30.3 million . 

Although these are accurate facts in contemporary Amer­
ica , greater promise of substantial advances in areas of elec­
trical energy production are on the horizon (20) . These and 
other advances hold great promise of further accentuating the 
economic, environmental, and energy advantages of HSR and 
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FIGURE 6 Comparison of oil import needs for the airplane 
and automobile versus the HSR and maglev transportation 
modes. 

maglev over conventional transportation systems (21) . This 
greater fossil fuel efficiency can be put to more productive 
use elsewhere in the economy and would result in even greater 
primary and secondary economic returns from the net national 
wealth. 

Hand in hand with the HSR and maglev increased economic 
and energy efficiencies and related reliance on more diverse 
sources of energy production is the potential for substantial 
reduction in reliance on foreign sources of fossil fuels for U.S. 
transportation systems. Again, this would result because much 
of the HSR and maglev energy supply relies on non-oil-based 
fossil and nonfossil fuels for operation. Almost half, or 47.4 
percent, of electrical power in central and south Florida is 
either coal fired or nuclear generated. 

Development of an HSR and maglev system on the scale 
being examined in Florida would result in displacement of 
need for 14 to 20 million gal of expensive imported and then 
refined fuel oil for 1999 alone. Development of the HSR and 
maglev systems could reduce oil imports by well over 20 mil­
lion gal annually by 2020 for Florida alone. These savings 
would translate into reduced purchases of foreign fossil fuels 
and therefore a reduced balance of payments of $24.3 and 
$31.5 million. Modal shifts to the new system offer prospects 
of annual foreign debt reductions in the future exceeding $50 
million by 2020. 

This substantial reduction in foreign imports would result 
m 

1. Strengthening U .S. energy independence, 
2. Helping to equalize the international negative balance 

of payments, 
3. Increasing domestic security, and 
4. Reducing the vulnerability of the American economy to 

international economic fluctuation such as oil price variations. 

Reduced Negative Environmental Externalities 

Concurrent with enhanced productivity are the systems-asso­
ciated benefits of reductions in air and water pollution emis­
sions, quantified in the other sections of this paper. These 
emission reductions would likely result in a reduction in fac-
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tors associated with higher automobile emissions, such as res­
piratory illness, materials and crop damage, and a variety of 
other ecological stresses. These economic cost factors, called 
"negative economic externalities," are undesirable byprod­
ucts of pollution. As an example, it is estimated that acid rain­
induced materials damage alone in the United States exceeds 
$16.25 per person annually (22). 

Such projections are beyond the scope of this analysis given 
the complexity of developing air pollution dispersion models 
and risk assessment analysis of the individuals and receptors 
at risk. This paper does not attempt to estimate the potential 
range of the benefits from HSR and maglev on environmental 
externalities because of the complexity of such an undertak­
ing. Nor does this paper attempt to examine some other 
potential environmental risks associated with these technol­
ogies, such as electromagnetic field exposures. Only net air 
pollution emissions tradeoffs among the transportation tech­
nologies are examined. 

However, reduced negative externalities represent real HSR 
and maglev potential economic benefits. These benefits are 
achieved by substituting the lower HSR and maglev net per­
passenger emissions for the higher automobile and airplane 
emissions. Because these benefits are not quantified, they are 
discussed qualitatively within the context of each reduction 
in air pollution emission estimated. 

HSR and Maglev ElastiCities and Growth in Economic 
Benefits 

Needless to say, the economic benefits of the HSR and maglev 
systems grow as rapidly as the ridership of these systems 
expands. A logical question, then, is what principal factors 
influence the growth of these societal (ridership-related) ben­
efits and at what rate do these benefits grow? 

A detailed answer to these questions is beyond the scope 
of the analysis in this paper. Nevertheless, it is an important 
issue, and it is possible to creditably address these issues from 
a macroeconomic perspective with a brief discussion of system 
elasticities. An elasticity measures the amount of change in 
one dependent variable, such as ridership or revenue, as an 
independent variable, such as trip time, changes. Usually, 
ridership studies examine how much ridership and ridership­
related revenue change as trip times increase or decrease by 
10 percent. 

Response to this issue is of special interest because both 
HSR applicants completed separate analyses in a competitive 
environment, and they concluded with very similar ridership 
elasticities. The conclusions of these ridership studies were 
completed by two consultants who specialize in ridership stud­
ies. (FHSRC employed Charles River Associates and the TGV 
employed Peat Marwick Main & Company.) The conclusions 
offer the clearest empirical insight into the benefits of increases 
in HSR and maglev ridership for markets in Florida and else­
where in the United States. Maglev markets particularly seem 
to hold great promise if the ridership-trip time arc elasticity 
relationships discussed here continue to hold over the 185-
to 300-mph speeds and over intermediate (100- to 500-mi) 
distances. 

The TGV analysis demonstrates highly sensitive trip time 
ridership and revenue elasticities (23). TGV reports a positive 
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ridership elasticity of + 35 percent increase in ridership for 
every 20 percent improvement (reduction) in travel time. Even 
more striking is the projected + 54 percent increase in rider­
ship revenues with a 20 percent improvement (reduction) in 
trip travel times. TGV estimated trip time between Tampa 
and Miami is 160 min. 

A ridership elasticity of - 23 percent and a - 32 percent 
ridership revenue elasticity were estimated for the TGV HSR 
system, assuming that it experienced an average 20 percent 
slowdown (increases in trip times) over proposed en route 
times. 

Given the elasticity estimations of potential increases in 
societal benefits examined in this paper, HSR and maglev 
ridership revenues (private benefits) are straightforward. For 
instance, the distance between Miami and Tampa is approx­
imately 315 mi. Both FHSRC and TGV estimate the total 
trip time between these points to be approximately 160 min. 
The TGV analysis assumes five intermediate stops of 6 min 
(2 min each for deceleration, dwell time, and acceleration). 
Therefore, the average en route trip speed is approximately 
145 mph. 

Figure 7 is a comparative bar graph of potential percentage 
changes in ridership and revenues as a result of increases or 
decreases in average transport trip speeds. These estimates 
indicate that if a steel wheel or maglev system could increase 
average trip speeds by 34 percent, to 195 mph, the ridership 
and societal benefits reported in this paper would all increase 
by 60 percent. Ridership revenues would jump by 93 percent. 

This estimate assumes that the arc ridership and revenue 
elasticities reported by the TGV hold into the upper speed 
ranges, but they should, because they are in part predicated 
on the airplane, which offers even faster en route trip times. 
Presumably then, a maglev system operating at an average 
trip speed of 255 mph would anticipate a 132 percent increase 
in ridership and 205 percent increase in ridership revenue over 
the current proposed TGV Florida forecast. 

Figures 8 and 9 provide ridership and revenue curves 
extrapolated from the proposed TGV Florida base case of 5.2 
million riders and $152 million (1990 dollars) of ridership 
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and system revenues in Florida at different average trip speeds. 



134 

13 0 

12 0 

11.0 

10 0 

> 9.0 
~ 

~"' 
~i 80 

g~ 
I U 

~~ 
:;; 60 

5.0 

4.0 

30 

70 

• 

-

-

• 

85 95 105 115 125 135 145 155 165 175 185 195 205 215 225 235 245 255 

AVERAGE TRIP SPEED (MPH) 

• RIDERSHIP 

FIGURE 8 Annual ridership potential as a function of average 
trip speed using TGV estimated revenue elasticities. 

$500 

$450 -

$400 

$350 -
~~ 

~ :c 
~ ffi f3 $300 
oQ~ 
"'"' w a ;t G'.i i2so -
~~a: 
"< 

$200 -

$150 

$100 -

$50 

/ 

TGV BASE CASE 

85 95 105115125135145155165175185195 205 215 225 235 245 255 

AVERAGE TRIP SPEED IN MPH 

• RIDERSHIP REVENUE 

FIGURE 9 Potential HSR and maglev revenue versus speed 
projections extrapolated from TGV revenue elasticities. 

revenue forecast for 1990. The bend at 145-mph average speed 
results from the higher elasticity rate of ridership and revenue 
gains above the TGV base case of 145 mph than below that 
value. Again as an example, annual average passenger levels 
would increase from 5.2 to 12.2 million in 1999 if a maglev 
system capable of operating at 255 mph were in place. The 
growth in ridership revenues would increase from the annual 
base case of $152 to more than $463 million for 1999 in such 
a system. This forecast seems to hold considerable promise 
for substantial increases in societal and ridership revenue ben­
efits for any system offering a reasonable increase in speed. 

This illformation is especially timely because the TGV 
Atlantique reported that it established a new world speed 
record of 299.9 mph in France during December 1989. TGV 
asserts it will be offering conventional passenger service with 
top speeds of 200 mph within the foreseeable future. 

Societal benefits reported in this paper are also directly 
dependent on the HSR and maglev ridership levels. There-

TRANSPORTATION RESEARCH RECORD 1255 

fore, each economic benefit estimated and reported in this 
paper would also increase by approximately 132 percent, the 
magnitude of ridership increase, if a maglev system operating 
at average trip speeds of 250 mph were in place in Florida. 

For competitive reasons, the FHSRC does not report (as 
of this writing) as extensively on ridership elasticities as TGV. 
Nevertheless, when it does offer an insight into ridership mod­
eling, the ridership elasticity is close to that of the TGV. 

FHSRC alludes to an equivalent powerful trip time and 
ridership relationship (1). It indicates that a ± 10 percent 
change in HSR travel time was found to res_ult in ± 13 percent 
change in HSR ridership. These estimates suggest that an 
increase of 20 percent change in trip time would result in a 
26 percent increase in ridership. Although not as large as the 
TGV 35 percent ridership response, this elasticity does indi­
cate strong concurrence with the direction and magnitude of 
the TGV HSR ridership study. 

The obvious implication is that significant increases in HSR 
and maglev societal (and private sector) benefits are possible 
with any measurable improvements (reductions) in average 
trip times. These conclusions are drawn from several sources 
in a Florida context, and are corroborated by competing sources 
in a private enterprise setting. These findings are believed to 
be among the most significant to evolve from the Florida HSR 
and maglev proposals under review. These findings hold great 
promise for other transportation markets within the United 
States. 

Air Pollution Emission Differences 

Volatile Organic Carbons 

voes consist of hydrocarbons, which are of local concern in 
many urban areas. HCs, along with N02 and CO, are major 
precursors of ozone, which is another principal local-area pol­
lutant plaguing American urban areas. 

The proposed Florida HSR and maglev transportation sys­
tems would result in reductions of between 671 and 749 tons 
of hydrocarbons per year by 1999. Another way to view these 
differences is to realize that virtually all of the estimated auto­
mobile hydrocarbon pollutants generated by the 1. 7 to 5 mil­
lion HSR and 4 million maglev passengers would be removed 
if these systems were in place in Florida (see Table 11 and 
Figures 10 and 11). 

Carbon Monoxide 

Carbon monoxide (CO) is another of the principal local-area 
pollutants of concern in many urban areas. Again, it is a 
precursor of ozone. 

HSR and maglev transportation systems operating in 1999 
in the reported passenger range would result in reductions of 
3,724 to 5,417 tons of CO per year. Again, an HSR system 
in Florida would virtually eliminate these estimated levels of 
automobile and aircraft CO emissions for the passenger levels 
under consideration. This improvement is due to the much 
more complete burn associated with power plant fuel con­
sumption than fuel conserved in automobile engines (see Table 
11 and Figures 10 and 11). 



Lynch 135 

TABLE 11 HSR AND MAGLEY TOTAL EMISSIONS 
REDUCTIONS (TONS/YEAR) 

Tire 
voe co C02 NOX TSP TSP SOX 

MAGLEV 169 981 12, 167 242 19 18 c4h 
TGV 579 4,437 50,638 1,108 78 73 (160) 

TOTAL 749 5,417 62,805 1,350 97 90 (201) 
Tire 

voe co eo2 NOx TSP TSP SOX 
MAG LEV 169 981 12, 167 242 19 18 (41) 

FHSRe 502 2, 744 50,061 801 51 43 (118) 
TOTAL 671 3,724 62,228 1,043 70 61 ( 163) 
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HSR and maglev development. 

Total Suspended Particulates 

Like hydrocarbons and CO, a serious concern in many urban 
areas in Florida (and elsewhere) is the level of total suspended 
particulates. 

HSR and maglev transportation systems operating in the 
1999 projected passenger range would reduce TSP emissions 

from the aircraft and automobile modes by 70 to 97 tons/year 
for 1999 alone. TSP, like the other pollutants examined, is a 
concern both as a localized pollutant and as a regional pol­
lutant in many parts of Florida and throughout the United 
States (see Figures 10 and 11). 

Here again, automobiles are widely recognized as one of 
the principal sources of this pollution. Aircraft operations are 
also a recognized important source of TSP in the vicinity of 
airports. 

Suspended Particulates Related to Tire Wear 

An HSR transportation system operating in the 1. 7 to 5 mil­
lion passenger range combined with the 8 million maglev pas­
sengers would produce no tire emissions because the systems 
are transported along the fixed guideway with no rubber­
wheel-road friction or wear. 

Automobiles and trucks again are widely recognized as the 
principal source of tire wear particulate pollution. Tire wear 
emissions within Florida could be reduced by 61 and 90 tons 
annually by 1999 if the HSR and maglev systems transported 
the projected passenger ranges in place of the automobile and 
airplane (see Table 11 and Figures 10 and 11). 

Carbon Dioxide 

C02 represents the largest quantified emission release from 
each of the transportation systems examined. C02 has only 
relatively recently become a pollution emission of some con­
cern. Serious concerns about the links between C02 emissions 
and the greenhouse effect have gained growing acceptance in 
the 'world scientific community. 

Gases such as C02 , ammonia, and water vapor are rela­
tively transparent to incoming short-wave radiation, but rel­
atively opaque to outgoing long-wave radiation. The green­
house effect occurs because these gases are radiatively active 
(24). Changes in their concentrations can alter the thermal 
balance of the earth's atmosphere. C02 , in particular, though 
virtually transparent to incoming solar radiation, absorbs out­
going terrestrial infrared radiation that would otherwise escape 
to space. This trapping of radiation at the lower levels of the 
atmosphere results in a greenhouse effect caused by the increase 
in surface temperatures and cooling of upper levels of the 
atmosphere. 

These concerns of global warming are creating intensified 
worldwide interest in C02 emissions. Proposals to examine 
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the effects and reduce the anthropogenic sources of C02 have 
taken on new prominence in the environmental sciences across 
the world. Combustion of fossil fuels is the primary source 
of C02 • Efforts to shift from more fossil fuel and energy­
intensive transportation modes, like the automobile and air­
plane, to less fossil-fuel-intensive modes, such as HSR and 
maglev, can significantly contribute to reductions in massive 
loading of C02 into the atmosphere. 

The airplane and automobile transportation systems cur­
rently in place emit about 80,000 tons/year of C02 in trans­
porting passengers at the levels proposed for the Florida HSR 
and maglev systems. By contrast, these advanced HSR and 
maglev transportation systems would emit only about 17 ,600 
tons/year of C02 . So although electrical generation facilities 
used to power these high-speed ground transport systems do 
emit C02 , net state emissions could be reduced by as much 
as about 62,800 tons/year if an HSR and maglev system were 
implemented in Florida. 

This HSR and maglev system combination is 35 to 58 per­
cent more C02 efficient than the automobile and airplane trans­
portation modes at similar passenger loadings. Clearly, this 
is potentially one of the largest emission reduction benefits 
that would result from implementation of the HSR and maglev 
systems in Florida (see Table 11 and Figures 10 and 11). 

Nitrogen Oxides 

Like the other pollutants, NOx compounds are viewed as a 
principal concern in many urban areas across America. NOx 
is also one of the principal precursors of acid rain. As men­
tioned earlier, NOx compounds are also precursors of ozone. 

Nitrogen oxides are a concern both as a localized pollutant 
and as a precursor to acidic deposition in many parts of this 
country. Automobiles are widely recognized as the principal 
and growing source of this pollution. Although power plants 
emit NOx, implementation of the HSR and maglev systems 
in Florida would result in substantial reductions of this pol­
lutant. For example, an HSR transportation system operating 
in the 1.7 to 5 million annual passenger level combined with 
the 4 million maglev passengers would reduce annual NOx 
emissions statewide by 1,045 to 1,350 tons/year (see Table 11 
and Figures 10 and 11). 

Sulfur Oxides 

Much like nitrogen oxides, sulfur oxides are a concern both 
as a localized pollutant and as a precursor to acidic deposition 
in Florida and many other parts of the country. Fossil fuel 
power plants are generally recognized as one of the principal 
sources of sulfur oxides. 

S02 emissions are the single transportation-related pollu­
tant that is estimated to increase somewhat if the HSR and 
maglev systems were developed in Florida. Although this poten­
tial increase in emissions may be of limited concern, several 
related and important points need to be considered with this 
projection to keep the potential increase in perspective. 

The central point is that these potential increases are likely 
to diminish as new and more emission-efficient power plants 
are added to the Florida power plant grid, because of three 
important factors. 
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First, new power plants are required to meet stringent S02 

(and other) pollution emission levels. These federally man­
dated New Source Performance Standards are resulting in 
increasingly cleaner total emissions per megawatt-hour as new 
capacity is added to the existing power plant mix and older 
facilities are retired. 

Second, in addition to building more new power plants with 
the most stringent emission controls available to serve new 
and growing capacity, existing old dirty systems are also being 
replaced (7) or directed to operate at increasingly cleaner 
levels (25). These older plants with their historically author­
ized higher pollution emission levels are increasingly being 
either removed from service or replaced and upgraded by 
plants with cleaner emissions than the historic levels. 

Third, and perhaps most important, new energy technol­
ogies that are both more energy and environmentally efficient 
are beginning to emerge in Florida and elsewhere across the 
country (20). 

For example, improvements in emission controls and elec­
trical generation capability from clean sources such as pho­
tovoltaics, other solar energy sources, nuclear sources, and 
clean-coal technologies are rapidly emerging. Solar markets 
in recent years are expanding significantly as price of pro­
duction continues to decrease. Photovoltaics, although more 
expensive than conventional methods, cost $0.30/kWh and 
are common in small-source or isolated-source areas. In Feb­
ruary 1990, a solar thermal plant is expected to generate power 
for less than $0.08/kWh, still greater than the $0.03/kWh fossil 
fuel price, but prospects for continuing declines are imminent. 

Perhaps of more immediate interest and pertinence is the 
surge in recent years of the growth in highly efficient coal­
burning technologies. Such is the case with fluidized-bed com­
bustion and coal gasification technologies. Fluidized-bed com­
bustion, which suspends coal in a stream of air, results in 
more efficient complete combustion, dramatically reduced 
emissions, and generation of inert byproducts from the burn. 
Both technologies are under active consideration in Florida 
and elsewhere for large-scale development. The first 300-mw 
fluidized-bed cogeneration power plant permitted in Florida 
will undergo final review during 1990-1991 (8). 

The City of Tallahassee is also the site of a 120-mw 
fluidized-bed combustion plant, which is the largest of 13 
clean-coal technology projects approved by the Department 
of Energy for 1990. It will reduce sulfur emissions by 99 per­
cent. It is being built jointly by Tampa Electric (TECO) and 
CRSS Capital Inc. with the cooperation and support of the 
City of Tallahassee (26). 

Finally, the potential increases in S02 must also be consid­
ered in the context of equivalent offsetting of net gains achieved 
elsewhere in net reductions of other air pollutants from HSR 
and maglev systems. Although substantial potential reduc­
tions exist in every other air pollution category, the consid­
erable potential reductions in NOx levels deserve special con­
sideration at this juncture. 

As described earlier, N02 and S02 are both of concern as 
sources of local and longer-range pollution. Both pollutants 
are also the principal precursors of acid rain (both wet and 
dry acidic deposition). Also, no well-accepted or highly effi­
cient technology currently exists to control NOx emissions. 
Meanwhile, literally billions of dollars of investment in equip­
ment and substantial progress have been achieved with SOx 
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emission reduction in Florida and elsewhere in the United 
States and in the world. 

Therefore, it is both reasonable and desirable to support 
achievement of a substantial reduction in NOx pollution at a 
slight cost of potentially moderate increases in SOx emissions. 
This tradeoff is exactly what would result if HSR and maglev 
transportation systems were implemented in Florida and else­
where to the extent that these modes would supplant trips by 
automobile and air. 

Specifically, in the Florida setting the potential annual 
increase of 163 to 201 tons/year of S02 can be compared with 
the projected decrease of 1,043 to 1,350 tons/year of NOx. A 
net reduction of localized and long-range pollutant and acid 
rain precursors could exceed 1,149 tons/year from the com­
bination of these two pollutants (see Table 11 and Figures 10 
and 11). 

Again, this result would be provided by the development 
of the HSR and maglev proposed systems in the state of 
Florida alone. Stated differently, every potential ton of S02 

emission increase would be matched with a 6.4- to 6.7-ton 
NOx emission reduction. From a net environmental efficiency 
perspective, this tradeoff is desirable. 

Total Annual Pollutants Emissions from 
Transportation 

Simply stated, an HSR and maglev system would considerably 
improve net loadings of all pollutants (except SOx) to the 
extent that it is implemented and diverts passengers from the 
automobile and airplane modes. HSR local area pollutants of 
CO, HC, NOx, TSP, and SOx estimated from these Florida 
studies are 6 to 16 percent of the automobile and airplane 
transportation technologies (see Table 11 and Figures 10 
and 11). 

Although these localized pollution emission loadings are 
important, of equal or of even greater long-run importance 
may be the net reductions in long-range pollutants of acid 
rain precursors (net reductions in the sum of NOx and SOx) 
and larger-scale C02 emissions that contribute to the green­
house effect. 

Reduction in these aggregate emission loadings, both local­
ized and long-distance pollutants, could also have other, sec­
ondary environmental benefits from improvements in water 
quality (27). Potential reductions in levels of pollutant load­
ings, acid rain, and air pollution are the most directly visible 
environmental benefits of implementing such systems. 

Other pollutants (such as heavy metals), however, can also 
contribute to lowering the quality of ambient water and poten­
tially adversely affect other parts of the ecosystem. To the 
extent that HSR is substituted for the other transportation 
modes, these benefits would accrue to the environment. 

Again, the total potential reduction in all pollutants includ­
ing C02 from implementation of an HSR and maglev system 
is evident. Total automobile and airplane emissions exceed 
HSR and maglev emissions (excluding C02) by a factor of 14 
and total emissions including C02 by a factor of 2. This mag­
nitude of improvement can, if implemented in large scale, 
provide a significant contribution to improving ambient air 
quality in America's urban areas. 
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In the final analysis, the air and water environmental ben­
efits of large-scale magnetic levitation technology substan­
tially surpass the others evaluated in virtually every category 
examined. 

CONCLUSION 

The results of this Florida-specific analysis conclude that 
implementation of an HSR proposal and the maglev system 
would annually result in the following benefits. 

Economic and Energy Benefits 

•Time savings valued to $136 million. 
• Automobile wear and maintenance savings valued to $44 

million. 
• Property and injury loss savings valued to $10 million. 
• Reduction in annual transportation energy consumption 

of 1.35 to 1.875 trillion Btu. 
•Reduced dependence of $33.4 million on fossil fuel to 

power the U.S. transportation systems. 
• Reduction of $31.5 million in imported oil, thereby 

strengthening the U.S . domestic economy by (a) reducing 
the negative balance of payments, (b) increasing reliance on 
domestic sources of energy, and ( c) increasing domestic 
security. 

•Reduction in the annual economic damages (externali­
ties) from transportation air pollution emissions. 

In addition, HSR and maglev systems would provide the 
following benefits: 

• Savings in new highway construction costs exceeding $1 
billion. 

•Up to 217,979 man-years of direct and indirect construc­
tion employment. 

• Up to $20 billion in indirect construction income. 
•As much as 9,908 annual permanent operations jobs cre­

ated both direct! y and indirectly. 
• Over $300 million annually in direct and indirect opera­

tion employment income. 
• Enhanced transportation productivity by a factor of 3 

over current modes. 

Environmental Benefits 

•Annual reductions of 671to749 tons/year of volatile organic 
carbon emissions. 

•Annual reductions of 3,724 to 5,417 tons/year of carbon 
monoxide . 

• Annual reductions of 62,228 to 62,805 tons/year of carbon 
dioxide. 

•Annual reductions of 1,043 to 1,350 tons/year of nitrogen 
oxides. 

• Annual reductions of 70 to 61 tons/year of total suspended 
particulate matter . 

• Annual reductions of 61 to 90 tons/year of particulate 
matter due to tire wear. 
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•Annual increases of 163 to 201 tons/year of sulfur oxides. 
• Total non-C02 automobile and airplane emissions exceed 

HSR and maglev emissions by a factor of 14. 
• Total automobile and airplane emissions (including C02) 

that exceed HSR and maglev emissions by 200 percent. 

Growth in Overall Benefits 

All of these HSR and maglev social benefits would increase 
by a factor of 1. 75 times any percentage of improvement in 
trip times, whereas ridership revenues to system owners could 
increase by a factor of 2.7. 
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