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The accuracy of simultaneous testing for two or more drugs of abuse is analyzed. Probability theory and drug-testing accuracy concepts applicable to the testing for multiple drugs are reviewed, and these concepts are applied to laboratory proficiency and transportation drug usage data, and accuracy levels are estimated that could occur in transit agency drug testing programs that simultaneously test for five different abused substances. The finding of this analysis is that as the number of drugs tested for increases, the probability that a positive test result is erroneous (the false accusation rate) increases significantly. For example, the false accusation rate when testing for five drugs is about 4 times the false accusation rate when testing for one drug. Therefore, it is suggested that if transit system decision makers wish to obtain certain maximum false accusation rates at their own organizations, they must adapt laboratory sensitivity and specificity rates for the number of drugs actually being tested for.

In U.S. workplaces in general, and in transportation organizations in particular, the testing of job applicants and employees for drugs of abuse continues to play a central role in the battle to eliminate the use of illegal drugs (1-10). However, if drug tests are to be an acceptable method of detecting the use of unlawful substances, they must accurately discriminate between those who are using drugs and those who are not. If the tests are not sensitive enough to identify most of those taking drugs, they will neither discourage drug use nor eliminate abusers from the workforce.

More importantly, the tests must be sufficiently specific to classify most nonusers as such. Otherwise, many who are innocent of drug use will be falsely accused. The U.S. systems of justice and of workplace jurisprudence both require that workers must be presumed innocent of infractions until proved guilty with compelling evidence (11-16). That is, if drug tests are to be an acceptable way of identifying drug users, they must not classify many people who do not abuse drugs as drug users. That is, there should be a low probability that someone who tests positive is a nonuser, which is referred to as a low false accusation rate.

Recently, Barnum and Gleason (17,18) discussed methods by which transit decision makers could set the maximum false accusation rates that would occur in their organizations. Thus, if a decision maker wanted no more than one false positive out of every 1,000 people testing positive, representing a maximum false accusation rate of 0.001, then the methods proposed would permit this goal to be achieved.

This earlier work, consistent with research on testing accuracy (11,19,20), developed accuracy estimates based on formulas that implicitly assume that a single test is conducted for the presence or absence of drugs. That is, they assume that each specimen is subjected to one test, and the results of this test will be positive if drugs are present and negative if drugs are absent. In fact, often multiple tests are conducted simultaneously on a specimen, because different substances are used to identify the presence of each drug of interest.

The purpose of this paper is to examine appropriate procedures for dealing with simultaneous tests for multiple drugs, because it is most typical for transit and other transportation modes to test for five illegal substances. That is, the U.S. Department of Transportation (DOT) mandates that most transportation modes simultaneously test for five illegal drugs: amphetamines, marijuana, cocaine, opiates, and phencyclidine (21). Although urban transit systems are not now covered by such regulations, most already test simultaneously for the same five drugs. Moreover, legislation has been proposed that would require all to do so by law (6).

The procedures discussed incorporate probability concepts that are appropriate under conditions of testing for multiple drugs, and issues are identified that have not been previously considered in the drug testing literature. The procedures may be incorporated into the processes suggested by Barnum and Gleason (17,18) to enable transit decision makers to obtain false accusation rates no greater than the level they find acceptable.

UNDERLYING PROBABILITY THEORY

Under proper drug testing protocol, a specimen is first screened for the presence of a drug. If the specimen tests negative for the drug on the screening test, then no more testing is done and it is assumed that the specimen does not contain the drug. However, if the specimen tests positive for the drug on the screen, then a confirmation test is conducted. If the specimen tests negative for the drug on this confirmation test, then it is assumed that the drug is not present; if it tests positive for the drug on this confirmation test, then it is assumed the drug is present. In other words, if a specimen screens negative, it is assumed to contain no drugs. Likewise, if a specimen screens positive but tests negative on the confirmation, it is assumed to contain no drugs. Only if the specimen tests positive on both the screen and confirmation, is it assumed to contain drugs. It is hereinafter assumed that the preceding protocol always has been used to reach test outcomes.

Carefully note that use of the words “one test” refers to one complete test for one drug, which has screening and confirmation components.
Now, the situation when one test for one drug is being conducted can be reviewed. Excellent detailed descriptions of this process, from differing perspectives, have been provided (11,19,20,22).

When a specimen is tested for a given drug, one of four outcomes must occur. If the drug is not present in the specimen, the specimen may test negative, resulting in a true negative; or it may test positive, resulting in a false positive. Likewise, if the drug is present in the specimen, the specimen may test positive, resulting in a true positive; or it may test negative, resulting in a false negative. These four possible testing outcomes are referred to as individual test outcomes, because they refer to conducting one test of the specimen for one specific drug. (If the specimen is tested for several drugs, as is discussed later in this section, then there will be an individual test outcome for each of the drugs involved. At this point, however, it continues to be assumed that only one drug is being tested for.)

Three measures of drug testing accuracy are used in the health-related professions: sensitivity, specificity, and predictive value. In the following formulas, a positive test result is represented by a + sign, a negative test result is represented by a − sign, a specimen truly containing a drug is represented by a D, and a truly drug-free specimen is represented by an N.

Sensitivity is the probability that a specimen containing a drug will test positive for that drug. Thus, it is the probability of obtaining a true positive. The notation for the probability of a positive test result, given that the specimen contains the drug, is

\[
\text{Sensitivity} = P(+) \mid D).
\]

Specificity is the probability that a specimen not containing a drug will test negative for that drug, or the probability of obtaining a true negative. The notation for the probability of a negative test result, given the specimen does not contain the drug, is

\[
\text{Specificity} = P(−) \mid N).
\]

Thus, sensitivity measures the ability of the test to correctly report the presence of a drug, whereas specificity measures the ability of the test to correctly report the absence of a drug. Ideally, sensitivity and specificity would both be equal to 1.0, meaning that every drugged specimen tests positive and every nondrugged specimen tests negative.

Another important concept, although not used in studies measuring laboratory proficiency, is the predictive value of a test. For drug tests, the positive predictive value is the probability that the drug is present in a specimen, given that the test yielded a positive result for that drug.

Positive predictive value = \(P(D\mid +)\) \hspace{1cm} (3)

For example, if 90 out of every 100 people testing positive for a drug truly have the drug in their specimens, then the positive predictive value of the test would be 0.90. The probability that people with positive test results truly do not have the drug in their specimens would be 0.10. Therefore, if a drug test has a positive predictive value of \(X\), then the probability is \((1 - X)\) that a person testing positive is free of that drug.

Thus, by maximizing the positive predictive value of a test, the probability is minimized that specimens testing positive are actually drug-free. Herein, this probability that specimens testing positive are drug-free is called the false accusation rate. That is,

\[
\text{False accusation rate} = P(\text{N} \mid +) = 1 - \text{Positive predictive value} \hspace{1cm} (4)
\]

This concept is key to determining whether a positive result on a drug test provides sufficient evidence of drug usage. If, for example, positive results on a test are known to be untrue in one out of every 10 cases (that is, the false accusation rate = 0.1), then a positive test probably would not be considered sufficient evidence to accuse a person of drug use. More importantly, if one wishes to protect the innocent from false accusation, then it is the positive predictive value of the test (or, analogously, the false accusation rate) that is of prime concern.

All of these concepts implicitly assume that one test for one drug is being conducted (with that test consisting of two parts when a specimen screens positive). That is, the concepts do not account for the situation where tests for several drugs are being conducted simultaneously. The situation can be extended to the case of testing for more than one drug, a topic that to our knowledge has not been addressed in any other publication.

Consider, therefore, a specimen that will be tested for multiple drugs. It either contains none of these drugs or contains one of them. Although it is easy to extend the theory to cases where more than one drug is present in a specimen, the necessary empirical data to make use of this extension are not available. Luckily, the final results would be little affected by the inclusion of more than one drug in a specimen, so the significance of specimens containing several drugs has little practical implication.

Further, only those cases are considered in which an error in the test for any one drug occurs independently of errors in the tests for any of the other drugs. That is, the errors are mutually independent, so the probability of any error is unrelated to the presence of other errors. More formally, if \(X_i\) represents a false test result for Drug \(i\), then for \(n\) drugs,

\[
P(X_1, X_2, X_3, \ldots, X_n) = P(X_1)P(X_2)P(X_3) \ldots P(X_n) \hspace{1cm} (5)
\]

Thus, systematic errors such as the following are not included in this paper’s analysis: cases where conditions causing specimens to test falsely positive for one drug increase the probability of the specimen’s testing falsely positive for other drugs, and cases where conditions causing specimens to test falsely negative for one drug increase the probability of the specimens testing falsely negative for other drugs. Such systematic errors are important, and would increase the total error rate to a level higher than that caused by mutually independent errors alone; however, examination of systematic and other sources of error are beyond the scope of this paper.
In the multidrug case, a specimen either will contain no drugs or will contain one of the drugs being tested for. If it contains no drugs, one of two outcomes must occur: (1) it will test negative for all of the drugs, or (2) it will test positive for at least one of the drugs.

If the specimen contains one of the drugs of interest, one of four outcomes must occur: (1) the specimen will test positive for the drug it contains and negative for the other drugs, (2) the specimen will test positive for the drug it contains and positive for at least one of the other drugs, (3) the specimen will test negative for the drug it contains and positive for at least one of the other drugs, or (4) the specimen will test negative for all of the drugs. These results, which are presented in Table 1, are discussed in the following paragraphs.

First, consider the case where no drugs are present in the specimen. If it tests negative for all drugs, then there are true individual negatives for each of the drugs and a true group negative for the specimen. If, however, a drug-free specimen tests positive for at least one drug, then there are true individual negatives for drugs that had negative test results, false individual positives for drugs that had positive test results, and consequently a false group positive for the specimen (because the specimen itself will be declared to be positive when indeed it is not).

Now, consider the case where Drug i is present in the specimen, where Drug i could be any one of the substances being tested for. If the specimen tests positive for Drug i and negative for the others, then there is a true individual positive result and several true individual negative results, leading to a true group positive (and a specimen that is declared positive). If the specimen tests negative for all drugs, then there is a false individual negative result and several true individual negative results, leading to a false group negative (and a specimen that is declared negative incorrectly). These outcomes are fairly easy to interpret; the remaining two possibilities are more difficult.

Again assuming Drug i is present, consider the outcome in which the specimen tests positive both for Drug i and at least one of the absent drugs. Here, there is one true individual positive and at least one false individual positive, with the remainder of the outcomes being true individual negatives. The specimen would be declared positive; this outcome is classified as a true group positive, because the specimen indeed tests positive for the drug it contains.

Likewise, consider the outcome in which the specimen tests negative for Drug i and positive for at least one of the absent drugs. There is one false individual negative and at least one false individual positive, with the remainder of the outcomes being true individual negatives. The specimen would be declared positive. This outcome is classified as a true group positive, because a specimen containing a drug tests positive for a drug, even though it is the wrong drug.

<table>
<thead>
<tr>
<th>TRUE SPECIMEN STATE</th>
<th>POSSIBLE TEST OUTCOMES</th>
<th>SPECIMEN CLASSIFICATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Drugs Present</td>
<td>- for all drugs</td>
<td>true group negative</td>
</tr>
<tr>
<td></td>
<td>+ for one or more drugs</td>
<td>false group positive</td>
</tr>
<tr>
<td>Drug i Present</td>
<td>+ for drug i, and</td>
<td>true group positive</td>
</tr>
<tr>
<td></td>
<td>- for absent drugs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+ for drug i, and</td>
<td>true group positive</td>
</tr>
<tr>
<td></td>
<td>+ for one or more</td>
<td></td>
</tr>
<tr>
<td></td>
<td>of absent drugs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- for drug i, and</td>
<td>true group positive</td>
</tr>
<tr>
<td></td>
<td>+ for one or more</td>
<td></td>
</tr>
<tr>
<td></td>
<td>of absent drugs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- for all drugs</td>
<td>false group negative</td>
</tr>
</tbody>
</table>
Note that a multiple-test outcome is classified herein as a true group positive whenever the sample tests positive for the drug it contains, regardless of the classification of the other drugs. The multiple outcome is also classified herein as a true group positive whenever the sample tests falsely negative for the drug it contains and falsely positive for one or more of the other drugs. Others may want to modify these two classifications, as they have more to do with what one believes is justice than with probability concepts. As seen later, however, both of these outcomes have such small probabilities of occurrence that their classification makes little practical difference.

Now, for the multiple drug case the individual probabilities can be developed for each of the six possible identified outcomes. As already noted, only mutually independent events are considered.

First, consider the two possible test outcomes for a specimen that contains no drugs. The probability that this specimen will test negative for all drugs is equal to the probability that it tests negative for the first drug, times the probability that it tests negative for the second drug, times the probability that it tests negative for the third drug, and so on.

Recall that the probability that a sample tests negative for a drug it does not contain, or a true negative, is the individual specificity rate. Assume that the individual specificity rates are equal for all of the drugs, that is, \((\text{individual specificity})_1 = (\text{individual specificity})_2 = \ldots = (\text{individual specificity})_n\). The subscripted numbers identify the drug test to which the specificity applies, that is, the individual specificity of the test for Drug 1, the individual specificity of the test for Drug 2, and so on. The subscript \(\mu\) indicates the mean specificity value for all of the tests. This assumption of equal individual specificities can be written

\[
P(-|N) = P(-|N_1) = \ldots = P(-|N_n) = P(-|N)\mu
\]  

(6)

Of course, specificity may vary by drug. But, because there is no good evidence that individual specificities differ, the insufficient reason approach to decision making suggests that individual specificities be assumed equal.

Now, assume tests are being conducted for \(n\) drugs (which means that \(n\) tests, one for each drug, must be conducted). The probability that the specimen will test negative for all drugs is the individual specificity rate raised to the \(n\)-th power, because all individual specificities are identical, and, as elsewhere, errors are assumed to be random and mutually independent. This parameter is group specificity, as opposed to individual specificity that concerns a test for a single drug. Thus,

**Group Specificity**

\[
[\text{Group Specificity}]_\mu^n = [P(-|N)]^n
\]  

(7)

Consider a case in which the individual specificity for each drug is 0.999 (the individual false positive rate of each test for a drug is 0.001). This value means that for any one of the drugs, out of every 1,000 samples that do not contain that drug, 999 will test negative for that drug and 1 will test positive for that drug. If five different drugs are being tested for, then the group specificity for those five drugs would be \((0.999)^5 = 0.9950\).

Once the group specificity rate (the probability of all negative test results, given that none of the drugs are truly present) is estimated, this value can be used to identify the probability that this drugless sample will test positive for at least one drug. Of course, if the specimen tests positive for even one of the drugs, it will be declared positive. Because the specimen truly does not contain drugs, this result will be incorrect and hence will be a false positive. Because in this case the false positive applies to a specimen that has been tested for several drugs, this event is called a "group false positive."

Recall that the individual false positive probability equals \((1 - \text{individual specificity})\); thus, the group false positive rate equals \((1 - \text{group specificity})\).

For example, recall that in the previous example the group specificity rate for five drugs was 0.9950. The probability that the specimen will test positive for at least one of the five drugs (the group false positive rate) is \((1 - 0.9950) = 0.0050\).

To summarize, the two possible outcomes of a drug test on a truly drug-free specimen have been examined. The specimen can test negative for all of the \(n\) drugs being tested for, or it can test positive for one or more of the \(n\) drugs. The probability that it will test negative for all of the drugs is the group specificity rate, which is simply the mean individual specificity rate of the drugs being tested for, raised to the \(n\)-th power. The probability that the specimen will register at least one positive is the group false positive rate, which is 1 minus the group specificity rate. Finally, the probability that a person will falsely test positive for at least one drug increases as the number of drugs being tested for increases.

Now consider the case of tests for multiple drugs, where the specimen indeed contains one of these drugs. One of four outcomes must occur, as presented in Table 1. In order to develop the probabilities of these four outcomes, it is again necessary to start with the individual sensitivity and specificity rates. As before, on the basis of the principle of insufficient reason, the tests for all drugs are assumed to have identical individual sensitivities and identical individual specificities.

First, consider the case in which a total of \(n\) drugs are being tested for and the specimen correctly tests positive for the drug it contains and negative for the \(n-1\) drugs that it does not contain. The probability of this occurring equals the individual sensitivity rate for the drug in the specimen, times the individual specificity rate for the remaining drugs raised to the \(n-1\) power. That is, in testing for \(n\) drugs, if only Drug \(i\) is in the sample, then the probability of a positive test result on Drug \(i\) and negative test results for the other drugs is

\[
P(+, -|D_i, N_j) = P(+|D_i)\times[P(-|N)]^{n-1}
\]

\[j = 1, 2, \ldots, n; j \neq i]\n
(8)

where +, indicates a positive test result on Drug \(i\), \(D_i\) represents the presence of Drug \(i\) in the specimen, \(N_j\) indicates Drug \(j\) is not present in the specimen, and -, indicates a negative test for Drug \(j\). Note that when a probability has a \(\mu\) for the subscript, then the probability is equal for all drugs, and therefore the particular drug involved is immaterial.
In other words, Group Sensitivity Part One = \((\text{Individual Sensitivity}) \times (\text{Individual Specificity})^{n-1}\). Because all drugs are assumed to have identical true individual sensitivities and identical true individual specificities, the mean values are simply estimated from empirical laboratory proficiency studies, and do not need to be obtained for each drug. The result is only a partial measure of group sensitivity because, as is described later, other events also contribute to total group sensitivity.

Assume, for example, that a specimen is being tested for five drugs, that their individual sensitivities are all 0.9, and that their individual specificities are all 0.999. Assume also that the specimen contains one of the drugs. The Group Sensitivity Part One, or the probability that the sample will test positive for the drug it contains and negative for the four others, is \((0.9) \times (0.999)^4 = 0.8964\).

Second, consider the probability that a specimen containing a drug will test positive for that drug, and will test positive for one or more of the drugs that it does not contain. This probability is the probability that there will be a true positive for the drug that the specimen contains, and at least one false positive for the other drugs. The probability of a true positive for the drug in the specimen will again be the individual sensitivity rate. The probability of at least one false positive for the \(n - 1\) remaining drugs will be 1 minus the probability of obtaining all true negatives, that is, \([1 - (\text{Individual Specificity})^{n-1}]\). Thus,

\[
P(\pm, + \text{on one or more others} | D_0, N_j) = P(+|D_j) \times [1 - P(-|N_j)]^{n-1}\\[j = 1, 2, \ldots, n; j \neq i]
\]

Because this group contains both true and false positives, it cannot unambiguously be classified into either a true or false category. However, because the objective of the test is to identify drug users, and this event does in fact identify a drug user, it is classified as a true group positive result. Hence, Equation 9, as Equation 8, is a partial measure of group sensitivity. The equation can be written in words as Group Sensitivity Part Two = \((\text{Individual Sensitivity}) \times [1 - (\text{Individual Specificity})^{n-1}]\).

Consider, for example, the case of testing for five drugs with the same individual specificity and sensitivity as before. Then the Group Sensitivity Part Two would be \((0.9) \times (1 - 0.999^4) = 0.0036\).

Third, the probability of obtaining a false negative for the drug in the specimen and one or more false positives for the other drugs must be calculated. This probability is the product of two terms: \((1 - \text{Individual Sensitivity})\), and \([1 - (\text{Individual Specificity})^{n-1}]\), that is,

\[
P(\pm, \pm \text{on one or more others} | D_0, N_j) = P(-|D_j) \times [1 - P(-|N_j)]^{n-1}\\[j = 1, 2, \ldots, n; j \neq i]
\]

This event includes false negatives, false positives, and potentially one or more true negatives, making its correct classification even more difficult than the previous one. Again assuming that the main purpose of testing is to identify drug users, and because this result does indeed identify drug users, it will be classified as a true group positive. Because it contributes to total group sensitivity, it can be written in words as Group Sensitivity Part Three = \((1 - \text{Individual Sensitivity}) \times [1 - (\text{Individual Specificity})^{n-1}]\).

Using the same assumptions as previously, the probability of this event is \((0.1) \times (1 - 0.999^4) = 0.0004\).

The total group sensitivity probability is the sum of the probabilities of these three events occurring, or, in other words, the sum of Group Sensitivity Part One, Part Two, and Part Three. That is,

Group Sensitivity = \(P(\text{at least one } + | \text{at least one } D)\)

Note that this definition is consistent with the meaning of individual sensitivity. Just as individual sensitivity is the probability of a positive test result, given a drug is being used, group sensitivity is the probability of one or more positive test results, given that a drug is being used. For the examples given, the probability of a true group positive, or group sensitivity, is \(0.8964 + 0.0036 + 0.0004 = 0.9004\). The formulas for determining group specificity and sensitivity are presented in Table 2.

For completeness, the probability that a specimen with one drug will test negative for all drugs is calculated. This is the probability that there will be a false negative for the drug in question and true negatives for the remaining drugs of interest. The probability of a false negative is one minus the probability of a true positive, or, in other words, one minus the sensitivity rate; and the probability of a true negative is the specificity rate. Thus, the group probability is the probability of a false individual negative, times the probability of a true individual negative raised to the \(n - 1\) power, where \(n\) drugs are being tested for.

\[
P(\pm, \pm \text{on one or more others} | D_0, N_j) = P(-|D_j) \times [P(-|N_j)]^{n-1}\\[j = 1, 2, \ldots, n; j \neq i]
\]

Assume, as before, that the individual sensitivity rate is 0.9, that the individual specificity rate is 0.999, that five drugs are being tested for, and that the specimen contains a drug. Then, the probability that the sample will test negative for that drug and negative for the four others is \((0.1) \times (0.999)^4 = 0.0996\). Given that a drug is in the specimen, four events could occur, so the total probability of these four events must equal 1.0. When this last probability is added to the previous three \((0.0996 + 0.0004)\), the total is indeed 1.0.

Finally, consider the false accusation rate for the multidrug case. On the basis of the classification scheme used herein, the group false accusation rate is the probability of not being on any drug, given one or more positive test results:

Group false accusation rate = \(P(N|\text{at least one } + )\)

\[i = 1, 2, \ldots, n\]
TABLE 2 
FORMULAS FOR COMPUTING GROUP SENSITIVITY AND SPECIFICITY

<table>
<thead>
<tr>
<th>ACCURACY MEASURE</th>
<th>FORMULA</th>
</tr>
</thead>
<tbody>
<tr>
<td>GROUP SPECIFICITY</td>
<td>((\text{Individual Specificity})^n)</td>
</tr>
<tr>
<td>GROUP SENSITIVITY</td>
<td>[\text{Grp Sensitivity I} + \text{Grp Sensitivity II} + \text{Grp Sensitivity III}]</td>
</tr>
</tbody>
</table>

\[
\text{Grp Sensitivity I} = \text{Indiv. Sensitivity} \times (\text{Indiv. Specificity})^{n-1}
\]
\[
\text{Grp Sensitivity II} = \text{Indiv. Sensitivity} \times [1-(\text{Indiv. Specificity})^{n-1}]
\]
\[
\text{Grp Sensitivity III} = [1-(\text{Indiv. Sensitivity})] \times [1-(\text{Indiv. Specificity})^{n-1}]
\]

Note: It is assumed that the tests for all drugs have the same individual specificities, that the tests for all drugs have the same individual sensitivities, and that errors are mutually independent and random.

the number of drugs and the probability of a false positive specimen is illustrated later with transportation data. That is, the theory is used to estimate the potential real-world differences caused by testing for various numbers of drugs.

DRUG ABUSE BY TRANSPORTATION WORKERS

Transportation employee drug use rates vary greatly, depending on such factors as whether the tests are conducted randomly, postaccident, or for cause, and on the basis of such factors as age, gender, the drugs being tested for, and so on. Usually, an organization’s positive rate will be lowest for its random tests and highest for its for-cause testing. Rates tend to be much lower for females, workers over 35, and workers in certain regions of the country. Also, because usage rates have declined over the years, more recent estimates tend to be lower than older ones (23,24).

In order to identify some appropriate ranges for transit properties in the early 1990s, a few recent rates from transit and other transportation organizations are reported. Averages for the transit industry as a whole, or for any particular transit agency or a subset of its employees, may be higher or lower than the rates presented.

Drug usage rates based on the random testing of Class I railroad employees during 1990 have ranged from 0.3 to 10 percent, with an average of 3 to 4 percent, according to the Federal Railroad Administration (25). One urban transit property in an area with very high drug use conducted random testing during January 1990 and found a drug usage rate of 2.7 percent.

Random drug tests of 65,000 current transportation employees during 1990 in a variety of transportation industries by Smith-Kline Beecham Clinical Laboratories showed a positive rate of 3.1 percent. This percentage, according to DOT officials, did not take into account those taking legal prescription drugs or the large variety of legitimate conditions that can result in false positive test results that normally are screened out in medical reviews of the tests. Thus, DOT estimated that the true positive rate was only about half of the 3.1 percent figure, or 1.55 percent (26).

Finally, DOT administered 9,941 tests to its own employees, all but 29 random, between 30 September 1989 and 31 March 1990. Of these, 26 were positive, for an overall rate of 0.26 percent (27). The drug usage rate of DOT employees is probably lower than this. Given that the 29 nonrandom tests were probably tests for cause, and given that DOT’s experience is about half of for-cause tests are positive, about 14 positive results would be expected from the 29 nonrandom tests. This leaves 26 - 14 = 12 positive test results coming from the 9,941 - 29 = 9,912 random tests, for a rate of 12/9,912 = 0.0012, or 0.12 percent.

ACCURACY OF DRUG TESTING

Because of the concerns over whether testing correctly identifies the presence or absence of drugs, a number of laboratory proficiency studies have been conducted. Prepared samples (called “challenges”) are sent to laboratories to determine their testing accuracy. When the laboratories cannot distinguish the challenges from normal specimens received for routine testing, the study is a “blind” one. When the laboratories know which specimens are challenges, the study is called “open.” Herein, the concern is with how laboratories perform under normal operating conditions, so only blind studies are relevant.

Rather than review all laboratory proficiency studies, estimates from a 1988 article published in the Journal of the American Medical Association (JAMA) are used (28). The study on which this article was based is considered to be the most relevant to date, because it is recent, it followed a valid research design, and it truly was a blind study.

A more recent study was conducted by the American Association for Clinical Chemistry (29). This was a well-conducted study, but it was not a truly blind study. Ten per-
percent of the laboratories in this study knew exactly which client would be submitting the challenges. An additional percentage, the magnitude of which was not identified in the article, knew that one of two clients would be submitting the challenges. Thus, although the laboratories did not know precisely which specimens were challenges, many of the laboratories did know precisely which clients would be submitting the challenges. While the study does indicate what the best laboratories in the country can do when they know they are being tested, it does not necessarily indicate what the laboratories might do under routine day-to-day testing of regular specimens from normal clients. Comprehensive discussions of the applicability to transit of other laboratory proficiency studies has been provided by Barnum and Gleason (17,18) and by Allen (30). Those concerned with quality assurance issues and false result rates are referred to these three publications.

On the basis of calculations from data presented for the blind phase of the JAMA laboratory proficiency study (28), the mean individual false positive rate (number of false positives divided by number of negative challenges) was 0.0016, representing findings on the proportion of drugless specimens where drugs were incorrectly reported to be present. (A “negative challenge” is a specimen that does not contain a drug being tested for by the study.) This statistic is an estimate of $P(+|N)$, and is equivalent to a mean individual specificity level of 99.84 percent. There is no evidence that the presence of a false negative for one drug is related to the presence of false positives for the other drugs.

The mean individual false negative rate (number of false negatives divided by number of positive challenges) was 0.3114 in the JAMA study (28). (A “positive challenge” is a specimen that does contain a drug being tested for by the study.) This statistic estimates $P(-|D)$, and reflects a mean individual sensitivity level of 68.86 percent. There is no evidence that the presence of a false negative for one drug is related to the presence of false negatives for other drugs.

Although the 1988 JAMA results (28) are used for illustrative purposes, these accuracy levels are not necessarily the averages one would find in the transit industry or at any given property. Accuracy for the industry as a whole or for an individual property may be higher or lower than the JAMA results. As of July 1991, DOT regulations on drug testing still exclude transit. So, the rigorous uniform standards and National Institute on Drug Abuse (NIDA) laboratory certification procedures that DOT mandates for many transportation modes do not apply to transit agencies, and many properties do not follow such procedures. For example, a 1990 survey of 203 transit agencies from 44 states found that only 70 percent said they always confirmed positive test results, and only 37 percent said that they permitted employees to submit another sample from the original specimen to a laboratory of the employee’s choice in the event of a positive test result (1). Moreover, not all properties use NIDA-certified laboratories (18).

If uniform transit standards eventually were required by DOT, as has been proposed (6), most transit properties would be expected to suffer from much lower false positive and false negative rates than were present in the JAMA study. But, even though DOT procedures often would result in extremely high accuracy, both false positives and false negatives undoubtedly still would occur. These could be the result of random and mutually independent laboratory errors, or could be caused by problems in the chain of custody, systematic laboratory errors, or in the misinterpretation of laboratory results by the medical review officer (MRO). For example, there have been reports of serious divergence between laboratory procedures theoretically required by DOT and actual practice, as discussed in detail in two recent GAO reports (21,31). Moreover, there have been a number of false positives reported. In one such case, an MRO discovered the false result, and the following investigation uncovered a number of other incorrect positives that previously had gone undetected (32). In another report, the false results were only discovered when a worker, removed from his job several months earlier as the result of the test, filed a grievance through his union. The investigation of the grievance showed that the test was in error (33). In this situation also, the uncovering of this one case led to many more that had remained undetected by MROs and had not been challenged by the falsely accused workers. These cases are examples of faulty gas chromatography/mass spectrometry (GC/MS) procedures, and the resulting systematic errors are much easier to discover than the mutually independent laboratory errors that are analyzed here. Although such systematic errors probably represent a very small percentage of the total tests conducted, they show that undetected false positives can and do occur under DOT regulations. Furthermore, although their discussion is beyond the scope of this article, the possibilities for errors beyond the laboratory, caused by factors such as logistic and chain-of-custody problems, are also significant.

Likewise, although DOT wisely included provisions for requiring interpretation of results by MROs in its mandated procedures, and such analyses clearly are very valuable in reducing false positive errors, MRO interpretations are also subject to error (34).

In summary, false positives and false negatives undoubtedly occur under current transit industry practices, and undoubtedly would occur even if the uniform industry procedures were mandated by DOT. The actual laboratory error rates are expected to be much lower if the procedures are subject to DOT regulation, but such errors still would occur. The actual error rates in 1990, a period when the transit industry was not regulated by DOT, may be lower or higher than the ones reported by the JAMA study (28).

Again, JAMA results are used for illustration only, and the results do not necessarily represent the average for the industry as a whole or the results to be expected at any specific transit property. Moreover, no matter how high the mutually independent random error rates actually are, false accusation rates can be lowered to acceptable levels by using sufficient reconfirmations of the results with currently available technology.

FALSE ACCUSATION RATES IN TESTING FOR MULTIPLE DRUGS

Consider the impact on the false accusation rate of testing for from 1 to 10 drugs, in which the drug usage rate for the target workforce is 3.0 percent, and in which the individual specificity and individual sensitivity are based on the JAMA (28) results, as presented in Table 3.
In the first case in the table, one drug is being tested for. As indicated in Column 2, a urine specimen must be in one of two states: either it contains a drug or it contains no drugs. The specimen has a 0.03 probability of being in the first state, equal to 0.022210, and a 0.97 probability of being in the second, as indicated in Column 3. These probabilities imply that 3.0 percent of the target population uses drugs. The next column, Column 4, identifies the probability of the urine specimen's testing positive for the drug when the drug truly is present (0.6886), and when there truly are no drugs in the sample (0.0016). That is, \( P([D|N]) = 0.0016 \), and \( P([D|D]) = 0.6886 \). (The rates in Column 4 are calculated using the formulas in Table 2, and are based on the fact that the false positive rate = 1 - specificity.)

The numbers in Column 5 are the products of the columns in Columns 3 and 4. That is, for the population being tested, the probability that a person truly is on drugs and tests positive for drugs is 0.020658, whereas the probability that a person truly is not on drugs and tests positive for drugs is 0.001552. The sum of these two probabilities, denoted by \( P([+]) \) and equal to 0.022210, is the probability of a positive test result.

Dividing each of the numbers in Column 5 by \( P([+]) \) yields the numbers in Column 6, which are the probabilities of being in the particular states, given a positive test result. Thus, the probability that specimens that test positive will contain a drug is 0.930, meaning the test has a positive predictive value of 93.0 percent. The probability that specimens that test positive will truly contain no drugs is 0.070, meaning the test has a false accusation rate of 7.0 percent. That is, \( P([D|+]) = 0.930 \), and \( P([N|+]) = 0.070 \), with the two probabilities totaling 1.0.

The false accusation rates presented are based on illustrative rates for drug usage, individual sensitivity, and individual specificity, and are not necessarily applicable to any particular transit agency. But, all the illustrative rates are ones that could

<table>
<thead>
<tr>
<th># OF DRUGS TESTED</th>
<th>P(State)</th>
<th>Group Sensitivity, Group False Pos Rate</th>
<th>P(D)*P(S), &amp; P(GFPR)*P(S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Drugs</td>
<td>0.03</td>
<td>0.688600</td>
<td>0.020658</td>
</tr>
<tr>
<td>No Drugs</td>
<td>0.97</td>
<td>0.001600</td>
<td>0.001552</td>
</tr>
<tr>
<td>Total</td>
<td>1.00</td>
<td></td>
<td>0.022210</td>
</tr>
<tr>
<td>2 Drugs</td>
<td>0.03</td>
<td>0.689098</td>
<td>0.020673</td>
</tr>
<tr>
<td>No Drugs</td>
<td>0.97</td>
<td>0.003197</td>
<td>0.003102</td>
</tr>
<tr>
<td>Total</td>
<td>1.00</td>
<td></td>
<td>0.023774</td>
</tr>
<tr>
<td>3 Drugs</td>
<td>0.03</td>
<td>0.689596</td>
<td>0.020688</td>
</tr>
<tr>
<td>No Drugs</td>
<td>0.97</td>
<td>0.004792</td>
<td>0.004649</td>
</tr>
<tr>
<td>Total</td>
<td>1.00</td>
<td></td>
<td>0.025336</td>
</tr>
<tr>
<td>4 Drugs</td>
<td>0.03</td>
<td>0.690092</td>
<td>0.020703</td>
</tr>
<tr>
<td>No Drugs</td>
<td>0.97</td>
<td>0.006385</td>
<td>0.006193</td>
</tr>
<tr>
<td>Total</td>
<td>1.00</td>
<td></td>
<td>0.026896</td>
</tr>
<tr>
<td>5 Drugs</td>
<td>0.03</td>
<td>0.690588</td>
<td>0.020718</td>
</tr>
<tr>
<td>No Drugs</td>
<td>0.97</td>
<td>0.007974</td>
<td>0.007735</td>
</tr>
<tr>
<td>Total</td>
<td>1.00</td>
<td></td>
<td>0.028453</td>
</tr>
<tr>
<td>6 Drugs</td>
<td>0.03</td>
<td>0.691083</td>
<td>0.020732</td>
</tr>
<tr>
<td>No Drugs</td>
<td>0.97</td>
<td>0.009562</td>
<td>0.009275</td>
</tr>
<tr>
<td>Total</td>
<td>1.00</td>
<td></td>
<td>0.030007</td>
</tr>
<tr>
<td>7 Drugs</td>
<td>0.03</td>
<td>0.691578</td>
<td>0.020747</td>
</tr>
<tr>
<td>No Drugs</td>
<td>0.97</td>
<td>0.011146</td>
<td>0.010812</td>
</tr>
<tr>
<td>Total</td>
<td>1.00</td>
<td></td>
<td>0.031559</td>
</tr>
<tr>
<td>8 Drugs</td>
<td>0.03</td>
<td>0.692071</td>
<td>0.020762</td>
</tr>
<tr>
<td>No Drugs</td>
<td>0.97</td>
<td>0.012729</td>
<td>0.012347</td>
</tr>
<tr>
<td>Total</td>
<td>1.00</td>
<td></td>
<td>0.033109</td>
</tr>
<tr>
<td>9 Drugs</td>
<td>0.03</td>
<td>0.692564</td>
<td>0.020777</td>
</tr>
<tr>
<td>No Drugs</td>
<td>0.97</td>
<td>0.014308</td>
<td>0.013879</td>
</tr>
<tr>
<td>Total</td>
<td>1.00</td>
<td></td>
<td>0.034656</td>
</tr>
<tr>
<td>10 Drugs</td>
<td>0.03</td>
<td>0.693056</td>
<td>0.020792</td>
</tr>
<tr>
<td>No Drugs</td>
<td>0.97</td>
<td>0.015885</td>
<td>0.015409</td>
</tr>
<tr>
<td>Total</td>
<td>1.00</td>
<td></td>
<td>0.036200</td>
</tr>
</tbody>
</table>
occur in some circumstances. Because of the extremely serious consequences of false accusations of drug use, an employer would be wise to ensure for itself that such estimated rates, or similar rates, do not apply to its case.

In the first case discussed, as previously noted, it is assumed that only one drug is being tested for, similar to the assumptions that led to all of the outcomes discussed by Barnum and Gleason (17,18). However, the situation changes when the number of drugs being tested for increases. As indicated in Table 3, as the number of drugs tested for increases, the false accusation rate increases. As seen from Column 6, the one-drug false accusation rate of 7.0 percent increases to 27.2 percent (almost 4 times the one-drug rate) when 5 drugs are tested for, and the rate increases to 42.6 percent (over 6 times the one-drug rate) when tests for 10 drugs are involved.

It is easy to lower the false accusation rates to acceptable levels with automatic multiple confirmation testing, as discussed by Barnum and Gleason (17,18), but use of automatic multiple confirmation is not often required. Although employees are sometimes allowed the opportunity to request a second confirmation, the fact that they must request it makes it less likely to occur. The empirical evidence suggests that many falsely accused employees may not request second confirmations (32,33). This fact is not too surprising, because many have been told that the tests are foolproof. And, in many cases, the employees themselves have to pay for the second confirmation. Moreover, sometimes more than two confirmations may be necessary, a circumstance that is not typically provided for.

CONCLUSIONS AND IMPLICATIONS OF THE STUDY

Past research in drug testing accuracy (17,18) has highlighted the importance of identifying the percentage of those testing positive who are not on drugs, herein called the false accusation rate. However, the impact on this rate of the number of different drugs being tested for has never been addressed. As indicated in the examples, the false accusation rate increases at approximately the same rate as the number of drugs being tested for. That is, the false accusation rate for five drugs is about 4 times the false accusation rate for one drug. Because, in the past, false accusation rates have been based on the implicit assumption that one drug is being tested for, the rates presented here have understate the truth.

False accusation rates caused by random and mutually independent errors can be lowered to any desired level by several different means. But, to truly achieve the required rate, it is necessary to consider the number of drugs being tested for.

In order to attain a false accusation rate below some desired maximum when testing for multiple drugs, the following steps must be taken.

1. Determine the maximum false accusation rate that is considered acceptable by the relevant decision makers (including union representatives, if applicable).
2. Estimate the lowest likely rate of drug usage by the workers to be tested.
3. Estimate the highest likely individual false positive and false negative rates for the organization involved.
4. Using the estimated individual false positive and false negative rates, the number of drugs to be tested for, and the pertinent formulas, estimate the group false positive and group false negative rates.
5. Assuming that one test includes a screen and confirmation, and using the expected drug usage rate and the group false positive and false negative rates, estimate the actual false accusation rate.
6. Compare the actual false accusation rate to the maximum acceptable rate. If the latter is higher, the procedure is sufficiently accurate. If the former is higher, the procedure is not sufficiently accurate; either additional confirmations of positive tests must be conducted, individual specificity or sensitivity must be increased, or fewer drugs must be tested for.

This process ensures that false accusations caused by random and mutually independent laboratory errors occur at a lower rate than the desired maximum. It does not address systematic errors or errors occurring outside of the laboratory. These too are important, and could make the total error rate substantially higher, but are beyond the scope of this paper.

In closing, we would like to make a few personal observations. We feel that DOT is working hard to establish rigorous and just testing standards, and the DOT-mandated procedures, once fully implemented, will likely result in substantial improvements in average test accuracy in the transportation modes to which they apply. These error rates can be expected to be substantially lower than those reported by JAMA (28).

In the authors' opinion however, there will never be perfect accuracy in drug testing, and there does not need to be. Some individuals will be falsely accused and convicted under all systems of justice. It is not by chance that both the American legal and workplace jurisprudence systems have identified levels of proof that range from preponderance of evidence, to clear and convincing evidence, to proof beyond a reasonable doubt (with the increasingly higher standards being applied as punishments become more severe). But, even for the most severe punishments, absolutely perfect proof is not required, and it is expected that there will be cases of error. The critical question is not how to avoid false accusations, which is impossible unless everyone is assumed innocent, but how to be sure that the errors that do occur will be at an acceptably low rate. One good way to achieve desired error rates is to control them by methods such as those identified in this paper.
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The authors' conclusion that the false accusation rate (FAR) is an appropriate measure of drug testing accuracy is misleading. According to the authors' definition, the FAR is a function of the sensitivity and specificity of drug testing and the prevalence of drug use in the population being tested. Drug use prevalence does not affect laboratory accuracy. The application of the author's statistical methodologies to workplace drug testing is also based on experience from clinical diagnostic testing, which is not necessarily germane to analytical toxicology. Furthermore, the conclusions are based on an assumption that random testing errors occur at an equal rate for any combination of drugs being tested for. This assumption does not consider the procedures available to control for random errors in an independent serial testing protocol.

The procedures required in National Institute on Drug Abuse (NIDA) certified laboratories control for random laboratory error, in part, by the independent administration of two types of testing methodologies [immunoassay and gas chromatography/mass spectrometry (GC/MS)]. Specimens that are positive on the immunoassay are then tested using a separate aliquot subjected to GC/MS confirmation; it is not simply a continuation of the testing process using the same aliquot. Thus, the assumption that random laboratory error can be determined on the basis of dependent factors in the testing process is unsubstantiated. The authors use the insufficient reason approach to make their assumption that the individual specificity, sensitivity, and predictive value for each drug tested for are equal. In fact, sensitivity, specificity, and predictive values are very different for the various classes of drugs.

Although the authors emphasize that their many assumptions may not apply to DOT-mandated testing conducted in NIDA-certified laboratories, they claim that their conclusions
and recommendations are universally applicable to drug testing in the workplace. This progression is questionable. DOT does not assert that random laboratory errors are impossible. However, current procedures and NIDA laboratory protocols that respond to different sensitivity and specificity rates for individual drugs through controlled cutoff levels; independent serial testing procedures; and internal laboratory controls, standards, and calibration greatly minimize random laboratory error.

The authors discuss false positive rates, FAR values, and false conviction rates (the latter, undefined). False positive rates are based on laboratory findings (i.e., identifying a drug or drug metabolite when it is in fact not present) and are not based on whether or not the individual illicitly used a controlled substance. When a specimen contains an identified drug or metabolite, the determination of whether that metabolite got there as a result of prescribed medication or illicit drug use has no relationship to its being a false positive.

Blind proficiency data from DOT-mandated testing have yet to produce a false positive. There have been reported false negatives. The authors' observation of the lack of published data on the blind proficiency testing program for DOT-mandated testing is valid. The blind proficiency program is not a one-shot research design. It is a programmatic requirement and the only source of information for the results is from the individual employers participating in the ongoing proficiency testing program. There is no evidence to support that employers are withholding information concerning false positive events in the blind proficiency programs. The employers-supplied blind proficiency specimens, the NIDA proficiency testing program, and the laboratories' own internal open and blind proficiency testing programs combine to provide a comprehensive quality control program that monitors laboratory accuracy (and random laboratory error) on an ongoing basis.

Because of the factors discussed by the authors and the findings in the Journal of the American Medical Association (JAMA) articles cited by the authors, DOT and NIDA adopted the rigorous standards and procedures that currently exist in NIDA-certified laboratories. The GAO reports cited by the authors did not explore the issue of laboratory accuracy or random laboratory error. GAO's concern was the implementation of workplace drug testing policies and programs. The analytic framework used in the authors' paper is somewhat inappropriate for viewing the accuracy of a workplace drug testing program. It is more appropriate for use in medical diagnostic work. In medical diagnosis, the positive predictive value (PPV) has an individualistic interpretation (i.e., the probability that an individual has a disease given that they test positive on whatever indicative test is performed). In a medical diagnosis scenario, the prevalence of the disease plays a critical role in interpreting a test result. In assessing drug testing programs, the prevalence of drug use in the population should not necessarily play a role in the accuracy of the testing methodology. This should be done on the basis of the test (analytic process) itself (i.e., the false positive rate or false negative rate).

The FAR is given as the number of false positives divided by the number testing positive. The number testing positive is influenced by the prevalence rate. A larger prevalence rate should, therefore, have a smaller FAR than a program with a small prevalence rate—even though both may have the same number of false positives. The FAR does not therefore present an equitable evaluation across the universe of drug testing programs. Drug use prevalence is thus irrelevant to drug testing methodology accuracy.

False positive rates are derived from laboratory accuracy and reliability and are not affected by drug prevalence or incidence rates. The protection of the individual employee is paramount in any workplace drug testing program and that is why DOT believes that the rigorous procedures and standards imposed on NIDA-certified drug testing laboratories are essential. Hopefully, the transit industry, though not currently required to adopt DOT and NIDA guidelines, will pursue the use of such standards in their nonregulated programs.

Authors' Closure

Dr. Smith's remarks almost entirely concern DOT and NIDA procedures, yet, as she admits, these procedures currently are inapplicable to transit. Moreover, she does not address the topic of our paper: the relationship between the number of drugs tested for and the percentage of people who are falsely accused of drug use. That is, even if everything Dr. Smith said were true, it would have no bearing on transit and no bearing on the accuracy of testing for multiple drugs. Further, her discussion contains many incorrect and misleading statements. Unfortunately, treatment of all these issues is precluded by the text limit placed on our response.

The objective of our paper was to exhibit the impact that testing for several drugs, rather than for one drug, has on the accuracy of the drug-testing process. Because of the way in which sensitivity and specificity have been calculated herebefore, all prior drug testing analyses have implicitly assumed that a specimen was being tested for only one drug. That is, past analyses have failed to take into account the simple laws of probability that prevail in cases in which specimens are tested for several drugs. Our concern was to point out the probabilistic implications of the multiple-drug case, in order that potential problems could be dealt with in the design of accurate testing processes. Our conclusion was that an increase in the number of drugs tested for in a specimen also increases the probability that a given specimen will be falsely classified as positive. Dr. Smith never addresses this conclusion or the discussion justifying it.

Dr. Smith states "DOT does not assert that random laboratory errors are impossible. However, current procedures and NIDA laboratory protocols...greatly minimize random laboratory error." Thus, the discussant acknowledges that random errors can occur. It is notable, however, that DOT's blind proficiency sampling procedure has not been powerful enough to discover any false positives, although false positives have been reported by others (1,p.8).

We agree with Dr. Smith's statement that drug use prevalence does not affect laboratory accuracy—however, we never claimed it did. Our point, in the current paper and in previous papers (2,3), is that sensitivity and specificity rates should not be viewed in the absolute. Rather, the impact of sensitivity and specificity must be viewed from the perspective of their interaction with drug use prevalence rates, as determined by a Bayesian analysis. Clearly, as indicated by the results pro-
vided in our previous paper (2), which deals with the Bayesian concepts, the false accusation rates differ depending on prevalence of drug use. That is, for given sensitivity and specificity levels, the false accusation rate will be higher in groups with low drug use prevalence than in high-prevalence groups.

By focusing on laboratory error rates, Dr. Smith misses the critical point. Laboratory accuracy is only a means to an end, the end being to avoid false accusations. For example, the fact that a laboratory reports only one false positive out of every million drug-free samples is completely irrelevant if this still results in 9 out of every 10 positives being false accusations. A given laboratory accuracy level may result in very high or very low false accusation rates. It is important to start with acceptable false accusation rates and work backwards to the laboratory accuracy levels required for each target group. Our effort has been to suggest procedures to identify the potential impact of random errors on various target groups, and to suggest processes to deal with these potential errors.

We appreciate Dr. Smith's discussion, and the opportunity it has given us to reemphasize these issues.
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