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Foreword

The papers in this Record provide a cross section of current research and applications in
transportation systems planning and administration. They cover the issues of taxation, finance,
and pricing; transportation planning applications; transportation data and information sys-
tems; strategic management; transportation economics; transportation programming, plan-
ning, and evaluation; recruitment, retention, and training of the transportation professionals;
and transportation and land development.

The papers about taxation, finance, and planning include a discussion of various taxation
issues; a taxation model for road vehicles in Saudi Arabia, parking tax legisiation that was
promulgated in the State of Washington to assist local government to raise revenue and also
to provide them with a local transportation demand management tool, and a sales tax program
that was successfully implemented in San Diego after the regional plan identified potential
revenue shortfalls. Other papers discuss a model for forecasting transportation program cash
flow, public/private and intergovernmental partnerships, collecting overdue municipal vehicle
license fees, price effects of road and other impacts fees on urban land, and multimodal
financial planning from a regional perspective.

The papers on transportation planning include discussions on corridor traffic parking,
temporal stability of trip generation rates, impacts of zonal reconfiguration on travel demand
forecasts, estimating highway needs for the year 2005, and cordon line highway survey design
and implementation.

The next group on transportation data and information systems includes papers on traffic
volume statistics, one from a historical perspective. Another paper discusses the results of
survey of traffic monitoring within a state and nationally that led to establishment of man-
datory traffic data standards. The other papers look at the application of geographic infor-
mation systems at the state and local level.

Strategic management is the focus of the next group of papers. Two papers are an assessment
of alternatives and guidelines for automation of information management and processing for
state departments of transportation. The third discusses linking strategic planning and budg-
eting for state departments of transportation.

Transportation economics includes papers on the following topics: methodology for esti-
mating road damage costs resulting from a rail branch line abandonment; economic evaluation
of toll plaza operations; a quantitative method for road investment policy analysis, roadway
congestion in major urban areas; highway district and economic sector employment effects
of transportation expenditures; impact of pavement performance consideration on economic
evaluation of pavement strategies; and employment and income impact of expenditures for
bypass, loop, and radical highway improvements.

The next papers are on transportation programming, planning, and evaluation. Two papers
focus on telecommuting, one defining telecommuting, the second looking at the travel be-
havior impact of telecommuting following the San Francisco Earthquake. Two papers look
at the planning and planning network design aspects of national highways system in the U.S.
and Finland. One study discusses computerized methodology for highway deficiency and
project development studies. The next paper in this section focuses on the transportation
decision making process in Portland, Oregon. Two papers focus on innovative approaches
on multimodal transportation and marketing of transportation from a state perspective (Min-
nesota). The last paper in this section summarizes the result of an effort to assess the present
state of intelligent vehicle-highway systems technology and the prospects for its future de-
velopment in the United States.

Recruitment and retention of transportation professionals is the focus of the next group
of papers. Two papers specifically focus on attracting women and minorities to the trans-
portation profession. One paper focuses on an innovative approach to continuing transpor-
tation education in Florida. Other papers discuss transportation planning and engineering

xi



xii

for post-graduate studies in a small developing country, training needs for engineers, a
university perspective, and the development of a balanced transportation research program
at the University of Minnesota.

The final group of papers on transportation and land development includes four papers
discussing jobs, housing balance and whether or not it is an effective solution for traffic
congestion, and air pollution concerns; transportation roles in site selection for manufacturers
relocation in North Carolina; traffic calming by balancing and integrating land uses, giving
priority to environmentally preferable modes of travel and reducing vehicle density where
there is high population density; and evaluation of transportation demand management pro-
grams at residential developments.
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Financial Dynamics: A Model for
Forecasting Transportation Program

Cash Flow

W. M. HiLLIARD

A process and computer model for forecasting transportation
program cash flow are described. The differences between finan-
cial management on an accrual or encumbrance basis and full
cash flow management are briefly discussed. The need for a com-
prehensive yet compact and flexible process for relating all aspects
of an organization’s financing is addressed. The financial overview
framework used by the Florida Department of Transportation,
called the Program Plan Model, is described. The logic used to
define categories and subcategories for program planning and
cash flow forecasting is explained. The cash flow model is de-
scribed, and its inputs, outputs, and variables are explained. Vari-
ables in the model, which include flow rates or payout rates,
participation ratios, and receivables, are described. The process
for calibration of the model and its reconciliation to a short-term
forecast and actuals from previous years is explained. Model out-
puts, including menu-driven charts as well as printed tables con-
taining all inputs, variables, and results, are outlined. A summary
of selected graphical output is included. Reports for tracking and
monitoring are described, and use of the model for district and
resource planning is briefly discussed.

Most state departments of transportation do not operate on
a full cash flow basis. Typically, annual authority for con-
tractual commitments and expenditures is appropriated by
state legislatures on the basis of forecasts prepared by a central
state authority. Case flow management, if practiced, is per-
formed by the central state authority for a combination of all
state programs. In states that have a trust fund for transpor-
tation, cash to cover outstanding obligations may be on de-
posit in a central state account. In most cases, the cash is used
in other programs, as is done with the National Transportation
Trust Fund. These deposits can total as much as 1 to 3 years
of revenues. Even though these funds may earn interest, the
time between collection of transportation taxes and their ap-
plication to transportation needs is delayed, resulting in an
opportunity cost to society. Full cash flow management, as
practiced by the Florida Department of Transportation
(FDOT), attempts to minimize the amount on deposit in
transportation trust funds by making contractual commit-
ments against future revenues, thus drawing down the cash
on deposit awaiting payout.

Financial management in a full cash flow environment is
substantially different from the more common accrual or en-
cumbrance environment practiced by most government agen-

Office of Management and Budget, Florida Department of Trans-
portation, 605 Suwannee Street, Tallahassee, Fla. 32302. Current
affiliation: W. M. Hilliard & Associates, Inc., 451 East Van Buren
Street, P.O. Box 3421, Tallahassee, Fla. 32315.

cies (). The critical time frame is shifted from the present,
for which data are known and reliable (e.g., revenue on hand,
existing cash balance, etc.), to a time possibly years in the
future, for which only projected values of these parameters
are available. Financial control must shift from a static situ-
ation to a dynamic, less predictable one. The financial man-
agement task is broadened from one that involves primarily
accounting to one that must use the forecasts and judgment
of economists, engineers, production managers, and others.
Additional risks are unquestionably involved, but the re-
wards, which may be 1 or more years of a transportation
product without an increase in taxes, outweigh these risks.

Balancing commitments so that future cash flows equal
available revenues without overcommitting (which would re-
sult in cash shortages) or undercommitting (which would re-
sult in high cash balances) requires a process that accurately
relates future work programs to future cash flows. Because
few government agencies practice full cash flow management,
little information is available on the techniques used. Most
forecasting work has focused on individual project forecasting
or the cash flow projection of isolated components of an over-
all transportation program. A process is needed that incor-
porates all financial activity of an organization in a condensed,
comprehensive way, yet simplifies and aggregates the abun-
dant financial data to give top management a reliable “big
picture” view of transportation finance. Such a model is de-
scribed along with the process used by FDOT to develop work
programs of transportation projects that will result in mini-
mum, but adequate, cash balances in the trust fund while
ensuring that transportation taxes are put to work in the form
of transportation facilities at the earliest possible time.

PROGRAM PLAN CASH FLOW MODEL

The Program Plan Cash Flow Model (2) is a personal com-
puter (PC)—based spreadsheet model used by FDOT to an-
alyze proposed multiyear program plans to determine their
cash impact on the state transportation fund and other funds.
Introduced by FDOT in 1985, the model was abandoned dur-
ing a period of extensive accounting system and management
change. Cash flow problems that began in 1988 resulted in a
critical audit by the state auditor general early in 1989 (3).
Two studies, one commissioned by FDOT and another by the
Florida Transportation Commission, resulted in reports (4,5)
that recommended actions to correct accounting and systems



problems and reinforced the need to restore a process relating
proposed work programs to future cash flows and the ac-
counting systems.

The FDOT Program Plan Model, which evolved from the
original model and the recommendations of the two studies,
is simple in design. It consists of planned program data, for-
mulas for cash-flowing these data, flow rates (variables), fund
participation rates (variables), summary schedules, graphics,
and printed output showing key elements of financial analysis.
These components are arrayed in a spreadsheet format with
menus to transfer from one part of the spreadsheet to another.
By introducing new or changed program plan, budget, flow
rate, or participation ratio data, the user can determine the
impact of any proposed scenario on cash, commitments, fed-
eral participation, federal matching, or other factors. The
results can be viewed on graphs and printed in a set of tables
and schedules.

PROGRAM PLAN

The FDOT program plan is a listing of major activities in
categories corresponding to major program areas that are
compatible with the way operating management views plans
and tracks resources. The categories are grouped into four
major areas, as follows:

1. Product: A product is anything a citizen can ride on,
feel, or use for transportation purposes (e.g., concrete, steel,
asphalt, earth, and rights-of-way). In the case of grants to
other agencies (such as grants for public transportation), the
product is the amount of the grant.

2. Product Support: Product support activities are those
directly related to and in support of the production of a prod-
uct, for example, planning, design engineering, engineering
inspection, and work in support of the acquisition of rights-
of-way, as well as some work that indirectly supports the
production or improvement of the product, such as research
and materials testing.

3. Operations and Maintenance: Operations and mainte-
nance activities are those relating to operating or maintaining
existing systems (i.e., product). This category includes routine
maintenance, traffic operations, toll operations, and weight
law enforcement.

4. Administration: Administration includes those activities
that support the total organization and do not fall logically
into the other three categories. Included are top management,
personnel, legal, the comptroller’s office, purchasing, and
similar functions in the district and central office, as well as
housing (offices) for these functions.

A summary of a typical program plan is presented in Table
1. The operations in the “Other” category are already in-
cluded in the first four categories; because of state budgeting
practice, these functions are repeated to highlight them. The
“Total Budget” line thus contains a double counting of these
functions but is the total that agrees with state budget reports.
The “Total Program” lines are the real-dollar totals used in
cash flow analysis.

The subcategories may vary and should group activities into
areas of interest or concern to operating managers. These
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categories do not appear in legislative budgets or accounting
reports, nor do they reflect organizational arrangements. In
Florida, government budgets and accounting reports are de-
signed for legislators and auditors and do not present data in
forms that are the most useful to operating management, at
least in transportation. Data presented in formats for oper-
ating management must be easy to translate into the formats
required by legislators, budgeters, and auditors.

Summary Reports

It is essential that a condensed, one-sheet representation of
all actual and planned program and budget activities be de-
signed and used in this process. There is no limit to the amount
of detailed data, and supplementary reports, that can be in-
cluded. An overview capability allows management to take
the big-picture approach and fosters identification of financial
activities and problems in order of relative importance to the
bottom line. Many organizations experience difficulty or fail-
ure because management cannot see the “forest for the trees”
with the reports that are made available to them.

The summary reports of an organization’s plans must con-
tain all proposed and actual financial data relating to all ac-
tivities. The bottom line for such reports should be the total
budget or program in the same terms as those used by other
agencies to measure the activity of the agency. For FDOT,
the bottom line for the program plan is the total FDOT budget.

The act of producing summary reports and overviews that
cover all activity of the agency in a closed system helps in
finding errors and omissions, promotes uniformity in terms
and definitions, encourages organizational cooperation, and,
if used consistently over time, enhances familiarity and under-
standing of the reports and, thus, the organization and its
business.

Segregation by Work Category

Once a program plan is prepared, it is then arrayed by ap-
propriate work and fund categories. The work categories de-
pend on the areas of interest to management, areas of pro-
gram emphasis by the legislature and others, and areas of
budget and management control, as well as the variation in
cash flow characteristics of each program. For example, re-
surfacing work normally does not require extensive engi-
neering, earthwork, or other activities associated with heavy
construction (such as the building of interchanges). The time
required between the commitment or contract letting of a
resurfacing project and its completion (and thus the rate of
contract payout) is much faster than more complex work, and
the cash flow pattern is substantially different. Resurfacing,
therefore, is segregated in the program plan, and separate
cash flow rates or flow models would be used for that program.
The individual phases of specific projects (such as engineer-
ing, right-of-way, and construction) will be cash-flowed in
separate program groups similar to the way large programs
of projects are actually managed (as opposed to individual
project management). The combination of phases for specific
projects for project management or other purposes can be
obtained from the short-term systems or from a project sched-
uling system independent of the aggregate cash forecasting
system. The work categories will vary depending on these
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TABLE 1 PROGRAM AND RESOURCE PLAN SUMMARY

TENTRLF
04-dan-90 FLORIDA DEPARTMENT OF TRANSPORTATION (1,1
02:10 PN 1990 PROGRAM AND RESOURCE PLAN SUMHARY 4 DEC 89

TENTATIVE WORK PROGRAM
FISCAL YEARS 1990/91 THROUGH 1998/99

FISCAL YEARS 1990/91 10 1998/9%

(NILLIONS OF $)
COMM. CURRENTESSSSSBSSOS0B0REsesoretssingsesntonss 5 YR SS08800Rss08000nsseatntssssassss 4-YEAR 10-VEAR

PRDGRAN AREAS BB/BY 89/90 90/91 91/92 92/93 93/94 94/95 TOTAL 95/% 96/97 97/98 98/99  SUB-TOT TOTAL

1. PRODUCY 738.0 1136.7 1187.2 1371.2 896,01 B839.1 928.2 5221.8 943.1 1032.2 1050.1 1073.1 4098.5 10457.0
A Express. Const 345.4 229.0 195.2 548.2 195.2 175.1 18L.3 1295.0 264.0 2720 281.0 290.0 1107.0 2431.0
B. Arterial Hwys. 115.6 157.8 208.6 196.8 192.3 175.8 193.8 967.3 126.1 124.9 138.2 138.2 527.4 14525
C. Right OF Way 26,4 422.0 408,5 314.5 129.5  92.8 112.0 1057.3 1501 148.5 151.7 135.7 607.0 2084.3
D. Aviation 3.5 44.8 435 #.B 45.2 ke 1 479 221,50 507 32,3 SRR 55,6 2125 4848
E. Transit 24,7 22.8 40.0 3.8 23.8 25,1 25.7 48,4 360 38,0 38.0 380 152.0 3.2
F. Rail 50.6 45.2 40.6 39.5 4.5 541 57.6 2483 451 45,0 6.7 5.0 01,8 3953
6. Satety 13.9 10,7 19,6 10 125 (0.8 140 479 17.0  17.0  17.0 17.0  4B.0  l4bid
H. Resurface/Rehab 34,7 55.0 154.7 115.4 130.8 149.6 226.3 7968 1641 2448 259.4 259.4 921.7 1779.5
I, Bridge 92,2 149.4 76,5 7.2 1123 B1.7 9.6 AL3.3  B7.0  B9.7 104.2 114.2 3951 957.8

I1. PRODUCT SUPPORT 316.9 271.2 386.4 323.8 270.2 287.1 298.9 15k6.4  300.6 311, 323.0 337.1 1272.5 3M10.1
A. Prel. Eng, 147,1 103.0 139.3 111.8 114.0 120.4 123.2 608.7  98.6 103.0 108.6 114.0 424.2 1135.9
B. Const Eng Insp. 4.0 72,5 63.8 9.3 8.8 67,7 73.2 A8 78.6 BN 82,7 86T 329.1  736.4
C. R/W Support 41,1 467 130.0 4.8 39.2 37,9 351 307.0 5.5 524 530 554 22,3  5e6.0
D. Material & Res. 28,2 244 25.% 21,3 2.6 30.0 32,3 1441 35.0 366 3B.2  39.9 1497 318.2
E. Planning 21,4 8.8 20,5 2.4 22,0 23.1 2.7 M%7 8.1 295 30.8 3.9 1193  25L.8
F. Pub. Trans Oper. 31 5.8 &Y 2 7.6 8.0 8.4 38.1 8.8 9.2 9.7 10,2 319 B8t.8

111, OPERAT.& MAINT. 263.4 2415 273.0 288.6 303.0 318.7 3346 1517.9 353.0 370.4 386.9 40B.4 1520.7 3280.1
A. Routine Maint. 170.4 159.4 176.5 189.2 198.7 208.7 219.2 9923 231.2 2427 254.9 247.6 996.4 2148.1
B. Traffic Eng. 10.9 10,8 10,1 9.7 102 10.5 10.% 514 12.2 12,8 134 41 525 1147
C. Toll Oper. 73.6 619 75,7 8.3 823 87.1 915 M50 95.9 100,6 105.6 110.9 413.0  B90.0
D.Motor Carrier Cosp. 8.5 9.4 10,7 1.2 1.8 124 13.0 5%.1 137 W43 150 158 9B.B8 1273

IV, ADMINISTRATION 51,4 58.7 458 69.3 723 75.4 BA4 3472 895 936 95.2 95 3778 BOS.Y
A. Adein. 4,0 53.9 46L2 643 6.3 70.4 79.4 3A2,6 B4.5 BB 90.2 95 3578 TSA3
B. Fixed Capital 7.4 48 &b 5.0 5.0 3.0 5.0 246 3.0 5.0 5.0 5.0 20,0 49.4

TOTAL PROGRAN 1369.7 1708.1 1912.4 2052.9 1541.6 1520.3 1646.1 B673.3 1686.2 1808.0 1857.2 1918.1 7269.3 174650.9

BRIRCE swanzy ZBT:

V. OTHER 94.1 107.1 108.0 127.5 131.2 135.0 139.1 640.8 143.9 148.4 153.0 137.9 603.2 135i.1
A. Dep.Data Ctr. 13,1 12,2 142 W9 157 165 17,3 786 1.3 19.2 0 2001 2.1 7B.7 169.5
B. CME 52,2 45.9 50.8 57.6  60.5 635 6.8 299.2 70.6 742 7.9 BL.B 304D b49.8
C. Non-Oper. Trnfs. 28,8 935.¢ 550 G§5.0 550 55.0 9550 275.0 550 5.0 5.0 55.0 220,0  §50.0
D. Dffset-Pay Pack 0.0 -b6.0 -12.0 0.0 0.0 0.0 0.0 -12.0 0.0 0.0 0.0 0.0 0.0 -16.0

TOTAL BUDGET 1463.8 1815.2 2020.4 2180.4 1472.8 1655.3 1785.2 9314.1 1830.1 1956.4 2010.2 2076.0 7872,7 1%002.0

factors. Sometimes trial-and-error methods are required to
find the appropriate categories and flow rates that will result
in an accurate cash flow projection. The program categories
and subcategories used in the FDOT model are presented in
Table 2.

Segregation by Fund Category

The defined categories must then be segregated by fund. In
a leveraged financial system that has more than one paying
fund, it is not enough to know the total payout associated
with a particular program. The extent of participation by each

contributing fund source must also be revealed. The fund
categories currently used are presented in Table 2.

Once a summary report covering all activity of the orga-
nization is available, a cash flow of each of the items included
will yield a cash flow report. It is presumed, of course, that
no business is conducted and no money is paid on activities
not included in the program plan.

CASH FLOW MODEL

Operational use of the model to prepare a financially feasible
program plan involves the following steps:
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TABLE 2 PROGRAM, FUND, AND CASH FLOW CATEGORIES

PROGRAM CATEGORIES AND SUBCATEGORIES:
PRODUCT:

CNST Construction

TOPS Traffic Operations

PREV Preservation (Resurfacing)

BRDG Bridge

ROW  Right-of-Way

PTO  Public Transportation Operations

TRTF Toll Facilities Revolving Trust Fund

2080  Special Local Gov’t program

EDEV State Economic Development Program
SUPPORT:

PEIL Preliminary Engincering (In-house)

PEC  Preliminary Engineering (Consultant)

CEIl  Construction Engineering and Inspection (In-house)

CEIC Construction Engineering and Inspection (Consultant)

RWII  Right-of-Way Support (In-house)

RWO Right-of-Way Support (Consultant)

M&R  Materials and Research

PLAN Planning

PTOO Public Transportation Operations Support
MAINTENANCE AND OPERATIONS:

RMNT Routine Maintenance

TE Traffic Engineering

TOLO Toll Operations

MCC  Motor Carrier Compliance
ADMINISTRATION:

ADMN Administration

FCO  Fixed Capital Outlay

PROGRAM CATEGORIES AND SUBCATEGORIES:
PRODUCT:

CNST Construction =

TOPS Traffic Operations

PREV Preservation (Resurfacing)

BRDG Bridge

ROW  Right-of-Way

PTO  Public Transportation Operations

TRTF Toll Facilities Revolving Trust Fund

2080  Special Local Gov’t program

EDEV State Economic Development Program
SUPPORT:

PEI Preliminary Engineering (In-house)

PEC  Preliminary Engineering (Consultant)

CEIl  Construction Engineering and Inspection (In-house)

CEIC  Construction Engineering and Inspection (Consultant)

RWII  Right-of-Way Support (In-house)

RWO Right-of-Way Support (Consultant)

M&R  Materials and Research

PLAN Planning

PTOO Public Transportation Operations Support
MAINTENANCE AND OPERATIONS:

RMNT Routine Maintenance

TE Traffic Engineering

TOLO Toll Operations

MCC Motor Carrier Compliance
ADMINISTRATION:

ADMN Administration

FCO  Fixed Capital Outlay

FUNDS:
LACI Interstate, Advanced Const Int
IR,ACIR Interstate Rehab, AC Int Rehab
O.F.A. Other Federal Aid
100% FED 100% Federal Financing
100% STATE 100% State Financing
TURNPIKE Financed with Turnpike Bonds

TOLL,LOC,0OTHER Toll, Local, or other financing

BOND Bond Financed (not Turnpike)

above with"/ROW"  Indicates funds for Right-of-way

CSX CSX Railroad Corridor Purchase
CASH FLOW CATEGORIES:

Federal Aid Interstate Construction
Other Federal Aid Construction

Federal Aid Preservation and Traffic Operations
Federal Aid Bridge Construction

Federal Aid Rights-of-Way

Consultants

State Construction

State Preservation and Traffic Operations
State Bridge Construction

Other Construction

State Rights-of Way

Public Transportation Operations

Budget - Flow in Year of Commitment
Other - Special Cash Flow Situations

FUNDS:
I,ACI Interstate, Advanced Const Int
IR,ACIR Tnterstate Rehab, AC Int Rehab
O.F.A. Other Federal Aid
100% FED 100% Federal Financing
100% STATE 100% State Financing
TURNPIKE Financed with Turnpike Bonds

TOLL,LOC,0THER Toll, Local, or other financing
BOND Bond Financed (not Turnpike)

above with"/ROW"  Indicates funds for Right-of-way
CSX CSX Railroad Corridor Purchase

CASH FLOW CATEGORIES:
Federal Aid Interstate Construction
Other Federal Aid Construction
Federal Aid Preservation and Traffic Operations
Federal Aid Bridge Construction
Federal Aid Rights-of-Way
Consultants
State Construction
State Preservation and Traffic Operations
State Bridge Construction
Other Construction
State Rights-of Way
Public Transportation Operations
Budget - Flow in Year of Commitment
Other - Special Cash Flow Situations

® Preparing a proposed program plan using separate
spreadsheet software;

@ Loading this program plan into the model, which is de-
signed to accept the data through file combination functions;

® Observing resulting cash flow and other financial results;
and

@ Making adjustments to proposed program, fund, or other
variables in an interactive process using summary graphics
and charts for interpreting interim results until a satisfactory
financial balance is achieved.

The Program Plan Model is a PC-based spreadsheet model
that uses the program plan as a data base for amounts to be
flowed. By using an aggregate approach not tied to specific
projects, the Program Plan Model can be used in developing
the program plan at a time when projects are not yet defined.
This aggregate approach lacks the detail of a near-term,
project-oriented model; however, a near-term model is de-
veloped using the Interactive Financial Planning System (IFPS)
for projects that are under way. The results are reconciled to
the aggregate model to ensure that planned programs are
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linked to accounting system data. Both models are balanced
to produce the same result in the near term.

The long-term model is easy to use on a PC and is ex-
portable to district offices or other units that want or need to
be involved. Program plan proposals can be analyzed in min-
utes, thus ensuring that program decisions are based on good
financial information.

MODEL VARIABLES
Flow Rates

Once the categories are established and balanced to the pro-
gram plan, each commitment in the plan is cash-flowed using
formulas that attempt to estimate the payout that will result
from annual commitments of the category type. The payouts
are represented in the formulas as a percentage of the total
annual commitment that would pay out in the year of com-
mitment and each subsequent year until the full amount is
flowed. The following is a typical flow formula:

Year Payout (%)
1 20
2 50
3 25
4 5
Total 100

Note that these formulas attempt to flow the total dollar
volume of a class of projects that might be committed in a
year. Neither the number nor the specifics of projects are
known; this knowledge is not needed to predict total cash
flow successfully. A program that contains thousands of proj-
ects can be cash-flowed in the aggregate using this simple
function for each group of projects to yield an acceptable
bottom line result.

Much of the work that has been done on transportation
cash flow has focused on the development of flow models for
individual projects (6,7). However, when dealing with pro-
grams involving thousands of individual projects with varying

Payout By Year

1988 89 90 91 92

23

payout characteristics, the payout model for individual proj-
ects becomes irrelevant and only the start and stop times and
total cost for each project are needed. This aggregate ap-
proach, in addition to being satisfactory from the standpoint
of results, greatly reduces the data and processing time re-
quired to analyze specific scenarios. Also, factors other than
the payout pattern of individual projects, such as participation
ratios and receivables, may dominate the cash flow. Use of
the model focuses attention on these factors. What may seem
intuitively important at the beginning is often overshadowed
by factors whose importance is not evident except through
aggregate modeling.

Flow rates for past years can be derived from actual flow
data in the process of developing and calibrating the model.
Future rates can then be estimated on the basis of history as
well as on planned policy actions that may affect the progress
of programs. Budget or cash items are assumed to pay out in
the year of commitment. A variables table in the model con-
sists of a set of ratios, similar to those in the typical formula
presented, for each of the cash flow categories presented in
Table 2. A pictorial representation of the flow rates by year
for one class of project—Interstate construction—is shown
in Figure 1. Note that the rates vary slightly from year to year
but that, overall, changes are gradual and can be related to
specific payout history or projections of program commitment
rates. In addition, separate rates for existing commitments
for each category are included as variables. A method for
tracking and adjusting rates on a continuing basis is a nec-
essary part of the cash flow process.

Participation Ratios

Participation ratios are a set of factors for each year that
estimate the extent to which federal funds will be used to
finance a class of transportation projects. In the FDOT model,
the classes used are (a) construction and (b) all other work,
including planning, engineering, and right-of-way acquisition.
These classes are used because of similar participation history

94 95 9 97 98 99

Fiscal Year End June 30

- Year1

3 Year 2

RS Years N\ Year 4

FIGURE 1 Flow rates (commitment payout) for Interstate construction.



and reporting practice. More recent versions of the model
have refined the categories to isolate right-of-way and prelim-
inary engineering.

Although the program plan is based on the year of com-
mitment for product categories, participation rates refer to
the ratios in effect at time of payment rather than commitment
so that the latest available information concerning partici-
pation can be used and unplanned participation changes can
be introduced into the analysis. The ratios are derived from
studies of federal programming activity and current federal
reimbursement experience and then input to the model. The
monitoring, analysis, and management control of participa-
tion rates must be an integral part of the cash flow and
financial planning process.

Federal Receivables

The model uses a federal aid receivables table that estimates,
for each year, the amount of any federal participation that
may be owed but for various reasons will not be collected.
The extent of federal funds in the transportation budget re-
quires that any fluctuation in the receivables balance be taken
into account in the cash flow analysis. Any change in the
balance, whether because of normal processing delay, a change
in the level of those billings for which reimbursement is de-
layed or denied, or failure to submit reimbursement paper-
work in a timely manner, must be estimated annually and
introduced into the table. Further, any planned reductions to
this balance must be accompanied by management action to
cause the reduction to occur. Because the receivables balance
can fluctuate by tens of millions of dollars in any year, this
factor can easily overshadow many other elements of cash
flow. Proper management of the receivables balance is an
essential part of cash flow management.

MODEL CALIBRATION AND RECONCILIATION

The Program Plan Model was calibrated to actuals by re-
quiring that the predicted payout in the various forecasting

TRANSPORTATION RESEARCH RECORD 1305

categories match the actual payout in those same categories
for FY 1987-1988 and FY 1988-1989. The model began on
June 30, 1987, with outstanding commitments in all cate-
gories. Flow rates for existing commitments were included as
a variable. Actual commitments for the 2—year period were
entered in the program plan, and new commitments were
taken from the plan. Matching ratios for the 2 years were
estimated. Existing and new commitment flow rates and par-
ticipation ratios were then adjusted so that the projected cash
flow by category was sufficiently close to actuals. The most
recent version compared actual and projected cash flows to
within 5 percent for any line item category that constituted
0.5 percent or more of total expenditures for the year.

In addition to calibrating the model for 2 years of actuals,
the detailed, project-oriented, near-term model is compared
with the long-term model for the 36-month period of the near-
term forecast and calibrated to the same accuracy. The Pro-
gram Plan Model can virtually duplicate actual cash flows and
the cash flows projected by the more detailed near-term model.
Program plans can then be developed using the long-term
model and its gaming capabilities with assurance that a more
refined analysis (the near-term model) would yield the same
result.

MODEL OUTPUTS

Output from the model includes menu-selected graphics and
printed schedules. Graphics provided in the basic model in-
clude the following:

@ Cash flow charts;

e Commitments (total and by fund);

@ QOutstanding (unliquidated) commitments; and

® Federal aid receivables, payments, receipts, and matching
revenues and expenditures.

Typical graphical output is shown in Figures 2 through 4.
Figure 2 shows the overall cash balance of the State Trans-
portation Trust Fund (STTF) by fiscal year compared with

Millions of Dollars

1987 88 89 20 91

92

93 94 95 9% 97 98 99

Fiscal Year End June 30

FIGURE 2 STTF cash flow.
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FIGURE 4 Revenues and expenditures.

the short-term forecast (IFPS) and a target cash balance set
of 10 percent of outstanding commitments. The target balance
is set to coincide with the end-of-year balance produced by
the monthly short-term model. The graph in Figure 2 shows
the result after imbalances have been corrected through in-
teractive gaming. Figure 3 shows outstanding balances for
various fund combinations, and Figure 4 shows a summary of
overall revenues and expenditures.

The complete printed output of the model detailing the
program input, cash flows, and summaries and balance checks,
as well as other revenue and finance assumptions, consists of
seven double-sized pages of computer output and provides a
complete record of any particular scenario for analysis or
recording. Included are the following:

® Program plan and cash flows,
® Variables,

e Commitment and cash flow summaries,
® STTF cash flow summary, and
@ Reconciliation.

Other graphs and schedules for cross-checking totals and
detailing federal aid, outstanding balances, and so forth are
included in the printed output. Other tables and summaries
may be developed as required.

MODEL DYNAMICS

The dynamics of interactive gaming to adjust programs, flow
rates, matching ratios, and other variables to achieve a bal-
ancing to actuals or future available cash is not demonstrated
by the final result charts included here. The interaction of
these factors in a leveraged fund situation reveals character-



istics about the relationship among commitments, funds, and
cash flow that are not apparent by any other means. The
insights gained through the use of the model have had a major
effect on program development strategies, particularly in the
mix and timing of alternative programs, the control of federal
participation, and the selection and implementation of cash
control strategies. As an example, participation rates were
low before use of the model, resulting in a greater expenditure
of state funds than was forecast and thereby contributing to
state transportation fund cash problems. Adjustment to the
new rates was painful, requiring the deferral of projects, but
the change resulted in a more realistic program.

TRACKING AND MONITORING

The development of a program plan balanced to actuals and
to the more detailed near-term forecast does not ensure the
accuracy of the result; rather, it ensures that the result is in
balance with all known histories and systems affecting the
overall financial picture. Once the model is set up and run-
ning, the actual experience of commitments and cash flow
must be monitored and compared with planned and predicted
experience, and appropriate adjustments must be made both
to planned commitments and to predicted cash flows. The
report used to accomplish this function is called the Program
Plan Progress Report. It details actual commitments and ex-
penditures by month, program, and fund. A preliminary sum-
mary report for fiscal year 1989-90, without the detail by
program and fund, is presented in Table 3. The report should
be reviewed monthly or as often as new data are produced
from the accounting system that verifies or corrects the fore-
cast. Several cycles of forecasting, monitoring, and adjusting
are required to forecast accurately. Even then, during periods
of major change in any of the factors affecting finance, ad-
justments may be required in programs, flow rates, and
matching ratios, and possibly in the set up and structure of
the model itself.

OTHER USES OF THE MODEL
District Planning

As previously explained, the Program Plan Model is a spread-
sheet (LOTUS) application that can be used on most PCs. It
can thus be transmitted to districts or other organizational
units to provide them with the ability to analyze the total
FDOT program plan. If the program plan is segregated into
district or other components, analysis and gaming of those
components can be performed. Although cash flow and man-
agement of the STTF fund must include the total department
and are therefore centralized, districts benefit greatly by hav-
ing the capability to analyze and game with their own pro-
grams and to quickly determine the impact on their portion
of the total cash. Given a theoretical cash target as the ob-
jective, many variations of the program can be tested to meet
that objective. The primary benefit of the model to the dis-
tricts, however, is in resource planning.
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Resource Planning

Resource planning is the process of balancing manpower,
money, time, or other resources to ensure that the availability
of resources is not exceeded and that available resources are
used effectively. Because the Program Plan Model incorpo-
rates the proposed program plan and budget, from which work
programs will be built, and because the data are arrayed in
program plan format compatible with the needs of resource
planning, the model can be used to analyze resource rela-
tionships. The work would involve constructing charts, ratios,
or other analysis aids from data in the model. Examples of
analyses that have been performed include the following:

@ Compare in-house preliminary engineering capability with
that proposed in the program plan. Does the plan require
additional people?

@ Is there enough work for in-house forces?

e What portion of the engineering effort is planned to be
performed by consultants? Is the total (in-house plus con-
sultant) engineering effort balanced to the task as defined by
the program plan?

® What will be the cost of engineering per dollar value of
construction work designed? What is the in-house cost? What
is the consultant cost?

® Perform the preceeding analyses for construction super-
vision.

® Are the amount and costs of rights-of-way in reasonable
balance with the work program as proposed in the program
plan?

@ Are available federal aid and state funds used to maxi-
mum benefit for the districts?

® Are the rates of increase or decrease of costs for admin-
istration, operations, organizational budgets, program growth,
and so forth consistent with past experience, or are the reasons
for significant change understood and defensible?

These questions and problems are only samples of the many
matters that must be resolved in developing a balanced, fi-
nancially sound program. The Program Plan Model provides
a flexible, compact data source from which to perform this
work.

SUMMARY

The FDOT Program Plan Model provides a framework to
incorporate all of the complex financial factors involved in
transportation finance activity, such as program and fund
changes, budget changes, flow rates, matching ratios, partic-
ipation rates, federal receivables, and so forth, so that the
relative contribution of any variable to the bottom line can
be immediately evaluated, tested, and used in gaming activ-
ities. The model provides a means to quickly determine the
financial impact of any budget or program decision on an
interactive trial-and-error basis. Because it is balanced and
reconciled to more detailed near-term processes, the resulting
decisions will be consistent with accounting and programming
systems. The model can be used not only to evaluate proposed
or actual changes but also to optimize the programming of
available resources, plan resources (e.g., manpower, con-
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TABLE 3 PROGRAM PLAN PROGRESS REPORT

PROGRAM PLAN PROGRESS REPORT
(¢ = Variance > + or - 10%)

PLAN: ADOPTI0F I COMMITTMENTS I( PROGRESS AS OF JUNE 30,1990 =31
PROGRAM YEAR 1989-90 1 Prior¥r CurrentYrI{------- COMMITTMENTS---~--- 21{-~CASH FLONS (ALL FUNDS-->I<--CASH FLONS (STTF ONLY-->1
I Actual Planned I Planned Actual Var T 1 Planned Actual Var X I Planned Actual Var @ 1
=== | =s===32z s3zszsss 1 i 1
1. PRODUYCT 738.0  1134.7 1136.7  976.0 -141 3 B34.6 7260 1318 410.8  418.0 n
A. Expessway Const. 345.4  229.0 229.0  240.0 )] 292,3  205.0 -30% ¢ 100.0 9%9.0 -1
8. Arterial Highways 115,6 157.8 157.8  152.0 -4 159.2  170.0 n 150.0  140.0 -7%

C. Right Of Way 26,4 422.0 422.0 3000 -29% % 162,0 1340 ~-161 % 63.0 75.0 191t

D. Aviation 34,5 .0 44.8 42,0 -bL 40.0 38.0 -5t 12,0 .0 -B1
E. Transit 4.7 22.8 22.8 20.0 -12%2 ¢ 18.0 17.0 -8 5.0 b0 2018
F. Rail 50.6 45,2 45.2 30.0 -34% 1% 50.0 8,0 -4 35.0 38.0 N
6. Safety 13.9 10,7 10.7 10.0 -7t 10.5 5.0 -521¢ 4.0 4.0 01
H. Resurface/Rehab 347 95,0 55.0 2.0 -5 8.5 19.0 3 12.0 15.0 251 %
1. Bridge 92,2 149.4 149.4  130,0 -131 % 84.1 88.0 N 29.8 30.0 11

11, PRODUCT SUPPORT 6.9 2712 27,2 275.0 11 236.2  280.0 91 172.0  174.0 11

. Prelininary Eng. 147.1  103.0 103.0  120.0 171 % 150.2  175.0 170 % 12,0 16,0 -2
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|
1
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1
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1
1
1
I
1
I
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[ I 1 1
I [ 1 I
I I I 1
I [ 1 I
I I 1 1
I I I 1
\ I 1 I
I [ I 1
I I I I
I I 1 I
I I I 1
I [ I 1
I I 1 1
B. Const.Eng. Inspect. I 74.0 72,51 72,5 72,0 -1 40.0 5.0 2vel 25,0 2.0 12241
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sultants, and money) to match work programs, maximize con- e Expansion of participation categories to separate engi-
tracting power with available funds, analyze work programs neering, right-of-way, and construction;
from the standpoint of geographical and financial equity, opti- ® Expansion of cash flow categories; and
mize the use of federal aid, and conduct numerous other e Other changes to refine the forecast and improve inte-
activities of top-level management. gration with the accounting systems.

In March of 1990, the model had already been in use for
1 year. Since that time, the following improvements have been
made:

While these minor changes were being made, the depart-
ment developed 57 different program plan scenarios to ac-
commodate the legislature and others seeking ways to im-

e Modification of the short-term model to report in pro- prove transportation in Florida. An increase in taxes was the
gram plan format for one-to-one reconciliations; final result. Throughout this period, the model was the basis
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for evaluating the financial impact of all scenarios and is now
being used to guide everyday financial decisions and to an-
alyze the financial impacts of the current national economic
situation.

Although additional refinements will undoubtedly con-
tinue, the model has proven essential in providing top man-
agement and the legislature with a means to evaluate future
program plans and work programs and to identify and guide
systems changes for improvement. The process has fully in-
tegrated the planning, work program, and accounting sys-
tems—a necessary requirement for operating effectively in a
cash flow environment.
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Use of Public-Private and Intergovernmental
Partnerships To Fund Transportation

Improvements

MARK S. LEVENSON

In Minnesota public-private partnerships have been used to fund
transportation improvements for highways, transit, and rail. The
current upturn in the Minnesota economy and the state emphasis
on attracting new and expanding development have generated
increased growth. This growth has in turn placed more demands
on existing highways and has increased the demand for new trans-
portation facilities. Local jurisdictions are using private funds for
the highway improvements needed to support economic expan-
sion in their communities. Among the most successful techniques
for soliciting public-private partnerships are negotiated agree-
ments, often called joint power agreements, between the Min-
nesota Department of Transportation (Mn/DOT) and city and
county governments. Another partnership technique is admin-
istered through Mn/DOT's Special Agreements program. Mn/
DOT encourages local communities to improve their public works
system by submittal of projects adjacent to needed trunk highway
improvements. Local jurisdictions are responsible for contracts
and construction, with help from Mn/DOT.

Backlogged needs and escalated costs continue to limit Min-
nesota’s ability to finance and expedite the infrastructure im-
provements necessary to support new and expanded devel-
opment. In response to this situation, many developers, local
governments, and state public service providers in Minnesota
are actively pursuing cooperative public-private partnerships
to finance needed infrastructure improvements and new
facilities.

Most Minnesota Department of Transportation (Mn/DOT)
partnerships involve agreements between city and county gov-
ernments. The local units are usually responsible for obtaining
private-sector participation and funding assistance because
local government is often closest to developers and business
leaders.

Funding transportation improvements by private or part-
nership methods is growing in acceptance as a financing tool
for transportation project development. In recent years, as
needs have increased beyond revenue capacities, it has be-
come necessary to examine alternative funding techniques.

The public sector is not able to assume the enormous fi-
nancial burden by itself. Thus, many innovative methods have
been tried to involve private enterprise in highway and other
modal transportation improvements. As a result, public and
private groups, local businesses, citizens groups, and city,
county, and state governments are forming partnerships to
make needed transportation improvements.

Minnesota Department of Transportation, Room 807, Transportation
Building, 395 John Ireland Boulevard, St. Paul, Minn. 55155.

The business community has been an important factor in
transportation decision making for many years. Industry lead-
ers and business interests have often been the major impetus
for transportation improvements. They have also played a
leading role in developing strong coalitions to support legis-
lative programs for transportation funding.

On a national level, highways, bridges, and rail and transit
systems are deteriorating. More and more repair, reconstruc-
tion, and replacement are necessary to prevent further erosion
of the infrastructure. It is estimated that highways and streets
on the federal-aid highway system require more than $20
billion a year for improvements. Many state governments lack
sufficient funds to make needed improvements. Thus, the
future needs for transportation improvements require consid-
eration of different approaches to funding.

In Minnesota, as in the nation, the use of public-private
partnerships to finance transportation is becoming more com-
monplace. With a strong economy and a large transportation
infrastructure (about 130,000 mi of roadways, 5,000 mi of
railroad truck, and 83 million annual transit system passen-
gers), alternative funding methods are essential to maintain
and expand transportation facilities.

Economic growth is not being shared equally throughout
the state. The Twin Cities metropolitan area is growing more
rapidly than other regions. Fears that private participation in
economically healthy areas could attract state dollars away
from needs in the rest of Minnesota have tempered the de-
velopment of explicit policy on public-private partnerships.
Instead, interested private groups and local governments are
being asked to participate in environmental and preliminary
design activities rather than in the costs for actual construc-
tion. This situation is fostering participation and encouraging
better local understanding of the relationship between trans-
portation problems and land use decisions.

MODAL OVERVIEW
Highways

Private funding for highways has evolved from intermittent
funding for minor site improvements to the use of private
funds to help finance major highway improvements. Public
and private funding agreements range from joint ventures and
development agreements to tax increment financing.
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Transit

Public transit usually operates on revenues from fares and
public subsidies from federal, state, and local governments.
In recent years, the federal government has reduced its con-
tribution to funding partnerships, thus transferring more of
the burden to state and local governments. This change has
led to an exploration of the potential for increased involve-
ment by the private sector as a means to reduce public
subsidies.

The trend in transit is for government to contract with
private firms to operate transit systems. Government is also
encouraging the private sector to participate in new capital
investments.

Rail

Since the 1960s, railroads have generally realized a small re-
turn on investment. They were unable or unwilling to invest
needed capital in low-volume, low-profit branch lines. Low-
interest loans or grants from the public sector combined with
private investment from the railroads and rail users made the
rehabilitation of some lines viable. Of the 5,000 mi of rail line
remaining in Minnesota, 700 mi are a potential candidate for
this type of public-private investment. Mn/DOT has estab-
lished a rail service improvement program designed to pro-
vide state-funded loans for rail line rehabilitation to partner-
ships made up of shippers, governmental units, and railroad
companies.

HIGHWAY IMPROVEMENT PROJECTS

Following are 17 examples of recent Mn/DOT highway im-
provement projects. Figure 1 shows the location of each proj-
ect. (The circled numbers on the map correspond to the num-
bers in the text headings.)

1. Southwest Corridor—TH-212 from East of
Cologne to 1-494

TH-212 serves the area from Cologne to Eden Prairie, Min-
nesota. In a larger context, it is designated as the Yellowstone
Trail and extends from Stillwater to Montana. The project is
located in the southwest portion of the Twin Cities metro-
politan area. The area gradually changes from rural at the
western end to urban development at the eastern end and is
experiencing rapid growth.

The improvement of existing TH-212 has been under con-
sideration for almost 40 years. Lack of adequate or sufficient
construction funds and consensus on the best location for the
roadway has slowed the planning and design process. State,
city, and county officials have identified the TH-212 southwest
corridor as an important link for grain and other commodity
movements between the southwest section of the state and
the Twin Cities area.

The following are highlights of major activities in the south-
west corridor:
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® 1970— A study funded by the Minnesota Highway De-
partment recommended a corridor for TH-212. It was sup-
ported by all affected units of government and many private
organizations.

® 1974— A draft Environmental Impact Statement (EIS)
was circulated for comment.

e 1979—Mn/DOT formed a citizens advisory committee.
Public meetings were held with citizens’ groups and agencies.

® 1980— A scoping report satisfied the preliminary federal
environmental process, and work began on a new EIS.

® 1981—Mn/DOT stopped all work on new construction
projects due to funding reductions. This action temporarily
halted further progress on southwest corridor studies. (The
TH-212 project has been recently reinstated.)

@ 1986—A Mn/DOT scoping document and draft study
outline were issued.

® 1987—The State of Minnesota, Mn/DOT, the Metro-
politan Council, Carver County, Hennepin County, the city
of Chanhassen, the city of Eden Prairie, and the city of Chaska
entered into an agreement that would benefit all agencies and
improve transportation in the southwest corridor.

This multiagency agreement, known as the Joint Powers
Agreement, was worked out because Mn/DOT has consis-
tently experienced a shortage in funding for either staffing or
performance of environmental and design work. According
to the agreement, a TH-212 task force will be formed and
will include at least one staff member from each agency. In
addition, the agreement calls for selection of a consulting firm
to prepare an EIS and design study report. The total estimated
cost of these activities is $320,000. Carver County has been
selected as the project administrator and will retain the data
collected with the study, together with summaries, maps, charts,
and reports.

The cities of Chanhassen, Chaska, and Eden Prairie, as
well as Carver and Hennepin counties, will contribute $30,000
each. The regional planning authority will contribute $50,000,
and Mn/DOT’s share will be $120,000. Total construction
costs will be about $113 million. For BY 1993-1995, $56
million is programmed for half of the project.

The Joint Powers Agreement is a commitment by each
participant to reduce highway congestion and provide safe
transportation in the southwest metropolitan area. The par-
ticipants are united in their belief that the TH-212 project is
consistent with the long-term goals of their constituents. The
creation of the agreement played a significant role in the
timeliness of the project.

2. TH-5 from I-494 to TH-41

TH-5 in Eden Prairie and Chanhassen is an important link in
the economic development of the southwest Twin Cities met-
ropolitan area. Each day, more than 300 five-axle trucks use
TH-5. Various segments of this roadway have been com-
pleted, parts are under construction, and parts are
unscheduled.

A coalition of business leaders and developers located along
the TH-5 route, adjacent cities, and Mn/DOT has agreed to
share the costs of preliminary design activities.
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FIGURE 1 Minnesota highway improvement projects.
Two 1.5-mi segments of TH-5 in Hennepin and Carver e Waconia—$10,000,
counties are programmed with a total estimated cost of $6.1 @ Local business— $200,000, and
million. The remaining 2.5 mi of major construction will cost e Mn/DOT—$50,000.
about $4 million; this segment has not yet been programmed. In this inst local busi took . e i
) i : ; ; G s ive 1 -
It is anticipated that completion of the project will coincide 1. 1415 IAStAnce,, ;ocd!l DUSINESS To0k 3N Aclve Tolc H -Suop

with the 1991 U.S. Open golf tournament.
Eden Prairie is administering the private consulting con-

tract. The following will be applied toward detail design costs:

@ Eden Prairie—$50,000,
@ Chanhassen—$50,000,
@ Chaska—$20,000,

eration with local and state officials to help defray the costs.

3. TH-101 from Rogers to Elk River

TH-101 was constructed on new right-of-way in the late 1960s.
Enough right-of-way was acquired to construct a four-lane
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expressway. However, building more than two lanes was not
justifiable at that time. There have been several requests for
improvements to TH-101 since the early 1980s. These requests
were generally initiated as a reaction to serious accidents or
fatalities on the highway.

In 1987, a committee was formed comprising the cities of
Rogers, Elk River, and Dayton, as well as Otsego and Hassan
townships and Wright County. Meetings with Mn/DOT re-
sulted in an agreement to monitor traffic on TH-101 and
analyze the feasibility of signalizing intersections as an interim
solution. In 1988, the committee decided to raise funds to
investigate the possibility of hiring a consultant o do the
environmental and preliminary design work, thus ensuring
that the project will be programmed by Mn/DOT if construc-
tion funds become available.

The committee is currently negotiating a contract with an
engineering consultant firm for design of a second roadway
between Rogers and Elk River. Mn/DOT has added this proj-
ect to FY 1994-1995 major construction work program. The
total estimated project cost is $10.3 million. Elk River is acting
as the contracting agency and will pay the consultant. Mn/
DOT is the lead agency for the environmental and preliminary
engineering design work. Mn/DOT is providing a project
manager to supervise the consultant’s work along with support
services to minimize the committee’s cost.

As of January 1, 1989, the committee had raised about
$70,000 in donations and pledges, primarily from the private
sector, for environmental and preliminary engineering. Other
private-sector fundraising efforts include the sale of parch-
ment certificates for inches of TH-101, a golf tournament,
and various efforts by local special-interest groups. This proj-
ect is a good example of cooperation between local govern-
ments, local businesses, and Mn/DOT.

4. 1-494 from Minnesota River to 1-394

Interstate 494 is in the southwest portion of the Twin Cities
and circles the Twin Cities metropolitan area. Substantial
development has occurred in the 1-494 corridor since it was
opened to traffic in 1960. This growth has produced an in-
creasing volume of automobile and track traffic and a recur-
ring need for Interstate maintenance, preservation, and in-
terchange modifications. Congestion and capacity problems
on 1-494 have brought selected cities, counties, regional gov-
ernment authorities, and private developers together to help
finance environmental documentation and preliminary design
on the roadway from the Minnesota River to 1-394.

In 1987 an 1-494 corridor study provided a planning frame-
work for further work in the corridor. The study recom-
mended that alternative sources of financing be considered
for 1-494 improvements. A consultant was hired for environ-
mental and preliminary design work. The total cost is esti-
mated at $1.3 million, with Mn/DOT contributing half and
the other groups contributing the remaining half. Eleven miles
of this capacity improvement project (between TH-212 and
the Minnesota River) will cost about $270 million. This work
has been suggested for 1997 construction.

A Joint Powers Agreement was implemented to effect land
use policy to help sustain the corridor and keep financing
moving. The five adjacent cities of Richfield, Bloomington,
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Edina, Eden Prairie, and Minnetonka, along with the Met-
ropolitan Airports Commission (MAC) and Hennepin County,
will help finance the environmental and design work. A group
of businesses, called Improve 1-494, is raising the private-
sector share. It is anticipated that the environmental work
will take at least 3 years to complete.

Bloomington is managing the private sector’s share of the
environmental and predesign funding. The 1-494 Corridor
Commission, comprising the five adjacent cities and tied to-
gether by the Joint Powers Agreement, will coordinate plan-
ning efforts. The cost allocations for the environmental and
design work were based on socioeconomic forecasts on 1-494.

The various groups contributed the following amounts:

® Richfield—5 percent,

@ Bloomington—>5 percent,

@ Edina—35 percent,

@ Eden Prairie—5 percent,

@ Minnetonka—35 percent,

e Hennepin County—7.5 percent,
® MAC—7.5 percent,

® Private sector—10 percent, and
@ Mn/DOT—50 percent.

In addition, the Regional Transit Board is donating $10,000,
and a nonprofit organization called Funding Transportation
Management is donating an unspecified amount. The rec-
ommended roadway improvements to the [-494 corridor are
costly. The addition of private-sector funds will assist the tra-
ditional funding mechanisms for a project of this magnitude.

5. Duluth, Minnesota

The city of Duluth is located in northeastern Minnesota on
Lake Superior. With a population of nearly 93,000, Duluth
is a major regional and economic center. Mn/DOT, the city
of Duluth, and a local electrical utility company participated
in a joint development project in downtown Duluth. The
public-private partnership was responsible for a parking lot
and plaza development at the intersection of Lake Avenue
and Superior Street.

Mn/DOT built a new Lake Avenue bridge structure and
an interchange with 1-35, and the utility company built a park-
ing lot adjacent to and beneath a portion of the bridge on
Mn/DOT and city of Duluth right-of-way. Public plazas were
provided on top of the deck structures. Duluth gave the utility
company title to the land and reserved an easement for the
public plaza. In return, the utility company reimbursed the
city for construction costs and will maintain the public plaza
area and the parking facilities.

6. St. Cloud, Minnesota

With a population of about 43,000, St. Cloud is a major re-
gional center located approximately 70 mi north of the Twin
Cities metropolitan area. The city of St. Cloud and Mn/DOT
are considering a partnership to help finance the TH-15 proj-
ect through the city.

The new alignment of TH-15 through St. Cloud has been
a staged project. A $10 million river crossing and a $1.5 mil-
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lion improvement for the CSAH-29/TH-15 intersection are
programmed in FY 1994.

The St. Cloud Area Planning Organization (APO) has de-
veloped a $1.3 million proposal to help finance the TH-15
projects. The proposal calls for earmarking $500,000 in fed-
eral-aid urban allocations for FY 1990-1991 to help in com-
pletion of TH-15. The St. Cloud Housing and Redevelopment
Authority (HRA) will provide $500,000 worth of services by
marketing and selling the excess right-of-way along TH-15.
The added benefit of HRA involvement will be to pursue
development compatible with the project. In addition, the
APO believes that surrounding local communities will be will-
ing to contribute about $300,000 in local funds.

7. Brainerd, Minnesota

Brainerd is a regional center located approximately 130 mi
north of the Twin Cities. Because it is located near major
lakes and recreational areas, Brainerd receives large volumes
of pass-through tourist traffic during the summer months.

Development of a partnership agreement has cleared the
way for corridor studies of a Brainerd bypass on TH-371. An
agreement has been reached between Mn/DOT, the cities of
Brainerd and Baxter, and Crow Wing County. The bypass
would allow the large volumes of summer automobiles, rec-
reational vehicles, and automobile and boat trailers to bypass
downtown retail areas.

Mn/DOT will begin selecting alternative bypass corridors
and subjecting them to the EIS process (which will lead to
selection of the corridor in about 20 months). Local govern-
ments will assume responsibility for protecting the corridor
from encroachment once it is established. In addition, a major
land owner will donate a portion of the right-of-way to the
project. It is hoped that other land owners will be persuaded
to do the same.

At present, Mn/DOT will proceed through the corridor and
EIS selection process only, because the project is not yet
programmed for construction. Right-of-way donation and fur-
ther local investment will be factors in favor of the project if
it becomes authorized for construction.

8. Mankato, Minnesota

The city of Mankato is located approximately 128 mi south-
west of the Twin Cities. A Mankato bypass project along TH-
22 was initiated by Mn/DOT, Blue Earth County, and the
city of Mankato because of economic development implica-
tions. Blue Earth County and the city of Mankato each gave
$1 million toward the project, and Mn/DOT contributed the
remainder of the cost, which totaled $3.2 million. This re-
construction project was let in July 1988 and opened in Oc-
tober 1989.

In another Mankato project, the construction of right- and
left-turn lanes on TH-14 near the east edge of town was jointly
funded by Mn/DOT and Mankato. An agreement between
Mn/DOT and Mankato was reached whereby each unit con-
tributed half of the total cost of the project ($27,500 each).
A private lumber company located at the intersection paid
for a portion of the project.
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9. St. Peter, Minnesota

The city of St. Peter is located in south central Minnesota
about 11 mi north of Mankato. The city expressed interest in
realigning TH-22 in the downtown area. Mn/DOT is sharing
intersection costs through its Special Agreements Program.
This $4-million-per-year program is funneled through state
aid engineers who act as liaisons with municipalities and coun-
ties. Mn/DOT assumes a share of the financial responsibility,
but the local government agencies are responsible for con-
tracts and construction. For the St. Peter project, the city’s
cost is $832,000, and Mn/DOT will contribute about $400,000.

10. Waseca, Minnesota

Waseca is a regional center in southern Minnesota about 75
mi from the Twin Cities. A potential bypass of Waseca by
TH-14 is in the proposal stage. A bypass study may be un-
dertaken for which the city of Waseca, Waseca County, and
Mn/DOT will contribute $20,000 each. This project is cur-
rently in the planning stages.

11. Bricelyn, Minnesota

Bricelyn is a small community with a population of 487 located
about 5 mi from the Iowa border in Faribault County. Mn/
DOT and Faribault County negotiated a cost-sharing project
to upgrade TH-253 so it could carry 80,000-1b gross vehicle
loads all year. The county paid one-third of the upgrading
costs. In addition, the county assumed responsibility for an-
other 6-mi section of two-lane road previously under state
jurisdiction.

12. TH-101/Shakopee Bypass Area

Completion of the Shakopee bypass to four lanes between
Shakopee and Savage (TH-169 to TH-13) is estimated at $35
million. Construction began in FY 1990.

The city of Shakopee hired a consultant to prepare a portion
of the final design plans. At present, Shakopee has raised $1
million using tax increment financing, in which the city sells
bonds and repays them with property taxes generated from
the development.

In addition, a new bridge over the Minnesota River and a
bypass of downtown Shakopee is estimated to cost $7.6 mil-
lion. The city of Shakopee has contributed $1.9 million toward
the project using tax increment financing. The Shakopee money
will be used to fund preliminary and final design.

13. 1-494/CR-6 in Plymouth

The city of Plymouth, a northern suburb in the Twin Cities
metropolitan area, plans to develop land in the I-494/CR-6
intersection area. Current plans call for additional access to
local businesses. The city has requested construction of a new
interchange on CR-6 at I-494 and hired a consultant to per-
form design work.
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Mn/DOT and Plymouth will share the cost of the project.
The city will do most of the intersection work and will pay
$5 million to widen the bridge. Mn/DOT will reconstruct about
2 mi of Interstate and add a third lane. Reconstructing the
main line, adding the auxiliary lanes, and constructing the
CSAH-6 ramp is estimated at $7 million.

14. Eden Prairie

Eden Prairie is a fast-growing suburb in the southern portion
of the Twin Cities metropolitan area. A new $350,000 pe-
destrian bridge that would span an improved TH-5 at CR-4
was recently approved by the city. The city will pay for the
entire construction cost of the bridge. Mn/DOT will pay for
design and engineering costs.

15. Elk River

Elk River is a rapidly growing city approximately 25 mi north
of the city of Minneapolis. Land owners in Elk River entered
into a partnership with Mn/DOT and contributed all right-of-
way required for improvements to the intersection of TH-101
and CSAH-42. A cooperative agreement has also been es-
tablished whereby the affected county and township will con-
tribute $25,000 each toward total construction costs. The proj-
ect is in Mn/DOT’s Special Agreements program and began
in FY 1990.

16. St. Paul, Minnesota (I-94)

An agreement between Mn/DOT and the city of St. Paul
provides that the city contribute about $600,000 toward an
extension of an I-94 bridge over an abandoned Burlington
Northern Railroad right-of-way to accommodate a proposed
pedestrian-bicycle trail.

Mn/DOT’s reconstruction plan includes an opening under
the bridge that could accommodate a future trail. The St. Paul
Parks and Recreation staff proposed an additional 76-ft span
to provide for a wider opening. Mn/DOT began design of the
bridge extension and advised the St. Paul city council that
they would incorporate the extra spans in the design at a later
date. St. Paul agreed to reimburse the state.

17. St. Paul, Minnesota (Capitol Complex)

The Minnesota Historical Society has agreed to contribute $1
million for a cover over the 6th Street ramps from I-94 into
the St. Paul central business district.

A study selected the site for the Minnesota History Center
on the location of the former Miller Hospital. In choosing the
site, the need for a deck over the I-94 connector ramp was
deemed critical. A series of meetings between Mn/DOT, the
Minnesota Historical Society, and the Capitol Area Archi-
tectural and Planning Board resulted in an agreement to con-
struct the History Center deck.
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PUBLIC-PRIVATE AND INTERGOVERNMENTAL
PARTNERSHIPS FOR TRANSIT

The Mn/DOT Office of Transit provides the expertise needed
to maintain the state’s role in the delivery of transit service
in partnership with the federal government and local com-
munities. The transit activity is involved with intergovern-
mental partnerships in its development of policics and pro-
grams that assist local transit systems.

A significant part of transit’s role in public-private and in-
tergovernmental partnerships is providing technical and fi-
nancial assistance to local transit systems. In addition, eval-
uating and improving local transit systems is a fundamental
part of transit’s role within Mn/DOT. The goal of the Office
of Transit is to use state and federal investment in public
transportation effectively.

A new federally funded position was established in the
Office of Transit to identify new opportunities for private-
sector involvement in the delivery of transit service to Greater
Minnesota. Approximately 30 percent of the small urban and
rural transit systems in the area are now contracted to the
private sector.

The following public-private and intergovernmental part-
nerships have recently been formed in the city of Duluth.

Duluth Transit Authority

The Duluth Transit Authority (DTA) is a publicly funded
transit program managed by a private company. DTA em-
ployees are considered to be employed by this private com-
pany for workers’ compensation purposes. Some major main-
tenance work, such as engine overhauls, is also contracted
out to private companies.

Trolley Service

DTA provides a rubber-tired trolley service that operates in
the downtown Duluth and waterfront areas from May to Oc-
tober. Local businesses subsidize approximately 75 percent
of the trolley’s operating costs to keep fares at a minimum.
The trolley makes 16 runs a day with stops near major hotels,
restaurants, and tourist attractions.

Streetscape

DTA’s downtown Duluth Streetscape project included the
construction of two Superior Street transit centers in con-
junction with private developments. DTA leases space for the
West Transit Center from the Holiday Inn. The East Transit
Center is owned by DTA, which leases a portion of the com-
mercial and retail space to private companies. Maintenance
and cleaning of the centers are provided by the private de-
velopers. DTA has also received a portion of local share
funding for a variety of capital improvement projects (such
as transit centers and transit shelters) from the Duluth Down-
town Benefit Assessment program (tax increment district).
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STRIDE

STRIDE is a specialized transportation program for those
mobility handicapped individuals who are unable to use the
regular DTA system. DTA contracts the dial-a-ride services
provided by STRIDE to a private company in Duluth. DTA
owns the vehicles used in the program and is responsible for
major vehicle maintenance, scheduling, and dispatching; the
contractor pays for all other expenses. The private contractor
is chosen by a competitive bid process.

PUBLIC-PRIVATE AND INTERGOVERNMENTAL
PARTNERSHIPS FOR RAIL

The purpose of the rail activity within Mn/DOT is to provide
effective rail service in the state. This objective is accom-
plished by planning, regulating, and providing improvements
for rail systems in Minnesota.

One method of meeting rail needs in Minnesota is through
the Minnesota Rail Service Improvement Program. In this
program, rail projects are selected and eligible lines are screened
for possible rehabilitation. The program offers opportunities
for public-private and intergovernmental cooperation.

Southern Minnesota

A $6.3 million rail service improvement project was imple-
mented in southern Minnesota. Assisted by funds from ship-
pers in seven southern Minnesota counties, the railroad and
Mn/DOT began upgrading 165 mi of main-line track between
Owatonna and the South Dakota state line and between Wa-
seca and Hartland.

The line serves 50 shippers in Minnesota. Extensive reha-
bilitation is needed to safely handle unit trains of 100-ton
hopper cars. The 2-year project includes installing 130,000
new crossties, adding 116,000 tons of rock ballast to strengthen
rail roadbeds, and relaying 5 mi of track.

Mn/DOT is providing $4.5 million, the railroads are pro-
viding $1.3 million, and the remaining $0.7 million will be
raised by local shippers. In addition, seven southern counties
have agreed to provide $30,000 each in interest-free loans to
assist the shippers. These funds will be repaid by a surcharge
on rail freight.

Freight Access Improvement Projects

Two successful freight access improvement projects were ne-
gotiated with local governmental units and private businesses
to finance county road improvements. Recent rail abandon-
ments had placed the entire shipping burden on public high-
ways, which lacked sufficient pavement strength to carry heavy
trucks. These freight access improvement projects were de-
signed to finance county road improvements and were initi-
ated to test the feasibility of using public-private partnerships
for local road strengthening projects.

Gary, Minnesota

The city of Gary, with a population of 241, is located in
Norman County about 25 mi from the North Dakota border.
Gary, the county, and its businesses funded about $5,000 for
the surfacing of CSAH-19 from TH-32 into Gary to provide
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access for trucks carrying 80,000-1b gross vehicle weight. The
total project cost was $52,000. A federal grant administered
by the state paid for half ($26,000) and Norman County paid
the remainder ($21,000).

Two Harbors, Minnesota

Two Harbors is located along the shore of Lake Superior in
northern Minnesota. Local business participation in Two Har-
bors provided about 15 percent of the total costs to upgrade
CSAH-2 and CR-200 into Walter H. Norlen Industrial Park
and the Louisiana Pacific Corporation siding plant. Louisiana
Pacific contributed about $8,500, and several other businesses
provided $800 each.

CONCLUSIONS

Public-private and intergovernmental funding partnerships will
continue to grow. As long as transportation needs are greater
than current funding, there will be a need for alternative
financing of the transportation infrastructure.

U.S. highways are deteriorating, and traffic is increasing
faster than needed improvements. Transit and rail systems
require increased private involvement to continue to improve
their levels of service. Because Mn/DOT cannot keep pace
with the overwhelming costs of needed new construction and
continue to provide an adequate level of highway preservation
and maintenance, an alternative revenue source is necessary.
To fill this void, local governments and private businesses
have offered the use of private funds to help with transpor-
tation improvements. This action will benefit local commu-
nities by encouraging economic expansion.

The private sector is encouraged to take the initiative in
proposing funding for various transportation projects. Mn/
DOT can thus participate in public-private partnerships for
funding preliminary engineering, design, right-of-way, and
highway construction.

Greater private participation in transportation is being ex-
plored in both the public and private sectors of the economy.
Because there are few systematic and organized ways to fa-
cilitate public-private partnerships, further experience is needed
to define the nature of such partnerships. Their value lies in
the increased transportation benefits to the participating com-
munities. The turnaround time from project inception to com-
pletion is faster when the predesign and environmental work
is financed by sources other than Mn/DOT. More projects
can be completed in a timely manner with economic benefits
for everyone, including increased safety and less congestion.

Projects stimulated through the use of private funds are
recognized as important by community officials. This in turn
makes Mn/DOT responsive to the public. The primary ob-
jective of Mn/DOT is to provide transportation systems, ser-
vices, and facilities that will allow safe, efficient movement
of people and goods throughout the state. A well-integrated
transportation system is a key element in achieving statewide
social, economic, and energy-related goals. The use of more
public-private partnerships will help Minnesota realize these
goals.

Publication of this paper sponsored by Committee on Taxation,
Finance and Pricing.
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Taxation Model for Road Vehicles in

Saudi Arabia

KHALID ABDULGHANI, MADAN GOPAL ARORA, FAHD BALGHUNAIM,
Fouap BaAyomy, AND DONALD PEARSON-KIRK

A taxation model for road vehicles in the Kingdom of Saudi
Arabia has been developed on the hypothesis that vehicles should
pay their fair share for roadway maintenance. A number of load-
and traffic-counting stations were selected on the main highway
network in the Eastern Province of the kingdom. Representative
ranges of truck loads and dimensions, traffic volumes, and pave-
ment deterioration were monitored at these stations. Data related
to kilometers traveled per day were also collected on the basis
of driver interviews. At all survey stations, a large number of
trucks were found to exceed the load and dimensional limits of
the Ministry of Communication. The pavement condition survey
indicated a prevalence of load-associated damage. Assuming
pavement maintenance costs for major and routine maintenance
operations, a model to assess vehicle taxation in terms of an
annual tax as well as a load violation charge is presented with
illustrative examples. As a result of this study, 11 weight control
stations have been installed on major truck routes in the kingdom.
Early results of the weight control program are encouraging.

The transport sector of the Kingdom of Saudi Arabia is one
of the most vital sectors of the Saudi economy; economic
development of the kingdom relies heavily on its extensive
road network. The kingdom today has about 100 000 km of
roads, of which about 30 000 km is of high-specification as-
phalted roads. These roads were designed according to the
AASIHTO procedure for a specificd number of 8.2-t (18-kip)
equivalent axle load (EAL) applications anticipated during
the design life of 20 years (I).

It is well known to highway engineers that pavement dam-
age increases exponentially with axle loads. For example,
AASHO road tests have shown that pavement damage is
approximately proportional to the fourth power of the axle
load (2). Thus, if an axle load is increased to twice the EAL,
one application of the increased axle load will cause the same
amount of damage to the pavement as 16 applications of the
EAL. Applying this logic to lighter loads of passenger cars,
it can be seen that a fully loaded truck may cause approxi-
mately 10,000 times more damage than a passenger car.

For economic reasons, there is a growing tendency toward
increasing truck sizes and weights, and thereby toward in-
creased axle loadings. Increased truck weights accelerate
pavement damage and shorten the maintenance-free life of
the pavement. Problems resulting from overweight trucks are

K. Abdulghani, City of Jeddah, Saudi Arabia. M. G. Arora, Re-
search Institute, King Fahd University of Petroleum and Minerals,
Dhahran 31261, Saudi Arabia. F. Balghunaim, Ministry of Agricul-
ture and Water, Riyadh, Saudi Arabia. F. Bayomy, Center for Con-
struction Materials Technology, South Western Laboratory, Hous-
ton, Tex. 77249. D. Pearson-Kirk, 96 Foxholes Hill, Exmouth, United
Kingdom.

being experienced worldwide. In the kingdom the problem is
worse because much higher axle loads than the Ministry of
Communication (MOC) legal limits are operating on the high-
way network (3). A number of major highways, expressways,
and bridges in the kingdom are showing signs of structural
distress much earlier than their design lives (4-6). Hence, if
the large capital investment made in the highway network is
to be protected, there is an immediate need to regulate axle
loads and the gross weight of trucks.

One approach to alleviate the problem of overloading and
meet the increasing budgetary needs for road maintenance is
to introduce taxation for road vehicles commensurate with
the damage they cause to the road pavements (7,8). The
existing taxation policy in the kingdom needs refinement be-
cause it is not based on pavement wear. Placing higher taxes
on trucks with higher axle loads would not only generate
revenue for increasing maintenance needs but would also dis-
courage use of trucks that do the most damage to the roads.
A rational taxation model was formulated in which vehicles
are charged equitably in accordance with the cost of roadway
maintenance attributable to their operations. Field data re-
lated to operating traffic volumes, vehicle dimensions and
loads, vehicle kilometers traveled, and pavement damage and
maintenance, which constitute an important data base for the
model development, were collected for certain primary high-
ways in the Eastern Province of the kingdom.

MODEL DEVELOPMENT

The model is developed in two parts. Part I deals with the
estimation of vehicle annual taxation covering the annual
maintenance expenditure on the road system. This tax will
be determined separately for each vehicle class on the basis
of average values of vehicle attributes within the class. Part
IT deals with the estimation of additional taxation for over-
loaded vehicles that are violating the legal load limits. This
tax will be determined separately for each individual vehicle
and will be based on the degree of overloading by the vehicle
and the average roadway use by the corresponding vehicle
class.

For estimation of vehicle annual taxation, a distinction has
to be made between the annual maintenance cost for routine
maintenance and the equivalent annual major maintenance
cost. Routine maintenance cost accounts for regular or normal
maintenance such as roadway cleaning and repairs of minor
pavement distresses, which are generally nonload associated.
Routine repairs most commonly include crack sealing and
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patching. Major maintenance cost accounts for periodic pave-
ment rehabilitation (i.e., overlays) due to load-associated
pavement distresses. Because the routine maintenance cost is
nonload associated, it is logical to distribute it among road
vehicles in accordance with their base areas representing road-
way occupancy area. The major maintenance cost, being load
associated, is distributed among vehicles in proportion to the
damage caused by their loads. Hence, the vehicle annual tax
(VAT) is divided into two portions: annual major mainte-
nance tax (AMMT) and an annual routine maintenance tax
(ARMT).

Vehicle Annual Tax

Annual Major Maintenance Tax

Assuming that a road section requires an overlay after each
n years and its estimated cost per lane-kilometer is CMM,

the average annual major maintenance cost (AMMC) can be
determined by the following:

AMMC = CMM X C, M
where
o )
C,; = capital recovery factor = a+iy -1 and

Il

i = interest rate per year.

The damage induced on a road section in 1 year is pro-
portional to the amount of EAL applied on the road section
during this period. Accordingly, the share of each EAL to
the major maintenance cost in a year’s time can be determined
by the following:

AMMC

MMC =
. total EAL passed on 1 lane-km/yr

@

where UMMC is the unit major maintenance cost per lane-
kilometer per unit EAL.

Estimating the average annual kilometers (AKT) traveled
by a vehicle, the AMMT accruing to the vehicle can be es-
timated by the following:

AMMT = UMMC x RDF x AKT )

where the relative damage factor (RDF) of a vehicle on the
basis of the EAL concept is given by the following equation:

RDF = > EAL, 4)
i=1

where

n = number of vehicle axles and
EAL; = equivalent axle load of Axle i.

EAL, is determined by the following equation:

L\
EAL, = <f) ®)
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where
L; = actual load of Axle i and
L, = corresponding standard axle load.

L, is assumed as 5.4 t for a single axle with single tires, 8.2 t
for a single axle with dual tires, 13.6 t for a double axle with
dual tires, and 18.5 t for a triple axle with dual tires (2,6).
The RDF of any vehicle will be a function of the vehicle’s
axle load and is expected to vary in each operation. Legal
RDF (RDF) is used in Equation 3, assuming that the vehicle
is operating at MOC legal load limits. Legal axle loads (L)
and the corresponding RDFs for different vehicle classes on
the basis of MOC legal load limits are presented in Table 1.

Annual Routine Maintenance Tax

It is assumed that routine maintenance needs are independent
of the damage caused by vehicle loading. Other than the
annual kilometers traveled by a vehicle, the ARMT of the
vehicle should depend on the size of the vehicle, which repre-
sents its degree of occupying the road. For instance, assuming
the kilometers traveled remain the same, a truck having a
base area three times that of a passenger car should pay three
times the car’s share of the annual routine maintenance cost.
Hence, to estimate ARMT, base areas of all vehicles are
transformed into equivalent passenger car (EPC) units, de-
fined by the following:

hicl
EPC = base area of a vehicle ©)
base area of a passenger car

The share of each EPC unit to the routine maintenance
cost per year per lane-kilometer is as follows:

URMC = % 7

>, (N, x EPC)
k=1

where

URMC = unit routine maintenance cost per lane-
kilometer per unit EPC,
ARMC = average annual routine maintenance cost per
lane-kilometer,
N, = average annual volume of vehicles of Class k,
and
s = total number of vehicle classes.

Therefore, the ARMT for a vehicle can be estimated by the
following:

ARMT = URMC x EPC x AKT (8)

Finally, the VAT covering both the routine and major
maintenance is determined by combining Equations 3 and 8
as follows:

VAT = AMMT + ARMT
= (UMMC x RDF, + URMC x EPC) AKT ©9)
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TABLE 1 RELATIVE DAMAGE FACTOR (RDF) FOR DIFFERENT
TRUCK TYPES ON THE BASIS OF MOC LEGAL LOAD LIMITS

Truck Truck Legal Axle Load in Tons and Legal Gross Load
Description ~ Designation Corresponding EAL for Axle (i) in Tons and Legal
RDF (RDF,)

Rigid Body  RB2 6 - 19
with 2 Axles (1.52) (6.32) (7.84)
Rigid Body RB3 6 - 10 . 10 26
with 3 Axles (1.52) (6.20)
Semi-Trailer S2.1 6 - 13 - 13 32
with 3 Axles
(2 in front) (1.52) (6.32) (6.32) (14.16)
Semi-Trailer S22 6 - 13 - 10 . 10 39
with 4 Axles
(2 in front) (1.52) (6.32) (4.68) (12.52)
Semi-Trailer §3.1 6 -10 . 10 - 13 39
with 4 Axles
(3 in front) (1.52) (6.32) (12.52)
Semi-Trailer S3.2 6 - 10 . - 10 . 10 46/40°
with 5 Axles
(3 in front) (1.52) (4.68) (10.88)/(6.40)
Semi-Trailer §2.3 6 ~ 13-T7:7.7 40
with 5 Axles
(2 in front) (1.52) (6.32) (1.66) (9.50)
Semi-Trailer §3.3 6-1.10-7.7.7 47/40*
with 6 Axles
(3 in front) (1.52) (4.68) (1.66) (7.86)/(4.68)
® 40T is legal gross load limit.

The AKT values were estimated from driver interviews. RDF, Ly + Ly ‘

The RDF and EPC values were determined from the vehicle RDF, . L (10)
g

weight and dimcnsion surveys. Field data collection and data
analyses are presented in the following section.

Load Violation Tax

Load violation can represent either gross load violation or
axle load violation, or both. Axle load violation can be trig-
gered without a gross load violation, if the payload is not well
distributed over all the axles. Gross load violation, without
an axle load violation, can be triggered only for §3.2 and S3.3
truck types; for these truck types the MOC gross load legal
limits, as presented in Table 1, are lower than the corre-
sponding sums of the axle load limits. If both violations exist,
the vehicle is charged for only one of the two, whichever calls
for greater taxation.

Gross Load Violation Tax

The gross load violation tax (GLVT) must be in proportion
to the excess of RDF applied by the overloaded vehicle above
the legal limit. If a vehicle has an extra gross load of L, above
the legal limit of L, the new relative damage factor RDF,
corresponds to load (L, + L) and is related as follows:

Accordingly, the increase in RDF units is as follows:
ARDF = RDF, — RDF, (11)

The amount of extra maintenance cost for each kilometer
of travel to be covered by the excess in RDF units should be
equal to ARDF x UMMC,,.

The UMMC, value is the new unit major maintenance cost
per kilometer for the illegal loading conditions.

Hence, the GLVT can be estimated by the following:

GLVT = ARDF x UMMC, X trip length

= (RDF, — RDF,) X UMMC x <ﬁ>

RDF,
X trip length (12)

The violation charge should be a function of the trip length
each time the vehicle violates the legal load limits. Because
estimation of actual trip length for each case is difficult, av-
erage distance traveled daily by each vehicle class is used,
determined from driver interviews. The AKT used in Equa-
tion 9 was related to the average trip length (ATL) as follows:
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AKT = 300 x ATL (13)

where 300 represents the number of working days per year.
Thus, the GLVT is as follows:

RDF,
RDF,

RDF,

= DE,) ATL (14)

GLVT = RDF0< — 1) UMMC <

The ratio of RDF, to RDF, can be estimated by the fourth
power of the ratio of the new illegal load to the legal load,
as indicated in Equation 10. Accordingly,

4
L, # Ly
GLVT = RDF, | [*—2) -1

i‘gll

L, + Lg\*
X UMMC (=5—=) ATL (15)
Sl

Axle Load Violation Tax

When the violation is due to axle load and not gross load, the
same equation may apply using the EAL value for axles and
not for the overall vehicle. Thus, for this case, the axle load
violation tax (ALVT) is given by the following:

4
ALVT = EAL, [(%) - 1]
i0

L]

i0.

X UMMC( ) ATL (16)

where EAL,, is the legal equivalent axle load of Axle i.

FIELD DATA COLLECTION

Out of 16 major highways and expressways in the Eastern
Province, 5 were selected for data collection in consultation
with the Dammam Directorate of the MOC. The selected
highways cover the range of construction materials, ground-
water conditions, pavement age, cross sections, and distress
manifestations typically encountered in the region. One load-
and traffic-counting survey station was located on each se-
lected highway for each direction of travel, at a place where
the expected truck traffic was heaviest. Because the trucks
had to be taken from the moving traffic stream and stopped
for load measurements, careful planning of safety measures
and the presence of traffic police were required to authorize
truck stopping. Generally, a queue of trucks developed. While
the trucks were waiting to be weighed, the truck drivers were
interviewed to collect the trip length data and other crew
members measured the trucks’ dimensions.

Volume Data

Volume data were collected using manual counters. Classified
volume data were recorded on specifically designed sheets.
Two groups of data collectors were employed at each counting
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station, separately for daytime and nighttime counting. The
observed average composition of truck traffic compared with
that on freeways in Australia and in the United States is
presented in Table 2 (9,10). The composition in Saudi Arabia
is similar to that in the United States and Australia, except
that more RB3s and less RB2s are observed in the kingdom.
The table shows that the S3.3 is the most widely used truck
in Australia, as opposed to the $3.2 in the United States and
the kingdom. The S3.3 has better load distribution than the
$3.2 due to its larger number of axles.

Load Measurement

Axle load measurements were made with the Trevor Deakin
Portable Weighbridge designed by the U.K. Transport and
Road Research Laboratory (TRRL). It comprises two light-
weight weighpads with a separate electronic logaload readout
unit having a digital printer. The vehicle is driven forward
slowly; when the wheels are centered over the weighpads, the
vehicle is stopped and the logaload displays the load applied.
The vehicle is then driven until its next set of wheels is ad-
vanced to the weighpads and again weighed. The printout lists
the load on each axle, gross weight, number of axles, ticket
serial number, and date. A typical designed data sheet is
presented in Table 3. Tire pressures were measured as sup-
plementary information for the pavement design study. Anal-
ysis of axle loads revealed that overloading was most fre-
quently encountered on triple axles—72 percent of them
exceeded the legal limit. The other axle groups exceeding the
legal limits were 55 percent of tandem axles, 43 percent of
SS axles (single axle with single wheels) and 26 percent of SD
axles (single axle with dual wheels).

Gross weights of loaded vehicles were analyzed in a similar
manner as the axle loads. Gross overloading was encountered
most frequently in the RB3 type (77 percent), followed by
the S3.2 and S83.3 types (68 percent for each type). Further,
28 percent of the RB2 type and 25 percent of the S2.2 type
were found to be exceeding their gross weight legal limits.
The frequent overloading observed in the RB3 type may be
attributed to the type of commodity (such as sand and ag-

TABLE 2 PERCENTAGE VOLUME COMPOSITION OF
TRUCK TRAFFIC ON RURAL FREEWAYS AND
EXPRESSWAYS

Truck Type Percentage Volume Compositionin
Saudi Arabia  Australia  U.S.A.
RB2 16 23 34
RB3 21 10 4
RB4 NA 4 1
43 37 39
§2.1 NA 1 4
S§2.2 11 6 8
§3.2 40 24 49
S3.3 6 32 NA
57 63 61

NA = Not applicable
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TABLE 3 TYPICAL AXLE LOAD DATA

SURVEY STATION: LC2 DATE: 24-09-85

HIGHWAY: FROM JUBAIL TO SAFWA TIME: 07:00 HRS.

Reg. Truck AXLE LOAD (TONS) Gross Wt.  Tire Prs.  Comments
No. Type AX1 AX2 AX3 AX4 AX6 (Tons) (Kg/sqcm)

7057 S3.2 5.88 5.15 4.86 491 6.31 27.11 Container
7060 RB2 5.01 13.43 18.44 8.45 Container
7057 S3.2 6.04 7.60 8.04 8.51 8.38 38.57 9.16 Steel
7048 RB3 4.82 4.94 4.46 14.22 Empty
7136 RB3 5.66 12.90 13.28 31.84 7.04 Blocks
7106 S3.2 4.66 11.59 12.51 11.09 12.10 51.95 Equipment
7164 LT 1.85 3.69 5.54 Pipes
7136 RB3 6.58 1091 11.76 29.25 6.34 Blocks
7077  S3.2 5.73 5.40 4,78 9.73 9.64 35.28 Tanker
7064 S3.2 6.25 8.00 7.03 8.13 8.12 37.53 7.04 Steel
7124 RB2 5.96 12.70 18.66 Tanker
7033 RB2 2.90 7.34 10.24 6.34 Container
7057 S3.2 6.18 7.82 7.12 7.98 8.34 37.44 7.04 Steel
7084 RB3 5.78 8.84 10.13 24.75 Tanker
7060 S3.2 488 10.38 10.20 12.76 12.27 50.49 Steel
7090 S3.2 6.40 12.54 11.94 18.11 20.85 69.84 10.57 Steel
7131 S3.2 6.30 12.00 12.55 17.81 17.40 66.06 8.45 Steel
7048 S3.2 6.30 15.10 14.67 17.91 18.83 72.81 Steel
7175 S3.2 6.20 13.43 12.61 16.47 18.16 66.87 9.86 Steel
7189 RB3 6.30 14.94 14.70 35.94 Aggregate
7041 RB2 5.15 9.57 14.72 Gas
7038 S3.2 7.12 12.42 11.74 14.68 13.90 59.86 8.45 Blocks
7184 S3.3 7.90 11.81 12.10 22.40 13.67 20.12 88.00 Aggregate
7067 S3.2 6.67 3.60 3.25 3.21 3.52 20.25 Pipes
7065 RB3 6.80 15.80 16.11 38.71 8.45 Aggregate

gregates) usually carried by it. Overloading in the S3.2 and
$3.3 types may be due to the increased dimensions of these
trucks and their increased empty weights. Mean empty weights
of these two types were found to be 52.4 and 70.1 percent,
respectively, of the corresponding loaded legal weight limits.
The higher empty weights result in less payload limit if the
legal weight limits are complied with, thereby making the
operation of these truck types uneconomical to the operator.
This situation leads to the overloading tendencies.

Dimensional Data

Measurements of dimensions of a number of passenger cars
showed an average length of 3.4 m and an average width of
2.0 m, giving a base area of 6.8 m?. This area was used for
computing the EPCs of other vehicle classes. The 95th per-
centile values computed from the collected dimensional data
are presented in Table 4, together with the current MOC

TABLE 4 COMPARISON OF DIMENSIONAL LIMITS

Vehicle Type Dimension Value (m)

dimensional limit and the dimensions of the corresponding
AASIITO vehicles. For rigid trucks, the 95th percentile val-
ues for length and width exceed the corresponding MOC and
AASHTO limits. For semitrailer trucks, the 95th percentile
values of each element (i.e. length, width, and height) exceed
the corresponding limits specified by MOC and AASHTO.
Insufficient control of vehicle dimensions not only results in
certain highway geometric design standards being inappro-
priate, but also contributes to the overloading problem. The
combination of oversized and overloaded vehicles, operating
at high speeds and poor levels of vehicle maintenance, con-
tributes to increasing road accidents.

Average Trip Length Data

As mentioned earlier, the truck drivers were interviewed while
they were waiting in queue for load and dimension measure-
ments. The main purpose of the driver interviews was to
collect information about average kilometers traveled per day.
Supplementary data on types of commodity, routing (origin-
destination), percent time the vehicle was operating at full
load, and driving license and registration renewal were also
sought. A separate interview sheet was completed for each
truck. Because no passenger cars were stopped at the weighing

95-Percentile MOCLimit AASHTO . . .
stations, a separate interview survey was planned for them at
. selected gas stations—one on each selected highway. Only
%‘rﬁ‘c‘iBwy 1&"}'&%“ 1%?,2 1%‘5)8' gég basic information related to the average distance traveled per
Height 3.88 4.00 4.10 day was collected from the car drivers.
Semi-Trailer ~ Length 20.00 18.00 17.00 Pavement Condition
Width 3.10 250 2.60
Height 4.70 4.00 4.10

® Length limit is 11.0 m for RB2

The pavement rating (PAVER) technique developed by the
U.S. Army, Corps of Engineers, was used to quantify pave-
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ment distress (/7). In this technique, pavement condition eval-
uation is based on a numerical rating of 100, called the pave-
ment condition index (PCI). The PCI is a measure of the
overall surface condition of a pavement combining all types
of observed distress manifestations. The types of distresses
encountered were bleeding, longitudinal cracking, weathering
and raveling, patching, and rutting, with severity levels rang-
ing from low to high. The PCIs and pavement condition rat-
ings are presented in Table 5 by section. According to the
PAVER technique, a decision may be made to rehabilitate a
primary highway when its PCI falls to 60 (11). If this limit is
applied to the selected highways, the sections in need of major
maintenance are identified as shown in the table.

ILLUSTRATIVE EXAMPLES
Vehicle Annual Taxation

Taxation assessment requires estimation of AMMC and
ARMC. On the basis of interviews with local contractors
performing maintenance contracts for MOC, average values
of AMMC and ARMC were assumed as SR 4,183, and SR
1,940 per lane-kilometer per year. The value of AMMC as-
sumes a 5-cm overlay costing SR 32,300 per lane-kilometer,
distributed over a period of 10 years at a compound interest
rate of 5 percent.

UMMC and URMC values were computed for each se-
lected highway using the corresponding volume data and the
mean values of the other data for the five highways. The
computer values of UMMC and URMC for each study lo-
cation are presented in Table 6. Typical computations for
VAT for Abu Hadriyah-Dammam Expressway are presented
in Table 7. Because VAT within a province should not be a
function of road location, overall average values of UMMC
and URMC for all study locations were used to compute the
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TABLE 6 UNIT MAINTENANCE COSTS FOR SELECTED
HIGHWAYS

Highway UMMC (SR x 10-2) URMC (SR x 10-2)
Dammam-Ras Tanura 0.32063 0.080323
Ras Tanura-Dammam 0.34295 0.07524
Safwa - Jubail 0.43438 0.12644
Jubail - Safwa 0.41171 0.11341
Dammam - Abu Hadriyah 0.36008 0.18127
Abu Hadriyah - Dammam 0.30972 0.15966
Dammam - Riyadh 0.49979 0.25997
Riyadh - Dammam 0.41559 0.21895
Dhahran - Abqaiq 0.18102 0.084027
Abqaiq - Dhahran 0.17168 0.074568
Average 0.34476 0.13738

annual taxes. The taxes for various vehicle classes are pre-
sented in Table 8.

Load Violation Tax

On the basis of the average value of UMMC, additional taxes
for gross load violation and axle load violation can be cal-
culated for each vehicle class and axle type using Equations
15 and 16, respectively. As mentioned previously, if both
violations exist, taxation for only the greater of the two will
apply. For example, consider a semitrailer S2.2 carrying gross
overloading of 10 t. The GLVT can be estimated as follows:
L,=10t, L, = 39t, RDF, = 12.52 (Table 1), UMMC =
SR 0.34476 x 10-2 (Table 6), and ATL = AKT/300 = 525
km (Table 7). Substituting these values in Equation 15,
GLVT = SR 84.

TABLE 5 PAVEMENT CONDITION INDEX OF SELECTED

HIGHWAY SECTIONS

Highway Section  Direction PCI  Rating Major
Maintenance

Need
Dammam-Ras Tanura A Northbound 85.6  Excellent No
Dammam-Ras Tanura B Northbound 93.1  Excellent No
Ras Tanura-Dammam A Southbound 82.7 V. Good No
Ras Tanura-Dammam B Southbound 79.0 V. Good No
Safwa-Jubail Northbound 89.2  Excellent No
Jubail-Safwa Southbound 91.4  Excellent No
Dammam-Abu Hadriyah A Northbound 89.4  Excellent No
Dammam-Abu Hadriyah B Northbound 35.1  Poor Yes
Abu Hadriyah-Dammam A Southbound 90.9  Excellent No
Abu Hadriyah-Dammam B Southbound 26.0  Poor Yes
Dammam-Riyadh Westbound 82.5 V. Good No
Riyadh-Dammam Eastbound 95.1  Excellent No
Dhahran-Abqaiq A Westbound 24.5 V. Poor Yes
Dhahran-Abqaiq B Westbound 35.0 Poor Yes
Abqaig-Dhahran A Eastbound 43.5  Fair Yes
Abqaig-Dhahran B Eastbound 39.3  Poor Yes
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TABLE 7 ESTIMATION OF VEHICLE ANNUAL TAX CORRESPONDING TO

ABU HADRIYAH-DAMMAM EXPRESSWAY

Vehicle Class  RDF, EPC  Annual Vol/Lane  AKT (km) ~ LEAL/Yr. LEPC/Yr. AMMT(SR) ARMT(SR) VAT (SR)
) @) [©)] @ ®) 6)=@x@) @=0x@ (@8 © A0 =@+
PC 000 1.0 135768 25338 0 135768 0 4 40
LT 0.6263 2.5 14652 79570 9177 36630 155 317 472
BUS  3.0483 49 340 96725 1036 1360 913 617 1530
RB2  7.8400 3.0 14516 93440 113805 43548 2269 47 2716
RB3  6.2000 3.6 29487 100010 182819 106153 1921 574 2495
§22  12.5200: 5.3 24740 157602 309745 131122 6113 1333 7446
523 95000 5.3 326 157602 3097 1728 4638 1333 5971
$32 64000 6.4 105204 157602 673306 673306 3125 1610 4735
§3.3 46800 7.0 12212 157602 57152 85484 2285 1761 4046
SLight Truck URMC = 1940/3Col(7)  Col. (8) = UMMC. (2). (5)

UMMC = 4183/XCol(6)

TABLE 8 TAXES BY VEHICLE CLASS

Vehicle Class PC LT  Bus RB2 RB3 8§22 §2.3 §3.2 833
AMMT 0 172 1016 2525 2138 6804 5163 3478 2543
(SR)
ARMT 34 2713 531 384 494 1146 1146 1385 1514
(SR)
VAT 34 445 1547 2909 2632 7950 6309 4863 4057
(SR)

Assuming that the 10-t overloading occurs on the tandem .
axle group, the ALVT can be estimated as follows: L; = 30
t, Ly = 20 t, and EAL ;,, = 4.68 (Table 1). Substituting these
values in Equation 16, ALVT = SR 174.0. Because the ALVT
is greater than the GLVT, the load violation tax in this case
is SR 174.

The suggested taxation structure is tentative because of the
limited data collected (12). As more data are collected over
a longer period of time and over other major highways, the
input values will be revised to predict more realistic trends in
pavement maintenance and related vehicular data.

WEIGHT CONTROL PROGRAM ENFORCEMENT
AND EVALUATION

As a result of this study, 11 weight control stations and a
number of automatic counting stations have been installed by
MOC on major truck routes in the kingdom. The Saudi ex-
periences with weight control programs were reported by Mufti
and Al-Rashid (/3) and are briefly summarized here. In the
initial stages of enforcement, extensive efforts were made to
establish contacts with major trucking agencies, seeking their
cooperation for compliance with the legal load limits. Nu-
merous difficulties were encountered in the initial stages of
program enforcement. These difficulties most commonly re-
lated to the collection of penalties and to avoidance of the
weighing stations by drivers. When the penalties were high,
they were difficult to collect. Police assistance was invariably
required either to hold the trucks and release the drivers to
allow them to obtain the money, or to reduce the penalties.

Col. (9) = URMC. (3).(5)

Instances of weighing station avoidance were also frequent
even though the station sites were carefully selected to avoid
such incidents. Hence, traffic spot checks were routinely made
on nearby routes, and trucks clearly avoiding the weighing
stations were redirected. Due to the extent of complaints
received and a fear of economic consequences on the trucking
industry, a 1-year grace period was given to the truckers to
allow them to comply with the legal load limits.

The effectiveness of the weight control program was eval-
uated on the basis of changes in the degree of overloading
and percentages of overloaded trucks. Typical gross load data
from the Taif weighing station during the later months of the
grace period and the early months of the full weight control-
program were analyzed. The degree of overloading before
enforcement frequently exceeded 200 percent. Five months
after full enforcement, it was reduced to below 20 percent.
Figure 1 shows the monthly percentage of overloaded trucks
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trucks before and after enforcement.
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of a given type relative to the total number of trucks of the
same type passing the station during the same month. The
percentages of overloaded trucks peaked at the end of the
grace period and ranged from about 20 to 80 percent. These
percentages declined sharply to as little as 2 to 6 percent by
the end of the 5th month of the enforcement period.

SUMMARY AND CONCLUSIONS

A method of road vehicle taxation has been formulated in
the Kingdom of Saudi Arabia on the basis of an economic
rationale that roadway maintenance costs be equitably allo-
cated among the vehicle classes in proportion to the damage
they cause to the roads. Both major and routine maintenance
costs have been considered for recovery through taxation. The
input data needed for the model were generated through ex-
tensive field surveys and related to traffic volume, vehicle
loads and dimensions, average daily kilometers, and pave-
ment distress condition. The surveys were conducted at se-
lected highways in the Eastern Province of the kingdom. Axle
load and dimensional surveys revealed gross violation of the
corresponding MOC limits. The proposed taxation model,
which calls for higher taxes for trucks with heavier axle weights,
would not only generate revenue for roadway maintenance
but would also discourage use of trucks that do the most
damage to the roads. As a result of this study, 11 weighing
stations and a number of traffic-counting stations have been
installed on major truck routes in the kingdom. Early results
of the weight control program are quite encouraging. The
proposed taxation structure will be revised, if necessary, as
more data collected at the stations become available.
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Collecting Overdue Municipal Vehicle
License Fees: A Case Study

STEVEN M. Rock AND DEBRA SCHOENDORF

One solution to the fiscal pressures on local governments is a
more intensive effort to collect delinquent revenues. Nationally,
this alternative has been underused. A case study of Elgin, Illi-
nois, is presented to examine the potential of this approach for
the sale of overdue municipal vehicle licenses. To this end, Elgin
currently uses police roadblocks and two sequential collection
letters; however, the noncompliance rate is over 10 percent. This
noncompliance results in a loss of $200,000 to $400,000 in reve-
nue. At current levels, roadblocks return $6 in revenue for every
$1 of cost; expansion is indicated if police time can be spared.
The two collection letters return $6 and $2, respectively, for every
$1 of cost. It does not appear that a third mailing would be
warranted. Three experiments are suggested to establish costs
and revenues: sending collection letters by certified mail, making
state registration records prima facie evidence that a sticker is
required and using Small Claims Court, and using civilian em-
ployees to search parking lots for scofflaws.

Fiscal concerns facing local governments, fueled by political
resistance to increased taxes, state-imposed tax and spending
limits, reductions in aid from higher levels of government,
and slow growth rates, have placed officials in a bind. Cutting
back on services is unpopular; reducing waste and inefficiency
is difficult. In response, many localities have turned to benefit-
based taxes and user charges (7). The need to establish mech-
anisms to collect the resulting bills is incumbent.

Often overlooked for increasing revenue is @ more intensive
effort to collect delinquent accounts. Debt collection has tended
to be a low priority in many municipalities (2). The lack of a
prompt and aggressive system for collecting outstanding ac-
counts results in the loss of significant amounts of potential
revenue. A survey of California cities revealed that the vast
majority did not have an adopted debt collection policy or
formal debt collection goals (3). Private-sector debt collection
tools and techniques are not universally used in the public
sector (2).

The issue of the collection of accounts is explored through
a case study of motor vehicle license fees in Elgin, Illinois.
The city, with a population over 60,000, is located about 40
mi northwest of Chicago. The city’s licensing of vehicles dates
back to horse-and-buggy days. All motorized vehicles, in-
cluding motorcycles, trucks, and buses, registered to an Elgin
city address are required to purchase the license. In 1988 over
$1 million was collected, based primarily on a $25 fee on
automobiles. Senior citizens and motorcycles receive lower
rates; trucks pay higher amounts. After an annual February
15 deadline, an escalating late fee is imposed.

S. M. Rock, Department of Economics, Western Illinois University,
Macomb, Ill. 61455. D. Schoendorf, SN781 Kingswood Drive, St.
Charles, Ill. 60175.

ENFORCEMENT

Enforcing the purchase of a vehicle license is more difficult
than enforcing water bills or real estate taxes, for which ser-
vice can be denied or liens placed on property for nonpay-
ment. It is necessary to determine who is noncompliant and
to choose a method of extracting payment. Elgin currently
uses two approaches.

Immediately after the annual deadline, police officers set
up roadblocks at key intersections in residential subdivisions
during the morning rush hour. Vehicles without an Elgin sticker
are stopped; if the driver’s state license shows an Elgin ad-
dress, a citation is issued. A bond of cash, a driver’s license,
or a bond card is taken to assure appearance in court. Before
the citation can be cleared, proof of sticker must be shown
and court costs of $28 must be paid.

A second method involves mailing collection letters to ve-
hicle owners suspected of being noncompliant. These are de-
rived from vehicle registration records acquired from the state,
which are matched against the names of those who have al-
ready purchased stickers. Addresses not within the corporate
limits of Elgin, post office boxes that could belong to persons
or businesses outside the jurisdiction, and persons known to
be deceased are eliminated manually. The remaining names
are mailed a computer-gencrated notice. Later in the ycar,
the procedure is repeated, exempting those who corrected
erroneous information (e.g., the vehicle was sold or is not
used) and mail returned from the first mailing (i.e., the vehicle
owners no longer reside in Elgin).

A number of questions about enforcement efforts could be
explored. Are the police roadblocks cost effective? Do the
roadblocks show diminishing returns? Are the collection let-
ters cost effective? Should a third collection letter be sent
out? Are there other effective methods for compliance?

CURRENT LEVELS OF COMPLIANCE

The number of motor vehicles in Elgin is constantly changing
due to purchases and sales of vehicles and population move-
ments. An upper limit can be obtaining by calculating the
number of stickers sold before the first followup letter and
adding the number of letters mailed. State information on
registration lags the current situation but provides the basis
of the mailing. This measure suggests 52,000 vehicles. This
number would have to be decreased by the number of re-
turned letters and the phone calls correcting the state records
(both of which are compiled and total 6,000) and increased
by the number of vehicles added in the community (which is
not known). A lower limit of 46,000 vehicles is possible.
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On the basis of the total number of stickers sold in 1988
(41,700}, the noncompliance rate is in the range of 10 to 20
percent; between 4,500 and 10,300 vehicles did not have the
required stickers. Decreasing the rate by 5 percent would yield
over $100,000. The goal of the city manager is to achieve a
95 percent compliance rate.

COSTS AND REVENUES OF ROADBLOCKS

In 1988 the Elgin Police Department used 14 roadblocks to
enforce compliance between February 16 and April 15. This
frequency is a typical yearly number. The activities take place
between the hours of 7 and 9 a.m., which is a relatively quiet
time for the police. The evening rush hour is not used because
manpower is necessary for more pressing enforcement activ-
ities during that period. Roadblock decisions are based on
personnel availability; days when scheduling makes the num-
ber of available officers higher than normal are candidates.

The choice of location is based on a number of consider-
ations: (a) areas with suspected high rates of noncompliance
according to computer printouts from the Finance Depart-
ment, (b) areas generating reasonable volumes of local resi-
dential traffic, and (¢) complaints from residents regarding
noncompliance in the neighborhood. Through streets are not
used due to the resulting traffic disruption and the higher
number of non-Elgin residents that would be present. Al-
though officers do not count the properly licensed vehicles
that pass by, it is likely that they see a higher percentage of
noncompliants than indicated by the overall city rate because
of the way locations are selected.

Determining revenue attributable to this method is difficult
because sales of stickers resulting from citations are not noted
as such. However, because a citation requires bond to be
posted, it can be assumed that each will result in $48.50 in
revenue (the average cost of a late-purchased sticker plus $10
of the court cost, which is rebated to the city).

This amount is apt to understate the revenue that actually
results from this method. Elgin police report that some ve-
hicles see the barricade and turn around before reaching it.
Although such motorists may be trying to avoid a traffic delay,
others may realize that the police are checking for stickers
and wish to avoid a citation. The latter group may be moti-
vated to then purchase the license.

A list of the number of citations issued at each roadblock
is presented in Table 1. On the basis of the 159 citations issued,
revenues approximated $7,700.

Costs were based on labor expended and a portion of ve-
hicle costs. The deputy chief of police for operations estimated
that blockades lasted 1 hr, with two or three officers and two
or three squad cars. Thus, 35 hr of both officer and car time
was used. The city attorney estimated that, in the 95 percent
of cases that are not contested, under 5 min for both the
assistant corporation counsel (the attorney responsible for
vehicle-related court appearances) and the court liaison of-
ficer is required; if contested, 10 min would be required. In
addition, 3 hr of a finance clerk’s time is necessary.

Applying the average of the 1988 salary ranges (including
benefits) to the hours spent produced the total labor costs
presented in Table 2. Hourly costs for a squad car were based
on yearly budgeted amounts for vehicle purchase, fuel, and
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TABLE 1 CITATIONS
ISSUED FROM POLICE
ROADBLOCKS IN 1988

Date Citations
February 16 20
February 17 21
February 22 22
February 23 9
March 2 19
March 7 10
March 16 5
March 17 9
March 29 4
March 30 3
March 31 3
April 7 7
April 14 10
April 15 _17
Total 159

maintenance. Cars are used around the clock over a 2-year
period, producing an hourly rate of $1.62 per squad. It could
be argued that vehicle expenditures can be considered as over-
head or fixed costs for the purposes of roadblocks and should
therefore be excluded. However, their inclusion will not have
a significant effect on the results.

At the intensity prevailing in 1988, the roadblocks returned
almost $6 for every $1 of cost. Thus, this method appears cost
effective. Whether expansion would be appropriate depends
on the extent to which returns will diminish. The average
costs associated with a roadblock are approximately $92. If
three or more citations result, revenues will exceed costs.
Given the history cited in Table 1, it would appear advan-
tageous for Elgin to expand its roadblocks. This action would
be qualified by whatever activities would have to be curtailed
to obtain the additional time.

COSTS AND REVENUES OF COLLECTION
LETTERS

The first collection letter was mailed in mid-June to over
14,928 owners of suspected noncompliant vehicles. In the
subsequent 14 business days, 1,076 stickers were sold. Of
these, 866 were attributed to the mailing on the basis of Fi-
nance Department calculations of the difference in average
daily sales during the 10 business days before the mailing. A
second letter was mailed in mid-September to over 10,440
owners; 287 stickers were sold in the subsequent 11 business
days, of which 201 were attributed to the letter. Revenues
were determined by multiplying the identified sticker sales by
the average cost of a late-purchased license during the re-
spective period ($48.50 and $56). Revenues of $42,000 were
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TABLE 2 COSTS OF POLICE ROADBLOCKS

Item Hourly Cost?2 Total Hours Total Cost
Police $20.93 35 $733
Squad Car 1.62b s 57
Court Officer 14.90 14 209
Finance Clerk 6.52 3 20
Ass’t Corporation Counsel 19.58 14 274
Total $1,293

4 Based on salary range midpoints for personnel plus average

benefits.

b Based on yearly budgeted amounts for purchase price, fuel, and

maintenance, assuming two year life and full time use.

produced from the first letter and $11,000 from the second.
These figures understate the revenue from the letters because
some sticker sales resulting from the letters occurred after the
2-week followup period.

Roadblocks were not set up during the followup periods
for the collection notices. Only sticker citations issued to mo-
torists who were stopped for another offense were included
in the followup period; this situation occurred more or less
uniformly throughout the year. Thus, the revenue streams
from each method are fairly distinct.

The costs of the collection letters were estimated by the
Finance Department. For the first letter, the state computer

tape of vehicle licenses was provided free of charge by a
nearby municipality; otherwise it would have cost $500. The
cost of the tape for the second mailing was incurred. Also
included were the cost of computer time, letters, envelopes,
postage, and personnel time. These amounts are presented
in Table 3.

According to the data, the first letter resulted in a return
of almost $6 for each $1 of expense. (If the computer tape
had to be purchased, the return would be slightly lower.) The
second letter returned about $2 for each $1 of expense. An-
other way of examining the effectiveness of the letters is to
compute the percentage of stickers sold as a percentage of

TABLE 3 COSTS OF COLLECTION LETTERS

Item

First Letter

Second Letter

Computer Tape * $500
Computer Time? $400 400
Letters and EnvelopesP 452 317
Postage® 2,551 1,809
Personneld 3,854 2,348

Total $7,257 $5,374

Note: 14,928 copies of the first letter were sent to 12,148

addresses. 10,400 copies of the second letter were sent to 8,557

addresses.

2 calculated at $40/hour

b calculated at $.01784 per letter and $.0153 per envelope

C Presorted first class at $.21 each

d primarily customer service time (permanent employees) and

temporary staff; average cost about $10.50 per hour.

*

The first tape was provided free by another municipality
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letters mailed, which was 5.80 percent for the first notice and
1.93 percent for the second.

The revenues that could be generated by a third letter would
depend on the response. After the second mailing, the sub-
sequent sales, the returned mail, and the phone calls cor-
recting information, about 8,200 vehicles remained noncom-
pliant. If the sales response rate continued to decline at the
same rate as between the first and second letters (67 percent),
a third notice could result in a sales rate of 0.64 percent, or
about 50 licenses. This amount would create revenue of about
$3,000. Expenses of labor, materials, postage, and computer
time would total approximately $3,500. Hence, a third letter
would not be justified.

A related question is whether the cost of another state
computer tape is justified for the second letter. The second
identified 188 vehicle owners who were not in Elgin according
to the first tape. Because these individuals were receiving
letters for the first time, the 5.80 percent response rate was
assumed, suggesting sales of 11 licenses, or about $500 to $600
of revenue. With the additional costs of personnel, stationery,
envelopes, and postage added into the cost of the tape, ex-
penses totaled $580 for this group. Thus, the cost of the tape
for the second mailing was not warranted. If the state were
to provide the tape for free, or if it could be obtained from
another municipality, it would be worthwhile.

A similar concern is the method used to mail the notices.
Currently, they are sent by first-class mail. Another possibility
would be to send the letters by certified mail, which currently
cost $0.85 and requires a signature for delivery. For an ad-
ditional $0.90, a signed receipt is returned to the sender upon
delivery. There are several benefits to this method that might
outweigh the costs. For example, the letter receives special
attention by the recipient. In addition, the notice cannot be
accepted by a new resident after the intended recipient has
moved. This procedure would allow more accurate updating
of the list of suspected noncompliant owners, particularly if
a more aggressive letter and court threat (described in the
following section) were used. A test of this option is rec-
ommended to establish costs and revenues.

OTHER OPTIONS

One alternative would be to strengthen the collection letters
by making the state registration records prima facie evidence
that a sticker is required. Persons who did not respond to the
letter would then be scheduled for a hearing in Small Claims
Court. If a judgment were placed against the violator, the
city could facilitate payment by placing a lien on property,
garnishing wages, or using a Denver Boot. This strategy has
been used successfully in Oakland, California (4), and New-
ark, New Jersey (5).

This alternative would require additional time by city staff
and the court. After two collection notices in 1988, over 8,000
vehicles were suspected of being noncompliant. A stronger
letter with a court threat would likely reduce this number.
For example, the proposed letter is similar to one currently
sent to parking-ticket scofflaws. It appears that over 50 per-
cent of these cases settle with the city before reaching court.
If the same results occurred with vehicle stickers, 4,000 ve-
hicles would remain noncompliant. Further analysis of costs,
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along with the availability and cooperation of the court, would
be necessary to determine if this option is cost effective. A
small-scale experiment to determine the feasibility of this op-
tion is recommended.

A second alternative would be to search for noncompliant
vehicles in parking lots within the city. The search could be
conducted by police (as is done in one nearby municipality)
or by other personnel. A printout of suspected vehicles or a
hand-held computer terminal could be used for checking pur-
poses. A nonscientific experiment suggested that this option
may have merit. Vehicles in a parking lot next to City Hall
were compared with a list of noncompliant vehicles. In 30
min, 180 vehicles were compared. Three suspected noncom-
pliants were discovered, which compares favorably with the
success rate of current police roadblocks. The search could
be conducted by one person, without using sworn officers or
squad cars. This employee could also carry a list of parking-
and traffic-ticket scofflaws. However, because bond is not
taken, collection rates would be lower than for the roadblocks.

MEASURING EFFECTIVENESS

An interesting question is, How many licenses would be sold
after the deadline without enforcement actions? This number
appears to be significant and could lower the number of non-
compliants that any enforcement measure could reach. For
example, in the 2 weeks before the first collection letter was
mailed, license sales averaged 15 per business day. Some of
these would be attributable to new residents or vehicles. In
the 2 weeks before the second letter was mailed, daily sales
averaged 8.

To address this question, Table 4 presents monthly vehicle
license sales in 1988 and the timing of enforcement activities.
Data obtained for 1989 had similar patterns. More intensive

TABLE 4 SALES OF VEHICLE STICKERS AND
COLLECTION ACTIONS BY MONTH IN 1988

Period Sales Collection Actions

Pre-deadline 32,5962

Feb. 16-29 1,4302 Police Roadblocks

March 1,540 Police Roadblocks

April 902 Police Roadblocks (to 4/15)

May 709

June 1,521 Collection Letter

July 777

August 539

September 764 Collection Letter

October 579

November 329

December 15 New Stickers on Sale
Total 41,701

4 Estimated
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analysis of the period from February 16 to March 31 indicates
that between 70 and 80 percent of sales are to noncompliants;
the remainder are to new residents or new vehicles. Sales are
greatest on Fridays. Those months in which specific enforce-
ment activities were undertaken show a surge in sales. Other
months show lower sales levels.

Unfortunately, the underlying nonenforcement sales rate
cannot be determined because of the possible carryover ef-
fects of previous enforcement efforts. Although the bulk of
police roadblock activity had ended more than 2 months be-
fore the first letter was mailed, the halo effect may have
extended well beyond that period. Similarly, a halo from the
first letter may have extended over the 3-month period before
the second letter was sent.

As previously discussed, the attribution of revenue to road-
blocks was based on citations issued and, for collection letters,
on increments to the previous sales rate. These amounts are
not diminished by whatever stream of delinquent sales were
independent of enforcement efforts. Nevertheless, it would
be useful if a way to link delinquent responders to the reason
they purchased their license could be constructed. This would
provide a more accurate measure of program revenues.

CONCLUSIONS AND RECOMMENDATIONS

In a time of fiscal pressure, tax increases and service cutbacks
may not be desirable or politically feasible. More intensive
collection efforts of existing municipal bills could be an an-
swer. The current methods used by Elgin to secure overdue
vehicle license fees—roadblocks and letters—are both cost
effective. It appears that more roadblocks would be war-
ranted, if additional officer time is available. Although both
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collection letters are profitable, a third mailing would not be.
Individual aspects of or proposed modifications in programs
can be analyzed by costs and revenues. For example, if mu-
nicipalities can share state registration computer tapes, it would
be worthwhile to apply an updated tape to each mailing. If
not, only the cost of the first tape for the first letter would
be justified.

Three other possibilities are suggested and could be tested
for feasibility. First, the method of mailing collection letters
should be analyzed. Second, use of the courts in conjunction
with the letters should be considered. Finally, the use of ci-
vilian employees to search parking lots for scofflaws appears
promising.

Appropriate collection efforts will depend on the tax or
charge involved, the legal and political options available, and
an analysis of the costs and benefits. It is urged that munic-
ipalities make the efforts to apply this framework to their
individual situations.
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Parking Tax in Washington State

Cy ULBERG AND GRACIELA ETCHART

The Washington State Legislature recently passed legislation that
increased funding for transportation purposes. The new law al-
lowed for several local option taxes, including a commercial park-
ing tax. The objectives of this measure were not only to help
local jurisdictions raise revenues, but also to provide them with
a transportation demand management tool. The Washington State
Transportation Center will conduct an evaluation of the new law,
The research approach is outlined, including a description of the
new legislation, the potential impacts of its implementation, and
a process that will be used to evaluate the effectiveness of various
alternatives. Because no jurisdiction in Washington has adopted
a parking tax based on the legislation, it is premature to conduct
an evaluation of its transportation demand management effects.
The new law has characteristics that make it different from those
enacted in other localities. First, the law is flexible enough to
give local jurisdictions freedom to decide on the type of tax to
impose and how to impose it. Second, the new law allows local
jurisdictions to apply the tax to all parking, even if it is supplied
with a lease of nonresidential space and if no fee is charged for
the use of the parking spaces. A third distinctive element of the
tax is flexibility in charging the tax for different types of use. A
fourth unique aspect of the law is that the revenue collected must
be used for transportation purposes. Two important sets of legal
issues concerning implementation of the parking tax are dis-
cussed. The first set is concerned with whether the tax is construed
as a property tax or an excise tax. In Washington constitutional
questions must be addressed if it is considered a property tax.
The second set of issues concerns the definition of a reasonable
distinction in charging differential rates.

Parking policy is a crucial element in transportation demand
management. Because parking is essential at some point for
virtually all automobile trips, the price of parking has a strong
influence on whether people choose to make their trips by
automobile. Parking is usually the most sensitive variable in
modal split models. The availability and cost of parking are
crucial factors in decisions of investment and residential or
job location. Because of the importance of parking, any policy
affecting its price is a sensitive political issue.

A parking tax is one way to influence the cost of parking.
The tax can be both a revenue-generating tool and a trans-
portation demand management device. Virtually all studies
of parking price concur that transportation choices are highly
dependent on the cost level, but the best way to impose a
parking tax that will have the desired effect on mode choice
and frequency of travel is not clear. A parking tax can cer-
tainly raise revenues, but unless it is transferred directly to
the parkers and they perceive the additional cost, it is unlikely
to be a useful tool in transportation demand management.

The Washington State Legislature recently passed legisla-
tion that increased funding for transportation purposes. The
new law included several local option taxes. One of the al-
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ternatives provided the legal framework for a commercial
parking tax. The objectives of this measure were not only to
help local jurisdictions raise revenues, but also to provide
them with a transportation demand management tool to al-
leviate increasingly heavy traffic conditions.

In the following sections, the elements that distinguish this
legislation from other existing parking taxes are examined,
and research on the implementation of the legislation cur-
rently under way at the Washington State Transportation Cen-
ter (TRAC), a consortium of the University of Washington,
Washington State University, and the Washington State De-
partment of Transportation, is detailed. However, because
no jurisdiction in Washington has adopted a parking tax based
on the legislation, it is premature to conduct an evaluation of
its transportation demand management effects.

In Washington State, as elsewhere, free parking is the norm
for most commuters. For instance, in King County about 80
percent of those who drive to work receive free parking (7).
However, so-called “free” parking is free only to the parkers.
Somebody pays the direct costs of the land where the cars
park and its improvements. Someone also pays for the costly
expense of parking lot maintenance.

In addition, free parking results in indirect costs. Its exist-
ence encourages the use of single-occupancy vehicles (SOVs),
which contributes to fuel consumption and air pollution (2)
and leads to increasing traffic congestion and greater invest-
ments in the transportation infrastructure. Shoup (2) sum-
marizes the impact of free parking by stating that “free park-
ing benefits only those who drive to work, and does even that
unequally because it disproportionately rewards solo drivers.”

The legislators who supported the parking tax in Washing-
ton State emphasized the transportation demand management
possibilities more than the revenue-generating prospects. Those
who backed the new law based their support on the impact
of a parking tax on trip reduction and the promotion of mass
transit and other ridesharing options. This emphasis was con-
tinued by the Washington Environmental 2010 Action Agenda,
an environmental initiative unveiled by the state governor 4
months after the parking legislation passed. The initiative
recommended higher parking-meter fees and new local park-
ing taxes in an effort to wean commuters from their cars. It
also encouraged the use of other financial incentives to pro-
mote carpooling and use of mass transit. The main reason for
the initiative was to avoid an increase in Washington’s pro-
duction of carbon dioxide and other greenhouse gases (3).

NEW LEGISLATION IN WASHINGTON STATE

On March 14, 1990, Governor Booth Gardner of Washington
State signed into law Senate Bill 6358, which approved a $1.1
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billion transportation package. To finance several highway
and other transportation projects, the new law included, among
other elements, increases in the state fuel tax, the motor-
vehicle excise tax, and the gross-weight fees paid by truckers.
Section 208 of the bill, entitled “Local Option Commercial
Parking Tax,” authorized cities and counties of the state to
impose two types of taxes on commercial parking.

The first form of the tax can be imposed on persons engaged
in a commercial parking business. The tax rate can be based
either on gross proceeds or on the number of stalls available
for parking use. The second form of commercial parking tax
applies directly to the user and is imposed on the act or priv-
ilege of parking a motor vehicle in a facility operated by a
commercial parking business. This second form is available
as an alternative to, rather than in addition to, the first tax.

In levying the tax, the city or county may provide that

® The tax be paid by the operator or owner of the motor
vehicle;

® The tax applies to all parking for which a fee is paid,
whether paid or leased, including parking supplied with a lease
of nonresidential space;

® The tax is collected by the operator of the facility and
remitted to the city or county;

® The tax is a fee per vehicle or is measured by the parking
charge;

® The tax rate varies with the zoning or location of the
facility, duration of the parking, time of entry or exit, type
or use of the vehicle, or other reasonable factors, but the rates
charged must be uniform for the same class or type of com-
mercial parking business; and

@ Tax-exempt carpools, vanpools with handicapped decals,
or government vehicles are exempt from the tax.

The legislation included the following definitions:

“Commercial parking business” . .. means the ownership,
lease, operation, or management of a commercial parking lot
in which fees are charged. “Commercial parking lot” means
a covered or uncovered area with stalls for the purpose of
parking motor vehicles.

The law also specified that a city may impose either tax
within its incorporated boundaries and that a county may
impose either tax only within its unincorporated area. Each
local government may develop, by ordinance or resolution,
rules for administering the tax, including provisions for re-
porting by commercial parking businesses, collection, and en-
forcement and provisions for payments of either tax to be
made on a monthly, quarterly, or annual basis.

The revenues generated by the parking tax must be used
for transportation purposes. The legislation defined trans-
portation purposes as “including but not limited to the . . .
operation and preservation of roads, streets, and other trans-
portation improvements; new construction, reconstruction,
and expansion of city streets, county roads, and state highways
and other transportation improvements; development and im-
plementation of public transportation and high-capacity tran-
sit improvements and programs; and planning, design, and
acquisition of right of way and sites for such transportation
purposes.”
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DISTINCTIVE CHARACTERISTICS OF THE LAW

The Washington State parking tax law has characteristics that
make it different from similar legislation enacted in other
localities. First, the law is flexible enough to give cities and
counties the freedom to decide on the type of tax to impose
and how to impose it. For instance, cities and counties can
decide whether to charge the persons engaged in a commercial
parking business or charge for the act or privilege of parking
a motor vehicle. Also, the tax may be levied as a fee per
vehicle or be proportional to the parking charge. The rate
may vary with the zoning or location of the facility. The flex-
ibility given local jurisdictions in how and where to impose
the tax improves its transportation demand management
potential.

Second, the new law allows cities and counties to apply the
tax to all parking, even if it is supplied with a lease of non-
residential space and if no fee is charged to individuals for
the use of the parking spaces. This option provides jurisdic-
tions with a unique and powerful transportation demand man-
agement tool because it will enable them to charge a tax for
the privilege of parking even when employers provide free
parking to their employees.

A third distinctive element of the tax is flexibility in charg-
ing the tax for different types of use. Because cities and coun-
ties may provide that the tax rate vary with the duration of
the parking, the time of entry and exit, and the type of use
of the vehicle, the tax can be used to discourage SOVs and
to reduce congestion. Local jurisdictions are able to confine
charges to long-term parking and thus confine the impact to
those who commute alone to work. This ability is comple-
mented by the provision of the law that allows cities and
counties to exempt carpools and vanpools from the tax, thus
providing local jurisdictions with a unique transportation de-
mand management tool. In addition, limiting the charges only
to commuting uses lessens the resistance to such a tax from
the business community.

A fourth unique aspect of the law is that the revenue col-
lected cannot be deposited in the general fund, as it is in other
jurisdictions. The law specifies that the revenue can be used
only for transportation purposes.

Table 1 presents a comparative description of parking taxes
already in existence or that have been considered in U.S.
cities. In all cases, except Montgomery County, Maryland,
the taxes have been basically a surcharge on fees collected
for parking. This method of taxing has not allowed jurisdic-
tions to have an impact on free parking. In addition, taxes
have been collected regardless of duration, time of day, or
vehicle use. This practice has limited the jurisdictions’ ability
to take advantage of the transportation demand management
potential of a parking tax.

LEGAL ISSUES

Two important sets of legal issues need to be considered in
implementing a parking tax under the new legislation. One
is somewhat unique to the state of Washington. According to
the Washington State Constitution, property taxes must be
applied uniformly to all property, regardiess of use. Thus,
whether the parking tax is construed as a property tax or an
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TABLE 1 PARKING TAXES ADMINISTERED IN OTHER PARTS OF THE COUNTRY
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Cilyé County/ Status Type/Rate Collection Exemption Required Records Auditing Penallies, Fines

lale

Baltimore Ord. 318/89 City tax By the of pether with | Residential Parking (meters | Of all motor vehicles By Director of Finance | Tax due + interest (1%/month) +

Council Bill 551 | $.40/day or less, | the charges for parking. not mentioned) parked on hourly, daily, | or other city penalty (10% of tax due).
$2.75/wecek, Remitted monthly to the weekly, monthly or representatives or
$11.00/month. | Department of Finance other basis + amount of | employees.
tax collected from all
transactions.

Chicago Municipal Code | $.90/vehicle/ By the op B with | Residential parking Of all vehicles parked. | By Dept. of Revenue. | $50 - $300 first offense. $50 - $500
day the parking charge. Remiuted Copies of receipts. second & subsequent offenses. For
$4.50/vehicle/ | to the Dept, of Revenue on a more than three offenses, incarceration
week quarterly basis. is possible.
$18/vehicle/
month

Los Angeles Projecied City tax By the operator together wilh | Parking meters. Residential | All records necessary to | By City Clerk. Tax due + interest ( %) + penalty

Approved 10% of the the parking fee. Remitted to | parking (if there is any determine the amounl of ( %).
parking fee lémc Cily Clerk on a quarterly | charge) the 1ax.
asis.

Montgomery | Vetoed Excise tax Tax retum to be filed by Parking melers. Park & Registration forms (with | No procedure Tax due + interest (1%/month) +

Co. $60/parking operalor. Ride lots. Lots not Director of Finance). provided. ty (5%/month or fraction up o
space/year ax due and payable on a commercial parking, No other requirement. % of tax).

yearly basis (February). business. Small lots owned
by businesses that pay
r;:'king Lax,

s operated by municipal,

state, and/or federal
government.
Reduction if TDM measures
implemented.

New York Ord. 846 New | Sales lax By the vendor logether with | Residential parking. Parking | Of all occupancies & all | By Tax Commission | Tax due + interest (1%/month) +
York City (+ 18 1/4% (State) | the charge. Remilted to Tax | meters. amounts and taxes paid. | or duly authorized penalty (5% of amount due)
State since +6% (Cily) of | Commission agent or employee.

6/1/90) parking charge

Pitsburgh Ord. 52-19 City tax By the operator. Remilted to | Residential Parking (Mclers not | Of completion of all By Treasurer or his Tax due + penalty (S%/month or fraction
259 of the Treasurer on a monthly mentioned). parking transactions designated agents. up to 50% of the tax).
consideration/ basis. reflecling tolal amount of
transaction fee + total amount of tax.

San Francisco | Mun. Code Part | City and county | By the operator together with | Parking melers. Residences or | As required by the Tax Of records and equipment | Tax due + interest (1%/month or fraction)

I/ ArL 9, Ord. 1ax the rent. hotels, Armed forces. Cars Collector. by the Tax Collector or | + penalty (10% of the amount duc). [+
28B6/70 20% of the rent | Remitted to the Tax Collector | owned by banks or insurance any person authorized by | penalty for fraud or interest to evade (5%
on a quarterly basis. companies. Government him. of the amount due)]
Consular cars under certain
circumstances.

Washinglon, D.C. Code Sales tax By the vendor together with the | Residential parking (meters not | Of all transactions, even By the Mayor oc his Tax due + interest (1 122%/month or

D.C. Chapter 20 M. R. | 12% of gross charge for parking. mentioned). Parking salesto | tax-free sales. duly authorized fraction) + penalty (5% for each month
Tide 9, Sec. 400 | receipts from the | Remitied 1o the Collector on a | public institutions under cenain representalives. due up to 25%) [+ penalty for fraud: 75%

charge yearly basis. circumslances. of 1ax due + 50% of interest duc + 20% if
understatement].

excise tax is important. If it is an excise tax, the law remains
secure. However, if it is a property tax, the parking tax would
not withstand constitutional scrutiny because it taxes one type
of property (i.e., that used for parking) differently from other
types of property. The second set of issues concerns the def-
inition of a reasonable distinction in charging differential rates.

Property Versus Excise Tax

Even though some case law suggests otherwise, the strongest
evidence is that the newly enacted commercial parking tax
can be construed as an excise tax, if it is properly designed.
The legislature clearly intended that the tax be an excise tax;
the law includes language imposing a tax on the transaction
of leasing commercial parking or using property for that pur-
pose or for the privilege of operating a commercial parking
business, rather than on property used for parking. However,
legislative intent is not legally sufficient to guarantee that the
tax will be construed as an excise tax.

A tax is an excise tax if it is imposed on the use or transfer
of property rather than on the property itself. Disregard for
the legal implications in the definition of, or administration
of, the tax may lead to legal difficulties. For instance, if the
tax rate is determined by the value of the property, it may

be construed as a property tax. Because legal challenges to
the tax are inevitable, it is important that care be exercised
in defining the parking tax.

In the case of a tax imposed on the owner or operator,
there is some concern that such a tax could be construed as
a property tax. Some case law maintains that a tax on rents
from real estate is a tax on the real estate itself. However,
more recent cases cast doubt on this assertion. First, a parking
tax imposes an excise on the use of property as opposed to a
tax on the property itself. Second, a parking tax can be dis-
tinguished from a tax on rental income. Rental of property
implies the exclusive right of continuous possession. Parking
is more in the nature of a license to use real estate, which is
subject to a business and occupation tax. The legality of that
kind of tax has been tested in court.

In the case of the tax imposed on consumers, a user fee
imposed on the consumer either as a flat per-car tax or on
the basis of some percentage of the parking fee is different
in character from a tax measured by the owner’s revenues
and imposed on the owner. The consumer’s interest is far
enough removed from the real property to be considered a
rental income case. Also, a tax on the consumer is more
clearly a use or privilege tax than a property tax (J. Reich,
letter to R. Posthuma, Municipality of Metropolitan Seattle,
June 19, 1990).
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Reasonable Classifications in Structuring
the Parking Tax

If a parking tax were to be used for transportation demand
management purposes, it would be most efficient if a higher
rate were charged in places where the most congestion oc-
curred. Legally, geography could be used as a basis for clas-
sification, as long as the classification furthered either a reg-
ulatory purpose or a revenue-producing result. The market
rate for parking might be used as a basis for charging differ-
ently in different areas, because the market rate would likely
be correlated with congestion. However, the distinction of
the parking tax from a property tax might be compromised.
Other means, such as direct measures of congestion, would
be preferable.

The classification could be based on duration of parking in
order to target commuter parking. After all, long-term park-
ing is used primarily by those who travel in the peak com-
muting hours. Therefore, charging by duration would be re-
lated to the regulatory basis of the law.

If the parking tax rate could be based on the degree to
which parking were subsidized, the tax would provide a mul-
tiplier effect in transportation demand management because
it would discourage the provision of free or subsidized park-
ing. However, such a distinction might violate the uniformity
provision required by the equal protection clause. Such a
classification would also be difficult to administer. Despite
these impediments to classifying parking tax rates according
to degree of subsidization, such avenues will be thoroughly
explored because of the high potential for effective transpor-
tation demand management through such a tool.

PARKING TAX EVALUATION

The Washington State Transportation Center is conducting
several research projects related to transportation demand
management. One of the goals of the research program is to
evaluate a variety of parking policies that have potential for
managing transportation demand. In the research described
in the following paragraphs, the emphasis is on implemen-
tation of the commuter parking tax that is now available to
local jurisdictions as a result of the new law.

To accomplish the goals of this research, several objectives
have to be achieved, including the following:

® Provision of a detailed interpretation of the new legis-
lation;

e Development of a set of alternative parking policies;

@ Analysis of the administrative efficiency of each alter-
native;

e Estimation of potential revenue yield from each alter-
native involving a parking tax;

® Assessment of the attitudes of commuters, employers,
and parking lot owners to each alternative; and

e Estimation of the potential vehicle trip reduction achiev-
able through each alternative.

The research project has been organized into the following
tasks.
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Development of Background Information

The first step in the process will be to compile information
on the effectiveness of existing parking policies. This step will
be achieved through the collection and review of recent lit-
erature and communication with representatives of jurisdic-
tions in which commercial parking taxes already exist. The
research team will also contact jurisdictions that have included
parking policies as part of transportation ordinances.

Detailed Interpretation of Parking Tax Legislation

Several questions concerning the intent and the legal inter-
pretation of the legislation need to be answered. The impli-
cations of the different types of tax that can be imposed, the
interpretation ot several definitions provided by the law, and
the responsibilities of owners and lessees when the parking
space is leased need to be clarified. A law firm specializing
in public finance will be included on the research team.

Alternatives Generation

The legislation gives great latitude to local jurisdictions in the
way they may implement the parking tax. In addition to the
options outlined previously, the project will also investigate
the possibility of graduating the tax according to the degree
to which parking is subsidized, the density or traffic conges-
tion, or the availability of high-occupancy vehicle (HOV)
options.

Administrative issues are also important. The parking tax
may be collected through existing taxing or fee-collecting
structures, or a new structure may be established. Enforce-
ment of the parking tax may be based on extensive auditing
and monitoring or on self-report, backed up by stiff fines for
underreporting.

The revenues may be used for any transportation purpose.
Thus, it is important to consider alternative uses as part of
the alternative-generating process.

A large number of parking tax alternatives can be generated
from these options. A project review team composed of repre-
sentatives from local jurisdictions, transit agencies, chambers
of commerce, and commercial parking businesses will review
and endorse the list of options to be considered.

Criteria Development

Evaluation criteria will include revenue generation, mode shift
and trip reduction, minimization of tax avoidance, minimi-
zation of spillover effects, maximization of public accepta-
bility, and applicability to all types of jurisdictions. The proj-
ect review team will approve the list of criteria used in the
evaluation.

Parking Tax Administrative Analysis

The potential methods for collecting a parking tax will be
evaluated through in-depth interviews with tax collection per-
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sonnel from Washington State, King County, and the city of
Seattle, and with experts of public finance and the legal as-
pects of tax collection. The results of the interviews will be
used as a basis for the evaluation of several administrative
alternatives for the collection of a parking tax.

Parking Inventory

A parking inventory will be required to estimate the potential
yield from the parking alternatives and to evaluate the po-
tential for mode shifts and trip reduction. The number of
parking places will be estimated and classified according to
such categories as commuter versus other type of parking,
parking cost, extent of subsidization, geographical location,
leased versus nonleased space, and ownership.
Parking will be estimated using three approaches:

1. Use of existing transportation data such as work and
school trips by transportation analysis zones, average park-
ing price, and parking inventories that have already been
conducted;

2. Use of existing parking revenue records of parking places
for which a fee or a sales tax is collected (state revenue records
will provide information on location, ownership, and parking
price for some types of parking places); and

3. Survey sampling of randomly selected geographic areas
and the creation of complete inventories within those areas
with the collaboration of the local jurisdictions.

Using these three estimates of the number of parking spaces
and their characteristics will be determined for most urbanized
areas in the Puget Sound region.

Modal Shift and Trip Reduction Analysis

Any policy that reduces parking availability or raises parking
cost will reduce the demand for parking. This reduced demand
may translate into shifts from SOVs to other models or to
fewer person-trips. The modal shift response is the most likely
for commuter trips. For this research, modal shift will be
estimated from models currently under development at the
Washington State Transportation Center. These models ac-
count for psychological and other noneconomic factors, as
well as the traditional time and cost factors. They are also
based on extensive analysis of data collected in the Puget
Sound region over the past 2 years.

Analysis of Revenue Yield
An analysis will be conducted using estimates of parking spaces

to project yield for each of the parking tax alternatives. In
addition, the analysis will take into account the estimated
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changes in travel behavior. Yield will be estimated for a wide
range of taxing levels.

Public Opinion Assessment

Public opinion will be assessed by contacting commuters, em-
ployers, building operators, and parking lot owners. The ac-
ceptability of parking policy alternatives will be analyzed, and
information will be gathered to predict reactions to various
parking policies. Public opinion assessment will be performed
through a combination of focus groups and surveys. Focus
groups will be the primary method used to obtain information
from employers and parking lot owners. In addition, some
focus groups of commuters will be formed to develop issues
for further study in surveys.

Surveys will be conducted using a random selection of Puget
Sound region commuters. The surveys will probably be con-
ducted by telephone. However, other methods of adminis-
tration may be considered, depending on the complexity of
the instrument and budget availability. The results of the focus
groups and surveys will be analyzed to evaluate the parking
policy alternatives.

Evaluation of Parking Policy Alternatives

The project review panel will conduct the final evaluation of
the parking policy alternatives at the end of the project. In-
formation will be provided to the panel as it becomes avail-
able. The list of alternatives to be analyzed and the criteria
for analysis will be reviewed by the panel in an early meeting.
The panel will also meet during the project to review the legal
interpretation of the parking tax legislation and the analysis
of administrative options.

Formal and informal meetings will be held, aided by au-
diovisuals, to present the outcome of the research to policy
makers, representatives of local jurisdictions, and other groups
interested in the issue. These individuals will be able to use
the additional information when making decisions that relate
the parking tax to other new transportation revenue sources.
The project will also yield a better understanding of the po-
tential for using a parking tax as a demand management tool
and as a way to influence parking policy.
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Price Effects of Road and Other Impact

Fees on Urban Land

ARTHUR C. NELSON, JANE H. LiLLypaHL, JaAMES E. FRANK,

AND JAMES C. NICHOLAS

Urban land prices rise rather than fall in response to imposition
of development impact fees due to one of two reasons. First,
impact fees imply a contract for development that is worth more
as a package than no fees and uncertain development. Impact
fees are actually the final stage of a policy process that anticipates
development pressures through a land use and facility planning
scheme. In return for paying fees, developers are assured of ad-
equate facilities. Impact fees thus enable the urban land market
to internalize otherwise unpriced development externalities such
as greater certainty in approval, extension of needed facilities,
and reduced political opposition because developers are paying
their own way. Second, if impact fee policy is part and parcel of
an overall growth restriction effort, development production will
fall in the near term because of higher construction costs repre-
sented by the fees. In the near term, developers either find ways
to reduce development costs, perhaps through greater land use
intensity or lower quality, or they take fewer profits. To avoid
lower profits in the longer term, developers leave the market only
to return when the post-fee profit margins equal pre-fee levels.
Those levels are attained when prices rise just enough to off-
set the fees. Land owners in the urban land market respond to
higher development prices by raising land prices if the land-to-
development price ratios remain substantially unchanged. The
central hypothesis—that urban land prices will rise in response
to imposition of development impact fees—was applied to eval-
uations of the urban land markets in Loveland, Colorado, and
Sarasota County, Florida. Evidence was found that supports the
hypothesis, but the reasons are not yet clear. Although additional
study is needed, the findings break new ground in an understand-
ing of how urban land markets respond to development impact
fees.

In recent years, local governments have created alternative
revenue sources to finance facilities needed to accommodate
new development. Among those inventions are development
impact fees, defined as charges imposed by local governments
on new development to generate new revenue for infrastruc-
ture necessitated by such new development.

The overall policy objective of development impact fees is
to shift the burden of financing new infrastructure from the
overall community to the owners of land, developers, or con-
sumers of new development. Although the burden may be
shifted away from the community, there are competing claims
as to which groups in the development process will actually
bear the cost of those fees in the form of higher prices, lower

A. C. Nelson, City Planning and Public Policy, Georgia Institute of
Technology, Atlanta, Ga. 30332. J. H. Lillydahl, College of Arts and
Sciences, University of Colorado, Boulder, Colo. 80302. J. E. Frank,
Department of Urban and Regional Planning, Florida State Univer-
sity, Tallahassee, Fla. 32306. J. C. Nicholas, Department of Growth
Management Studies, University of Florida, Gainesville, Fla. 32611.

profits, or other outcomes. It is generally conceded that, in
urban land markets in which the demand for new development
is relatively inelastic (for example, when home buyers are
relatively unaffected by increases in housing price because of
few substitutes), it is the consumers of new development who
pay the impact fees (/,2). Under this situation, impact fees
are said to be shifted forward to consumers.

If the local urban market is relatively competitive, however,
conventional wisdom and tax incidence theory suggest that
urban land prices must fall by an amount sufficient to offset
the additional costs of construction represented by the fees.
Otherwise, new development will not be able to compete with
available substitutes (3—10).

There is some speculation that urban land markets are not
as competitive as one might think. Developable land is often
in limited supply; for any given type of development the num-
ber of land owners is limited and they may know one another.
The land owners may hold a reservation price below which
they will not sell even if land sales slow down because of
impact fees (11). Developers will thus be stuck with the need
to raise prices or reduce profits. In the near term, they may
have to reduce their profits. They will rid themselves of in-
ventory and then wait until demand rises to a point at which
post-fee profits return to pre-fee levels. In the end, it will be
the consumer who pays the fees through higher prices (6).
However, the practical effect of land owners holding out until
they receive their reservation price is that the present value
of their price in the future may in effect be equal to the price
they could have received earlier. Higher land prices may thus
be a function of time and not necessarily the change in the
demand structure of the local urban land market.

Although the literature suggests that in relatively compet-
itive urban land markets the imposition of development impact
fees will result in either lower urban land prices or constant
prices after accounting for demand and inflationary effects,
the opposite is hypothesized, that is, that impact fees will
result in higher urban land prices for two reasons.

First, development impact fees are a contract for devel-
opment rights that are worth more as a package than no fees
and uncertain development. This concept can be viewed in
several ways. The fee may represent all the facilities and
services promised to be delivered by local government in ex-
change for its payment. The fees thus reflect the value of
facilities and services promised or contracted. The fee may
also reflect more certainty in land use decisions because im-
pact fee policy is required by law to be based on sound land
use and facility planning. Impact fees also comport with de-
mands of locally vocal slow- or antigrowth interests that new
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development pay its own way. Expressed another way, the
presence of an impact fee policy may result in the urban land
market internalizing these or perhaps other otherwise un-
priced development externalities.

The second explanation involves the possibility that fees
not only result in higher house prices but higher land values
as well. This possibility has been theorized in terms of the
optimal timing of development in a competitive housing mar-
ket. For example, expanding on theories by Shoup (12), it
might be argued that the optimal time for housing develop-
ment occurs when the ratio of house construction cost to the
market price of the housing, including land, equals the ratio
of the interest rate on capital less the rate at which rents
increase over time to the interest rate on capital, as follows:

P(K)/P(T) = (i — 1)li 1)

where

P = price of capital,
K = amount of capital needed to build the house on a
single lot,
P(T) = value of the house with land when built at time T,
i = interest rate on capital, and
r = rate at which rents or house values are increasing.

The developer should wait until the interest saved by post-
poning development one period, iP(K), equals the rent fore-
gone, (i — r)[P(T)]. The price of the finished house is de-
termined by the demand for housing, which in turn is assumed
to increase continuously, causing values to rise at a constant
rate (r).

Using this foundation, the effect of impact fees on the tim-
ing of development can be considered. Impact fees (IF) are
added to the cost of house construction. The time of devel-
opment may change to 7 with the resulting price of housing
[P(T*)]. P(T*) can be directly compared with the price of
housing without the fee [P(T)], which is analogous to Shoup’s
(12) analysis of the effect of taxes on the optimal time of
development. In particular, when

[P(K) + IF)/P(T*) = (i — r)/i 2)
then

P(T*) = [iP(K) + iIF)/(i — r) or

P(T*) = P(T) + [iF/(i — r)] 3)
where
ii-n=>1

The impact fee will therefore delay the time of home con-
struction until the house price rises to P(T*), which is anal-
ogous to Wicksell’s (13) optimal time of timber harvesting.
In effect, the impact fee will delay construction until prices
rise by an amount that offsets the interest charge on the impact
fee. When applied to a growing urban area, the increase in
housing prices will result in higher land prices. The effect of
the impact fee is therefore to delay home construction to the
point at which the fee is offset by higher house construction
and land purchase price. It is possible that the impact fee
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policy is used in part as a growth-restricting device. As such,
the practical outcome will be the same: land prices will rise
when housing production is delayed to a later time when
greater prices can be realized.

Unfortunately, there is virtually no empirical research con-
cerning the price effects of impact fees in the urban land
market. The principal aim here is to help overcome this void.

LOVELAND AND SARASOTA IMPACT FEE
PROGRAMS

The city of Loveland, Colorado, and Sarasota County, Flor-
ida, provide reasonably good case studies for evaluating the
price effects of development impact fees.

Loveland has a nationally recognized development impact
fee program that has been in place since 1983. The city does
not impose artificial limits on the supply of buildable urban
land. Rather, supply is expanded as warranted by demand
provided there are revenues available to extend necessary
facilities. Those revenues are provided in part by development
impact fees. Furthermore, considering the sluggish economy
and housing market for the Front Range cities of Colorado
since the early 1980s, there is little concern for the effects
of unusual demands placed on existing supplies of buildable
land.

Impact fees on new single-family houses in Loveland during
the time of this evaluation (1981 through 1986) totaled $1,537
(8736 for parks, $98 for fire facilities, $24 for police facilities,
$121 for libraries, $58 for museums, $271 for general govern-
ment facilities, and $229 for streets). Loveland’s cost recovery
system won the American Planning Association’s innovative
planning program award for 1986. Many communities across
the nation have recently copied and implemented Loveland’s
approach.

Sarasota County also has a nationally recognized devel-
opment impact fee program, which was instituted in 1983.
The county imposes limits on the supply of buildable urban
land west of US-41, which demarcates the area of high-value
homes found along the Gulf of Mexico. East of that highway,
however, supply is expanded as warranted by demand (I14).

In 1983 the county commissioners adopted an impact
fee ordinance that divided the county into three subareas:
(a) north municipal service taxing units (MSTUSs), (b) south
MSTUs, and (c) areas east of the MSTUs. Within the MSTUs,
new development would be assessed differential levels of im-
pact fees; the other areas were exempt from the impact fees
during the study period. In both the north and south MSTUs,
impact fees are assessed separately for parks and roads. In
the north MSTU, the park impact fee is $80 per equivalent
dwelling unit (EDU), which is defined as the average dwelling
unit. The road impact fee is $826 per equivalent trip gener-
ation unit (ETGU), defined as 10 trips per day from an av-
erage single-family home. For the average dwelling unit, the
total north MSTU impact fee is $906. In the south MSTU,
the park impact fee is $124 per EDU and $575 per ETGU
for roads, or a total of $699 per average dwelling unit.

EMPIRICAL RESULTS

Through support from the Urban Land Institute and with the
cooperation of the Georgia Institute of Technology, Florida
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State University, University of Florida, and University of Col-
orado, price effects of development impact fees on urban land
in Loveland and Sarasota County were evaluated. In this
section the model and methodology are reviewed. In the next
section the findings are summarized.

The following model was used to test the central hypothesis
that impact fees result in higher land prices in a relatively
compctitive urban land market:

P, = b, + bFEE, + EbC; + u, )]

where

P. = market price per acre or foot of transacted Parcel
I
FEE, = estimated fee that would be paid by a developer
of Parcel i/ assuming that development would take
place simultaneously with the land purchase;
EB,C;; = a vector of j variables characterizing each Parcel
i, including those variables reviewed in the fol-
lowing section; and
u; = stochastic disturbance.

It is thus hypothesized that JFEE/dP > 0.

Loveland

The land sales data for Loveland come from records collected
by the Larimer County assessor’s office. Sales records are
updated continuously and coded by land class (residential,
industrial, commercial, etc.), land use (vacant, built, etc.),
and whether the transaction was arms length. Those files are
typically used to calculate ratios or indexes for the purpose
of adjusting property tax rolls by market trends. Specifically,
the land data used for estimating the model consist of arms-
length sales of vacant, buildable land within the city of Love-
land, at least 1 acre in size, zoned for residential development,
and transacted between July 1, 1981, and June 30, 1987. Build-
able land includes those parcels that had full urban services
(i.e., water, sewer, and roads) available to within 300 ft of
the property at the time of sale.

Data on 33 arms-length transactions were collected for the
study period and constituted the universe of qualifying trans-
actions. The final independent variable selection was thus
limited by degrees-of-freedom restrictions. The sample size
is not unreasonable, although more cases would have been
preferred.

The dependent variable was specified as the price per acre
of land at the time of sale. The independent variables included
(a) parcel size in acres to account for plattage value effects,
(b) desirable view opportunities from the site (according to
a windshield survey of all tracts), (¢) a dummy variable for
low-density neighborhoods, (d) the distance to the nearest
freeway interchange (a proxy for centrality effects— Loveland
has no single central core for retail and commercial activity,
but it is within commuting range of shopping and employment
centers in and around Fort Collins and Denver), (e) a con-
tinuous time variable representing the month and year of
transaction, and (f) the amount of the impact fee per average-
sized lot that would have been paid upon development if
development occurred at the time of sale.
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Table 1 summarizes the empirical results for the Loveland
case study. In general, the regression results are consistent
with traditional demand studies of land prices. Approximately
71 percent of the variation in price per acre is explained by
the model. In addition, number of acres, view, and density
are all statistically significant variables and have the expected
signs. The demand variable, population, has the expected
positive sign but is statistically insignificant. The ncgative, but
insignificant, coefficient on the time variable suggests that,
holding other factors constant, the price of land fell over this
sample period. Given that there was a regional protracted
slowdown in the construction industry during the study pe-
riod, this finding is not surprising.

The independent variable of primary interest is the impact
fee variable. Although impact fees have a statistically insig-
nificant, positive effect on the price of land, the results are
consistent with expectations. They are also consistent with
findings offered by Singell and Lillydahl (15); that is, the
entire impact fee was shifted forward onto home buyers in
Loveland. Singell and Lillydahl found that prices not only of
new homes but also of existing homes were affected signifi-
cantly by the fee. In addition, they concluded that the quantity
of housing, lot size, and other housing characteristics may
also be affected by the fees.

Sarasota County

The data for Sarasota County come from land sales records
collected by county tax assessment offices as reported to the
Florida Department of Revenue, supplemented by data col-
lected in the field. According to officials of the Department
of Revenue, Sarasota County’s recorded data are of high
quality. Sales records are kept by fiscal year and coded by
land class (residential, industrial, commercial, etc.), land use
(vacant, built, etc.), instrument used in sale (cash, contract,
trust deed, ctc.), and relationship of scller to buyer (relative,
closely held corporation, arms length, etc.). The files are
typically used to calculate an index for the purpose of auto-
matically adjusting property tax rolls by market trends. Cases

TABLE 1 REGRESSION RESULTS FOR
LOVELAND, COLORADO

Independent Variables B Coefficient Beta T-value
Impact Fee 12.3 .31 .81
Acres per Parcel -2983.1 -.56 -4.60
Good View 28,183.0 .46 3.30
Density -28,367.0 -.46 -3.30
Distance 201.6 .04 .30
Population 10,743.0 74 1.00
Time -537.0 -.45 -.60
R? = 0.71

Adjusted R? = 0.63
n=133
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identified for the study were arms-length transactions of va- TABLE 2 REGRESSION RESULTS FOR
cant, buildable land sold between July 1, 1981, and June 30, SARASOTA COUNTY, FLORIDA
1987, zoned for single-family residential development, located

. . oo . .. . Independent Variables B Coefficient Beta T-Value
outside city limits, capable of being subdivided into four or
more residential home sites, and that had full urban services
available to within 300 ft at the time of sale according to city Constant 0,716 0,000 9081
engineering and planning records and officials. LGUNITSZ 1.112 0.800 8.424
The total data set included more than 80,000 records of LGTAX 0.587 0.066 0.684
sales during the stud‘y period. ‘After screening cases for only \TNEGHE 1553 6.5 1.578
arms-length transactions of buildable parcels, a subset of ap-
2 LGDENS -0.047 -0.129 -0.833
proximately 850 cases was created that also met the general
definition of buildable land. These cases were reduced to LGDSARA S UL
about 275 after removing large acreage subdivision lots that LGDVEN 0.038 0.037 0.145
cannot be further divided. The pool was reduced further to LGDXCH -0.227 -0.150 -0.970
155 and thep to 68 after eliminating parcels that could not be LeDSHOP -0.094 .0.039 -0.553
subdivided into ff)ur or more lots (the proxy for candidate bR o545 5,555 .5
parcel sales to builders). Thus, out of more than 80,000 total . e
records, only 68 cases met the criteria of arms-length trans- ey Sace - e
actions of vacant, buildable land sufficiently attractive to SEWER 0.354 0.171 1.808
developers. LGTIME -0.111 -0.095 -1.106
However, 24 of those cases were zoned for agricultural LGPOPCH -0.002 -0.001 -0.011
anSIUC.S—.OIle unit per 5 acres minimum .lot size. Those cases Ty 5970 BT 1608
were eliminated because county plans indicated that zone
. . . LGUNITFEE 0.023 0.215 2.196
changes to a range of urban densities were likely in the ag-
ricultural areas where these parcels were found. Another 4 Rt w 0,594

cases were outliers, believed to be caused by honest errors

. . ! . . Adjusted R? = 0.892
either in assessor records or in the interpretation of them.

The final universe of qualifying transactions was 40. n =49
Sixteen independent variables or their log values were used
in the final regression equations. The dependent variable was
sales price per potential home site of a transacted parcel TABLE 3 REGRESSION RESULTS FOR
(LGPUNIT). This definition was selected because it was SARASOTA COUNTY, FLORIDA: SUBSTITUTING
known that developers buy urban land not because of size LOCATION IN NMSTU AND SMSTU FOR IMPACT
but because of the potential number of developable home FEE
sites. (Unlike Loveland, where zoning restricted all parcels S e
to similar density, zoning density throughout Sarasota County
is variable.) Constant -0.815 0.000 -0.087
The independent variables included area of potential home o . - A
sites in acres (LGUNITSZ); property tax rate (LGTAX); ' ' '
census tract income in 1980 (LGINCOME); number of res- LGTAX 9-560 05063 95533
idential units in a half section (LGDENS); distance to down- LGINCOME 1.318 0.165 1.327
town Sarasota, Venice, the nearest Interstate exchange, the LGDENS -0.035 -0.097 -0.555
nearest regional shopping center, and the beach in 1,000-ft LGDSARA 0.541 ~0.381 2147
units (LGDSARA, LQDVEN, LGDXCH, LGDSHOP. and R bt Yy i
LGDBEACH, respectively); presence of a road in front of
the parcel (ROAD); presence of sewer within 300 ft (SEWER); Lo A e 0932
the month in which the parcel was transacted during the pe- LGDSHaR 0.125 0082 O
riod, from 1 for July 1981 to 84 for June 1987 (LGTIME); LGDBEACH -0.462 -0.382 -1.461
change in county population in the year previous to sale as ROAD -0.071 -0.028 -0.368
an indicator 9f demand (LGPOPCH); location insi(.ie an in- SEWER 0,350 0.169 1.752
c.orporated city (CITY); the impact fee per potential home T .78 .G 1.1
site (LGUNITFE); and location inside the north or south
MSTU (NMSTU and SMSTU, respectively). LGPOPCH 0004 e s
There is little evidence of multicollinearity as there are no cITY -0.193 -0.083 -0.594
collinearities involving important variables above 0.70. Sim- NMSTU 0.587 0.206 2.060
ilarly, the plot of estimated values compared with residual SMSTU 0.432 0.206 2.060
values indicated no systematic bias in the residuals, suggesting B o D95

that heteroscedasticity is not a problem.

Table 2 presents the regression results for the Sarasota
County case study. Table 3 presents the same regression ex- 0 =40
cept substituting location in north and south MSTU for the

Adjusted R? = 0.888
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impact fee. Table 4 presents the results for only those 29 cases
in which impact fees would be assessed when developed, that
is, on parcels sold since 1983. (The impact fee was effected
in October 1983. However, the imminence of impact fees and
their approximate magnitude were well known throughout
1983. It was thus assumed that buyers of buildable land knew
about the impact fee throughout the entirety of 1983 and
purchased land accordingly. The unreported results for cases
only occurring after 1983 were consistent with the reported
findings.) Table 5 presents the same regression on the 29 cases
except substituting location in NMSTU and SMSTU for the
impact fee. Results are consistent with each other. The evi-
dence is reasonably compelling of the positive price effect of
impact fees on urban land values.

In Table 2, four variables are significant at the 0.10 level
of the two-tailed ¢-test. They are unit size, distance from Sar-
asota, presence of sewer lines within ¥4 mi, and the impact
fee. Distance to beach is significant for a one-tailed test. All
explanatory variables possess expected signs and reasonable
magnitudes of coefficients.

The impact fee coefficient suggests that a 1 percent increase
(or decrease) in the fee is associated with a 0.023 percent
increase (or decrease) in value per home site. Because the
mean home-site value is $14,396 and the mean impact fee per
home site is $410, a 1 percent change in the fee of $4.10 is
statistically associated with a $3.31 change in value per home
site. This finding would imply that 81 percent of the fee is
being internalized in land value.

TABLE 4 REGRESSION RESULTS FOR
SARASOTA COUNTY, FLORIDA: FOR ONLY 29
CASES IN WHICH IMPACT FEES WOULD BE
ASSESSED WHEN DEVELOPED

Independent Variables B Coefficient Beta T-Value
Constant -8.279 ¢.000 -0.996
LGUNITSZ 1.289 0.901 10.252
LGTAX -0.136 -0.013 -0.158
LGINCOME 2.136 0.310 2.294
LGDENS -0.229 -0.283 -2.268
LGDSARA ~0.735 -0.514 -2.979
LGDVEN -0.470 -0.320 -1.456
LGDXCH 0.550 0.414 1.610
LGDSHOP -0.137 -0.041 -0.563
LGDBEACH 0.181 0.138 0.549
ROAD -0.207 -0.096 -1.016
SEWER 0.249 0.124 1.469
LGTIME 0.129 0.103 1.127
LGPOPCH 0.096 0.032 0.468
LGUNITFEE 0.018 0,163 1.936

R? = 0.956
Adjusted R? = 0.912
n =29
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TABLE 5 REGRESSION RESULTS FOR
SARASOTA COUNTY, FLORIDA: FOR SAME 29
CASES, SUBSTITUTING LOCATION IN NMSTU
AND SMSTU FOR IMPACT FEE

Independent Variables B Coefficient Beta T-Value
Constant -5.181 0,000 -0.429
LGUNITSZ 1.288 0.900 9.931
LGTAX -0.112 -0.010 -0.126
LGINCOME 1.853 0.269 1.539
LGDENS -0.241 -0.297 -2.221
LGDSARA -1.023 -0.716 -1.311
LGDVEN -0.036 -0.024 -0.031
LGDXCH 0.394 0.297 0.743
LGDSHOP -0.175 -0.053 -0.649
LGDBEACH 0.127 0.097 0.347
ROAD -0.245 -0.113 -1.058
SEWER 0.310 0.155 1,325
LGTIME 0.106 0.085 0.809
LGPOPCH 0.105 0.035 0.492
NMSTU -0.711 -0.290 -0.259
SMSTU 0.375 0.199 1.906

R? = 0.956
Adjusted R? = 0.906
n=29

In Table 3, distinction is made only in location of parcels
and not in impact fees paid. Variables that are statistically
significant at the 0.10 level include unit size, distance to Sar-
asota, presence of sewer, and location within the SMSTU.
Variables that are significant using the one-tailed test are
income of the census tract and location within the NMSTU.
All statistically significant variables possess expected signs.
Positive coefficients on MSTUs suggest that parcels in ur-
banizing, unincorporated Sarasota County command higher
prices. Reasons include the availability of easily developable
parcels relative to cities, where in-fill can be costly, and in
rural areas, where urban services are not available. No direct
impact fee interpretations should be inferred.

Table 4 presents the results for those 29 cases for which
impact fees have been assessed since 1983. Variables that are
statistically significant include unit size, income of census tract,
neighborhood density, distance to Sarasota, and impact fee.
Distance to nearest Interstate highway interchange is signif-
icant using the one-tailed test. All significant variables possess
the expected signs. Interestingly, the coefficient on impact
fee 1s not much different in Table 4 than in Table 2.

For Table 5, significant coefficients include home-site size,
income of the census tract, neighborhood density, distance to
Sarasota, distance to Venice, distance to the nearest Interstate
interchange, distance to nearest shopping center, and pres-
ence of sewer systems within ¥4 mi. The SMSTU coefficient
is also significant and positive. All possess expected signs and
have reasonable magnitudes.
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POLICY IMPLICATIONS

In review, there are two reasons for positive price effects.
These reasons are discussed in more detail in this section,
focusing on some interesting policy implications and on the
need for further research.

The payment of impact fees essentially establishes a con-
tract between the fee payer and the local government (16).
In return for the fee, the county promises to deliver public
facilities and services more or less on demand, even if they
are not present at the time the fee is paid. This exchange is
a fundamental tenet of the impact fee law. (This connection
between impact fee collection and service provision may have
to be modified as Florida implements its statutorily required
concurrency management.) The developer may give greater
value to land on which impact fees will ultimately be paid
because there is the expectation that facilities will be made
available in exchange for the fee. Positive price effects thus
reflect expectations of developability.

But it is the seller who reaps the windfall. In effect, the
seller may believe that, because the property will have access
to facilities upon payment of a fee (by someone clse), the
expectation of those facilities is worth an increment.

The possibility that properties on which impact fees would
be paid could receive development permits faster than prop-
erties without such fees was investigated. If this could be
demonstrated with reliability, it is possible that the impact fee
serves as a proxy in part for time savings in seeking devel-
opment approval. The owner of the land perceives that impact
fee payments expedite the development-permitting process,
which results in time savings and windfall profits to devel-
opers, which are then capitalized value in land (17). Informal
analysis with local officials in Sarasota was inconclusive, how-
ever. No reliable figures exist on the extent to which devel-
opment approvals were processed any faster than before after
fees were imposed in the north and south MSTUs or whether
permits are processed faster inside MSTUs than outside.

Another explanation for positive price effects is related to
how impact fees may affect the shifting of the housing market.
One effect of impact fees on markets in which buyers are
relatively insensitive to price changes is to shift the fee forward
to those buyers. Even when markets are relatively competi-
tive, imperfections in the land market can result in impact
fees being passed forward. Moreover, in Sarasota County the
payment of the impact fee could be delayed until issuance of
the certificate of occupancy, thereby sheltering all participants
in the development process from payment of the fee until the
sale of the home. (This option was changed in 1989 to require
payment of impact fees no later than the issuance of the
building permit. The fee is paid at the building permit stage
in Loveland.) If the effect of impact fees is to cause an increase
in house price or a reduction in house quality, then the fee
would not be incurred by the seller of land but instead by the
final consumer. If the fee results in a higher house price, then
naturally builder markup is affected in proportion to the in-
crease. Because land-to-house-price ratios remain relatively
constant in any given housing market, a markup of housing
price would be associated with a markup in land value. Unless
sellers of land capitalize this benefit, developers and builders
receive a windfall. Thus, positive price effects of the impact
fee in the land market is the consequence of forward-shifted
impact fees. The explanation is also related to theory on the
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optimal timing of house construction. Because the fee is a
one-time payment made at the time of construction, a possible
effect of the fee is a reduction in the rate of return realized
by a developer or builder. The rate of return is restored only
when construction is delayed to a time when values are higher
and post-fee ratios are restored to their pre-fee levels.

Of course, positive price effects of the fee can be—and
probably are—a combination of all these factors. More re-
search is needed to properly attribute price effects and to
assess the manner in which the actors in the development
process shift or share the fee. Research should be undertaken
in relatively competitive urban land markets so that the in-
teractions between land owner and land developer, between
land developer and builder, and between builder and con-
sumer can be evaluated. Consideration might also be given
to the timing of fee payment and the resulting interactions
among the actors in shifting and sharing the fee. The present
study is but a small step, but it lays the foundation for future
work.
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Multimodal Financial Planning from a
Regional Perspective: A Guide for

Decision Making
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The San Diego Association of Governments (SANDAG) is a
regional planning agency responsible for preparing the long-range
Regional Transportation Plan (RTP) and related financial plans
for the San Diego region. As in many other rapidly growing areas,
transportation revenues from traditional sources have not matched
the growing need for new and expanded transportation facilities
and services to keep pace with growing travel demands. SANDAG
has used the long-range planning process to develop the RTP as
the mechanism for identifying funding shortfalls and recom-
mending actions to obtain the revenues needed to implement the
projects and programs recommended in the plan. An outgrowth
of this process was SANDAG’s successful establishment of a 'z
percent transportation sales tax program. SANDAG is continuing
to address remaining funding shortfalls by analyz-
ing the potential implementation of a regional development
impact fee program to fund major regional transportation capital
projects.

The long-range planning for all modes of transportation in
the San Diego region is performed by the San Diego Asso-
ciation of Governments (SANDAG). SANDAG was formed
in 1966 through a joint powers agreement (JPA) to serve as
the council of governments for a variety of regional planning
activities. SANDAG’s Board of Directors consists of an elected
official from each of the 18 cilies and the County Board of
Supervisors, as well as nonvoting representatives from the
California Department of Transportation (Caltrans), the U.S.
Department of Defense, and Tijuana-Baja California Norte,
Mexico. SANDAG is a multipurpose agency involved in a
wide range of activities in addition to transportation planning,
including land use and growth management planning, popu-
lation and economic forecasting, and criminal justice moni-
toring.

Transportation planning represents one of SANDAG’s most
significant areas of responsibility. SANDAG is the recognized
Metropolitan Planning Organization (MPO) from the federal
perspective and the Regional Transportation Planning Agency
(RTPA) from the state perspective. With these designations
comes SANDAG?s responsibilities for preparing and updating
the long-range Regional Transportation Plan (RTP) and ap-
proving the Regional Transportation Improvement Program
(RTIP). SANDAG also serves as the San Diego County Re-
gional Transportation Commission, which administers the re-
gion’s Y2 percent transportation sales tax program. Through
these various roles and responsibilities, SANDAG programs

San Diego Association of Governments, 401 B Street, Suite 800, San
Diego, Calif. 92101.

and administers over $500 million annually in federal, state,
and local transportation revenues.

RTP OVERVIEW

In September 1990 the SANDAG Board of Directors ac-
cepted the draft 1990 RTP (), with adoption of the final RTP
scheduled for December 1990. This RTP represents the most
recent update of the original RTP approved in 1975. The RTP
is updated every other year on the basis of state legislative
requirements.

The RTP is the long-range plan for all major transportation
projects and programs in the San Diego region over the next
20 years. It addresses all forms or modes of transportation.
The facilities and programs recommended in the RTP are
designed to meet the estimated increases in travel demand.

The San Diego region is growing rapidly. The 1990 RTP
was based on projections of a 38 percent increase in popu-
lation by 2010, a 47 percent increase in dwelling units, and a
60 percent increase in daily vehicle miles traveled (VMT). To
address this rapid increase in travel demand, the RTP rec-
ommends a variety of highway, transit, bicycle, and local
street and road facility improvements, as well as programs to
more effectively manage both the existing transportation fa-
cilities and the level of travel demand placed on them. The
financial element of the RTP identifies the total costs of im-
plementing the recommended facility improvements, as well
as the costs of operating and maintaining the regional trans-
portation system over the 20-year period. These costs are then
compared with the revenues expected to be available over the
same period. The 1990 RTP financial element identifies the
costs and revenues for three major areas— highways, transit,
and local streets and roads—as presented in Table 1 and
summarized in Figure 1.

When the need for additional revenues is identified, as is
certainly the case in the 1990 RTP, the financial element
recommends actions to be undertaken by SANDAG and other
agencies to secure the needed revenues. The process used by
SANDAG in developing the RTP financial element is de-
scribed in the following sections. Examples of the actions
taken by SANDAG and others to obtain increased transpor-
tation revenues are provided.

DEVELOPING THE FINANCIAL ELEMENT

Because the RTP is a long-range planning and policy docu-
ment, there is no requirement that the financial element be



Scott

TABLE 1 MAJOR TRANSPORTATION FACILITY
COSTS AND REVENUES, FY 1991-2010 (IN MILLIONS
OF CONSTANT 1990 DOLLARS)

Costs Revenues ____Shortfall
Highways $5,230 $3,355 $1,875
Transit $5,935 $4,710 $1,225
Local Streets & Roads $4,610 $2,795 $1,815
Total $15,775 $10,860 $4,915

balanced. For this reason, an interactive process, with projects
being eliminated to balance costs with available revenues, is
not followed. The projects and services are recommended in
the RTP to achieve regional mobility objectives, with the
related costs of these projects and services being taken as a
given for the financial element. With such an approach, the
development of the financial element is basically the last piece
of the RTP and is based on the results and recommendations
of the other elements of the RTP. As the recommendations
for facility and service improvements are finalized for the
highway element (which includes local streets and roads), the
transit element, and other key elements of the RTP, these
recommendations and the related costs are used as input for
the financial element update. The preparation of the financial
element is broken down into three major steps: identifying
costs, forecasting available revenues, and developing rec-
ommended policies and actions for implementation.

Identifying Costs

Because the RTP is a long-range document that is updated
every other year, many of the projects included in the previous
RTP are carried forward and become part of the updated
RTP recommendations. For these projects, the costs are es-
calated to the new base year dollars (constant dollars) and
refined to reflect any changes in project scope or revised cost
estimates. For new projects, the most recent cost estimate
from the implementing agency is used.

In developing the cost estimates for the highway projects,
SANDAG works closely with Caltrans to obtain the best

State Highways
55,240

Local Streets
& Roads
$4,610

Transit
$5,935
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available cost estimates. Through the Caltrans system plan-
ning process, route concept plans are developed for each state
highway route. These plans identify recommended improve-
ments and provide input to the RTP process. Caltrans also
prepares annual cost estimate updates for the major highway
improvements. For the financial element, highway cost in-
formation is available on an annual basis from the RTIP and
the State Transportation Improvement Program (STIP) for
the first 5 years of the long-range plan on the basis of con-
struction schedules developed by Caltrans. The rest of the
projects are grouped into two categories: (a) those that are
planned to be implemented by the year 2000 and (b) those
to be implemented by 2010. Maintenance costs are included
in the financial element on the basis of projected increases
from actual maintenance expenditures in FY 1990. Figure 2
shows the highway program costs and revenues.

A local street and road needs survey of the 18 cities and
the county of San Diego has been used as the basis for the
financial element update. The survey identified maintenance
needs, rehabilitation and reconstruction needs, and new con-
struction needs for the first 10 years. Average annual expendi-
ture levels were used to project local street and road costs
for the next 10 years to 2010. The RTP includes only public
agency costs for the local street and road improvements. The
costs of local street improvements built by private developers
either directly or through local impact fee programs are not
included. The local street and road costs and revenues are
shown in Figure 3.

SANDAG works closely with the Metropolitan Transit De-
velopment Board (MTDB) and the North County Transit
District (NCTD) in updating the costs of the recommended
transit improvements. As with the highway program, the an-
nual costs for the transit projects in the first 5 years of the
plan are obtained from the RTIP on the basis of schedules
developed by the transit operators. In addition, the operators’
S-year short-range transit plans provide input to the RTP both
for capital projects as well as for service improvements. For
projects beyond the first 5 years, annual capital costs are
projected on the basis of assumed implementation schedules
developed by the operators and aggregated to the same time
periods as described for the highway projects. Annual op-
erating costs are projected using the FY 1990 actual cost per
mile, with service levels increasing to achieve RTP objectives

Local/State/Federal
$8,460

' Tianspon.auon

ransNel)

Shortfall
$4,915

TOTAL COST = $15,775

TOTAL REVENUES = $10,860
SHORTFALL = $4,915

FIGURE 1 Highway and transit program 20-year costs and revenues, FY 1991-

2010 (in millions of constant 1990 dollars).
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Maintenance State Cash: Maintenance
$490 & Operations

$910

Operations,
Admin. & Other
$420

1890 RTIP
$

Shortfall

State/Federal $1,875

Programs
$1,285

Construction,
Right-of-Way & Engineering
$4,320

TransNet
Receipts*
§785

TOTAL COST = $5,230 TOTAL REVENUES = $3,355
SHORTFALL = $1,875

* TransNet revenues adjusted to reflect costs of bonding

FIGURE 2 State highway program 20-year costs and revenues, FY 1991-2010
(in millions of constant 1990 dollars).

Backlog $655 General ;ggg
Other
$435 Shortfall

$1,815
Construction &

Right-of-Way
$1,560

Existing Gas Tax

Maintenance
$2,395

TOTAL COST = $4,610

$1,040

TransNet Receipts
$800

TOTAL REVENUES = $2,795
SHORTFALL = $1,815

FIGURE 3 Public streets and roads program 20-year costs and revenues, FY 1991-

2010 (in millions of constant 1990 dollars).

for increasing transit ridership levels. The transit project costs
are generally updated each year with the annual short-range
transit plan updates. Figure 4 shows the transit program costs
and revenues.

Forecasting Available Revenues

In the past SANDAG has developed alternative scenarios
with low (pessimistic), medium, and high (optimistic) funding
levels as part of the financial element. Tn the most recent RTP
updates, a single relatively conservative set of assumptions
has been used to forecast revenues. In general, existing rev-
enue sources with continuing legislative authority have been
assumed to continue. New revenue sources requiring some
future action by the legislature or by the electorate have not
been assumed to be available, but rather have been included
among the actions recommended to reduce the identified
shortfalls. Like the cost estimates, the revenue forecasts are
also updated and adjusted to a consistent base year in constant
dollars. For revenue sources such as the gas tax that do not

keep pace with inflation, this process involves deescalating
the revenue stream to reflect the declining buying power of
that revenue source.

The forecasting of certain revenues involves a substantial
amount of educated guesswork. The high degree of uncer-
tainty surrounding the future levels and direction of trans-
portation funding at the federal level, and until recently at
the state level as well, has made long-range financial planning
a difficult task. Trying to predict what state and federal pol-
icies for transportation funding will be like next year is difficult
enough, let alone trying to predict what policies will be in
place in 2010. The general approach taken in recent RTP
updates has been to stay on the pessimistic side for expec-
tations of increases in state and federal transportation fund-
ing—an assumption that unfortunately has proven fairly ac-
curate through the past decade. Following this approach, the
assumptions in the financial element for the major state and
federal formula funding programs for highway and transit
were based on a continuation of recent trends, with no sig-
nificant increases in the gas tax or other major sources as-
sumed in the near future.
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Other Capital $145

Bus Capital Bus Operations
$290 $2,180

TOTAL COST = $5,935

* TransNet revenues adjusted to reflect costs of bonding

Rail Operations
$725
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TDA/STA
$1,400

Fares $1,390
TransNet Recaipts*
§745
Shorifall
$1,225
State/Federal Other
$1,010 $165

TOTAL REVENUES = $4,710
SHORTFALL = $1,225

FIGURE 4 Public transit program 20-year costs and revenues, FY 1991-2010 (in

millions of constant 1990 dollars).

Other revenues can be forecast on a somewhat more ra-
tional basis. For example, the region has two major funding
sources based on the local sales tax. The sales tax increases
with population, inflation, and general growth in the econ-
omy. One of SANDAG’s major areas of responsibility is the
development of population forecasts. On the basis of input
assumptions from local jurisdiction general plans, SANDAG
develops a set of regional population forecasts for a 20-year
period. These population forecasts are widely used for a va-
riety of planning purposes by local agencies. SANDAG uses
the population forecasts in its transportation modeling process
to project future traffic volumes for the RTP. For sales tax
forecasts, these population forecasts become one of the key
inputs to SANDAG’s Demographic and Economic Forecast-
ing Model (DEFM). The DEFM is a sophisticated econo-
metric model that produces forecasts of a number of variables,
including taxable retail sales. The DEFM provides the annual
growth rates used to develop the sales tax revenue forecasts,
as well as other factors such as long-range Consumer Price
Index (CPI) factors, which are useful in developing other
portions of the financial element. Because SANDAG’s pop-
ulation forecasts, as well as other economic forecasts pro-
duced by the DEFM, are so widely used and accepted by
Caltrans, the transit operators, and the local jurisdictions, the
revenue projections contained in the RTP are generally ac-
cepted as well.

Developing Recommended Policies and Actions

Once the cost and revenue estimates are developed and com-
pared, the next phase is to develop the recommendations for
the necessary policies and actions to address the remaining
funding shortfalls. At SANDAG, this phase has been ap-
proached in a number of ways. Through the early 1980s, the
general approach was to determine the amount of the esti-
mated shortfall, convert that shortfall into an equivalent level
of increased gas tax revenues, and recommend support for a
state or federal gas tax increase of the number of cents per
gallon needed to balance the plan. However, as the shortfalls
continued to increase each year and significant actions at the

state and federal level to raise the gas tax were not forthcom-
ing, it became apparent that the region could not continue to
depend on the state and federal governments to meet all of
the region’s transportation needs. The size of the funding
shortfall itself also pointed out the impracticality of expecting
gas tax increases alone to meet the shortfall. For example,
the nearly $5 billion shortfall (1990 dollars) identified in the
1990 RTP is equivalent to a 27 cent fixed-rate gas tax increase.
Although future gas tax increases will continue to be critical
to maintaining the state and federal commitment to the trans-
portation system and will continue to be recommended and
pursued as part of the RTP, it is clear that a wide range of
alternative funding sources will need to be pursued if the
improvements recommended in the RTP are to be imple-
mented.

The financial element of the 1984 RTP (2) was the first to
seriously address the exploration of alternative local funding
sources to augment available state and federal revenues. The
1984 RTP also identified significant shortfalls in the funds
needed to implement the recommended highway, transit, and
local street and road improvements. The financial element
recommended actions that focused on an evaluation of all
potential revenue sources. It was recommended that, if voter
approval of a long-range funding source was determined to
be required, activities should be initiated to prepare such a
funding measure for the 1986 ballot. This recommendation
led directly to SANDAG’s involvement in developing a ballot
measure for a ' percent local sales tax increase, with the
revenues devoted solely to transportation purposes. The fol-
lowing section describes the process that was used to imple-
ment this key RTP recommendation and provides an example
of how actions can be taken at a regional level to support and
coordinate the financing needs of numerous local imple-
menting agencies.

IMPLEMENTING THE FINANCIAL PLAN—THE
TRANSPORTATION SALES TAX MEASURE

In response to the recommendations of the 1984 RTP, as well
as a series of major statewide transportation needs studies
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and transportation financing legislative proposals in 1984, the
SANDAG Board of Directors appointed a Transportation
Financing Advisory Committee (TFAC) in January 1985. The
TFAC consisted of an elected official from each of the 16
cities in the region at that time and the county of San Diego,
as well as resource members from the San Diego Taxpayers
Association, the League of Women Voters, the Greater San
Diego Chamber of Commerce, the San Diego Highway De-
velopment Association, the North County Transportation Co-
alition, and Caltrans. The objective of the TFAC was to re-
view the region’s transportation financing needs and to make
recommendations to the SANDAG Board of Directors on
actions necessary to meet the identified needs. The TFAC
met from March 1985 through March 1986 in an effort to
resolve the region’s transportation funding problems. The ap-
proach followed by the TFAC provides a good example of
SANDAG's technique of using a task force or committee to
resolve a problem, as well as a step-by-step approach to im-
plementing a new funding source.

Understanding the Problem

The TFAC began its efforts by reviewing the costs of the
region’s needed transportation facilities, forecasts of available
revenue, and the estimated funding shortfalls that were based
on the RTP. The use of the RTP as the basis for the analysis
was important for the success of the overall effort. Due to
the involvement of local elected officials in the development
and updating of the RTP over the years, there was a general
consensus on the need for the projects recommended in the
RTP. In addition, SANDAG had earned a high degree of
credibility in the accuracy of its forecasts of population growth,
economic trends, traffic volumes, and revenue availability.
Because of the general consensus on the need for the projects
and the acceptance of the forecasts that showed the need for
new revenues, little time was spent debating projects or ques-
tioning the need for new funding sources, allowing the effort
to focus on the identification of solutions.

Confronted with a significant funding shortfall at that time
of $4.6 billion (1985 dollars), the TFAC reviewed the potential
of increased state and federal revenues making up the dif-
ference. After considering the major funding shortfall in the
state highway program at that time, the continuing delays in
the implementation of important state highway projects, the
lack of successful efforts to obtain a significant increase in the
gas tax for highway and local street and road projects, and
the ongoing cutbacks in federal transportation funding in the
federal government’s effort to reduce the nation’s growing
budget deficit, the TFAC determined that it was unlikely that
any significant portion of the region’s unmet needs would be
met by increased state or federal revenues. In addition, given
the dramatic fluctuations in state and federal funding in recent
years and the great degree of uncertainty surrounding the
future of many of the traditional state and federal transpor-
tation programs, the TFAC believed that a reliable, stable,
and predictable local source of funding was necessary to pro-
vide the foundation for a long-range financing program to
implement the region’s needed transportation improvements.
A revenue source with a viable bonding option was also be-
lieved to be important to accelerate the construction of the
most critical major capital projects.
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Analysis of Alternative Local Funding Options

Having identified the need for a local funding source, the
TFAC began to examine the viability of alternative local fund-
ing sources. A number of sources were evaluated, including
a local sales tax, a local gas tax, a local payroll tax, increased
developer fees and charges, benefit assessment districts, and
tax increment financing. Projections were made of the revenue-
generating capabilities of each funding mechanism. The legal
and administrative issues related to the implementation of
each funding source were evaluated, and the political feasi-
bility of implementation was considered. Overall, the local
sales tax was considered to be the most appropriate source
because it had the ability to generate the level of revenues
necessary to meet the region’s needs and because of the ability
of the sales tax to grow with inflation, population growth,
and income growth. An increase in the gas tax was not favored
because such a tax does not increase with inflation, causing
the buying power of the tax to decline significantly over a
long period of time. In addition, a gallon-based gas tax fails
to keep pace with the increase in travel demand due to in-
creasing vehicle fuel efficiency. As an illustration, to generate
the same amount of revenue as a 2 percent sales tax in es-
calated dollars over a 20-year period, the gas tax would have
to be raised by 20 cents per gallon. The other development-
related revenue sources were determined to be of value as
additional or incremental sources of revenue, but could not
be established at levels high enough to equal the revenue-
generating capabilities of the sales tax for political and eco-
nomic reasons.

Obtaining Legislative Authority

As is the case with many funding options, the necessary legal
authority to implement the revenue source often does not
exist. For this reason, once the local sales tax was selected as
the preferred option, the TFAC recommended that the
SANDAG Board of Directors support a recommendation to
pursue enabling legislation to allow a local sales tax measure
to be placed on the ballot. A SANDAG-sponsored bill was
passed by the legislature and signed by the governor in Oc-
tober 1985. The legislation

® Created the San Diego County Regional Transportation
Commission, which would administer the sales tax revenues
if the tax increase were approved by a majority of the voters;

® Designated the SANDAG Board of Directors to act as
the commission and to provide staff to it;

® Authorized the commission to determine the rate (up to
1 percent), purposes, and term (if any) of the tax to be in-
cluded in the ballot measure; and

® Authorized the commission to issue bonds payable from
the proceeds of the tax.

Developing and Refining the Ballot Measure Proposal

With the enabling legislation in place, the TFAC worked from
fall 1985 through spring 1986 to develop a recommendation
for such key decisions as the amount and duration of the tax
and the specific uses of the tax revenues. The TFAC focused
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its efforts on developing a ballot measure proposal that could
be agreed to by all the local jurisdictions, could be supported
by the public, and would meet a significant portion of the
region’s needs. The structure of the ballot measure was based
on updated needs (shortfall) information for transit, highway,
and local street and road improvements on the basis of the
RTP, the experiences of other areas that had previously pur-
sued local sales taxes (Los Angeles, Santa Clara, and Orange
counties in California and Maricopa County in Arizona), and
the results of local public opinion surveys on the sales tax
concept.

On the basis of these considerations, the TFAC approved
forwarding a recommendation to the SANDAG Board of
Directors for a - percent sales tax increase for a duration of
20 years with one-third of the revenues allocated for transit
improvements, one-third for local street and road improve-
ments, and one-third for highway improvements. The allo-
cation of revenues by mode was the most hotly debated por-
tion of the recommendation. The availability of credible needs
information for each mode was a critical factor in the final
decision to allocate the revenues on a basis that approximated
the relative need. This recommendation was accepted by the
SANDAG Board of Directors in April 1986 for review and
comment by local jurisdictions and other interested agencies
and groups. After substantial input from these groups, the
board approved the ballot measure proposal, as recom-
mended by the TFAC, in May 1986. The sales tax proposal
also became the major recommendation of the 1986 RTP
financial element (3).

The sales tax measure was originally scheduled for the No-
vember 1986 ballot, as recommended in the 1984 RTP. How-
ever, the County Board of Supervisors acted to place a 2
percent sales tax for court and jail facilities on the same ballot.
Fearing that having two separate sales tax measures on the
same ballot would cause both to fail, the SANDAG Board
of Directors decided to postpone the transportation sales tax
measure to the November 1987 ballot.

The extra year provided a valuable period of time in which
to obtain broad support for the measure from a variety of
groups, to strengthen the consensus developing on the pro-
posal, and to refine the specific projects and programs to be
funded by the measure. By the time the measure was sub-
mitted to the voters as Proposition A on November 3, 1987,
it contained a specific description of improvements to be funded
with the sales tax revenues. Figure 5 shows the map that was
included in the ballot materials, highlighting the major high-
way and transit capital projects to be funded through the local
transportation sales tax program (4).

Implementing the New Sales Tax

Proposition A was approved by a 53.17 percent majority. The
Y2 percent sales tax increase became effective on April 1, 1988,
and revenues first became available for allocation by SANDAG,
acting as the Regional Transportation Commission, to Cal-
trans, MTDB, NCTD, and the local jurisdictions in July 1988.
Over the first 2 years of the sales tax program, nearly $215
million was received for use on regional transportation im-
provements. A total of $2.25 billion (1987 dollars) is expected
to be generated by the sales tax program over its 20-year life.
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The transportation sales tax program is the largest public
works effort ever undertaken in the San Diego region.

The passage of the sales tax measure created the need for
an additional financial planning effort focused specifically on
the sales tax—funded projects. A finance plan for the trans-
portation sales tax program was prepared to determine the
specific cash flow needs of the sales tax projects and the extent
to which debt financing would be required to keep the projects
on the fastest possible implementation schedules. This plan
led to SANDAGs first bond issue of $175 million in October
1989. Several additional bond issues, all backed by the local
sales tax revenues, are planned through the 1990s to meet the
cash flow needs of the sales tax program.

Although considerable efforts remain to be made in ob-
taining additional revenues from other federal, state, local,
and private-sector sources to cover the remaining funding
shortfalls, the implementation of this major new revenue source
provides the solid local foundation recommended in the RTP
as the basis for the long-range financing program.

FUTURE DIRECTIONS FOR IMPLEMENTING
THE FINANCIAL PLAN

Even with the sales tax program in place, the 1990 RTP fi-
nancial element identified a funding shortfall of nearly $5
billion. Obtaining the revenues to meet such a shortfall will
be a challenging task. The recommended actions in the RTP
include increasing state and federal gas taxes, indexing the
gas tax to keep pace with inflation, increasing flexibility in
the uses of state and federal revenues, and leveraging the
local transportation sales tax funds to the maximum extent
possible to attract additional federal, state, local, and even
private-sector revenues into the region. Several recommen-
dations focus on obtaining additional revenues from the pri-
vate sector, including the formation of benefit assessment
districts and the analysis of potential joint development op-
portunities at proposed rail stations and other major facility
sites. Significant achievements in all of these areas and more
will be required to provide the revenues needed to fully im-
plement the RTP.

One potentially significant recommendation of the 1990
RTP financial element is to conduct an evaluation of the
establishment of a regional-level development impact fee pro-
gram to help fund highway, transit, local street and road, and
other transportation improvements and programs required as
a result of travel growth generated by new development. Cur-
rently, many local jurisdictions have traffic impact fees that
generate revenues to mitigate the impacts of new growth by
funding signal improvements and improvements to city streets
in the surrounding local area. However, these fee programs
have not been extended to generate funds to help mitigate
the impacts of new growth on the regional transportation
system. The evaluation, which is currently under way, is at-
tempting (a) to determine the legality of establishing such a
fee on a regional basis; (b) to identify the fee level needed
to fund improvements to regional highways, transit, and sig-
nificant regional arterials; and (c) to review potential mech-
anisms for collecting and administering such a fee program.

From a practical point of view, it is unlikely that a regional
fee can be established at a level high enough to cover the
entire RTP capital project funding shortfall because the fee
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would be economically and politically infeasible. However,
even at a reduced level, a regional impact fee could provide
another major source of local funding for transportation im-
provements and make up a significant portion of the remain-
ing shortfall.

A final example of another potential future revenue source
is a privately funded toll road facility. State legislation in 1989
(Assembly Bill 680) established a state privatization program
that allowed private entities to develop four demonstration
transportation projects within the state. The facilities will be
leased to the private entities for up to 35 years, during which
tolls may be charged to pay off private investment in the
project (including a reasonable profit), to retire outstanding
bonds, and to operate and maintain the facility. Following a
competitive selection process, Caltrans selected one of the
major highway projects identified in the RTP as one of the
four demonstration projects statewide. The private consor-
tium developing the project is currently negotiating a fran-
chise agreement with Caltrans. If negotiations are successful,
private financing for this project will provide another signif-
icant source of funding for implementation of the RTP.
SANDAG has supported this privatization project as an
alternative financing approach and will be looking for other
innovative funding sources to complete the funding package
for the RTP.

CONCLUSIONS

Multimodal long-range financial planning is an ongoing, dy-
namic process requiring multiple assumptions, which must be
periodically reviewed and refined. In most cases, the number
of projects proposed to keep pace with growing travel de-
mands combined with the ever-increasing costs of project de-
velopment results in total costs that exceed the revenues rea-
sonably expected to be available, requiring consideration of
actions to increase revenues or reduce costs. Regional plan-
ning agencies can play a key role in this process, not only by
preparing the forecasts of costs and revenues but by becoming
actively involved in seeking solutions to funding shortfalls.
It has become apparent in recent years that, although state
and federal funding programs will always be major compo-
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nents of any long-range financial plan, they can no longer be
the only components. A significant local commitment to trans-
portation funding, both from the public and private sectors,
will be needed to complete planned transportation improve-
ments. The financial planning process must remain open to
consideration of all reasonable alternative financing mecha-
nisms to piece together a successful financial strategy.

The San Diego experience indicates that the long-range
financial plan can be used as a guide for decision making on
key actions to establish new revenue sources. To serve in such
a capacity, the planning process must have a high degree of
credibility. In the San Diego region, the RTP has been used
as the basis for the long-range financial planning and related
recommendations for action. Because the RTP has been in
existence for over 15 years, a high degree of consensus has
been established among the elected officials of the region as
the plan has been reviewed, reexamined, and updated over
the years. The credibility that has been established in the
RTP, SANDAG’s long-range forecasts, and the planning
process in general has resulted in the actions recommended
in the RTP being taken seriously. This process of building
consensus and credibility has been a major contributing factor
to SANDAG's success in establishing the local sales tax pro-
gram, and in other areas as well. If these successes can carry
over and lead to implementation of the regional development
impact fee program and other new or expanded revenue sources,
SANDAG will have made major strides toward achieving the
objective of providing the revenue needed to implement the
region’s long-range transportation plan.
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Analysis of Corridor Traffic Peaking

WirLiam G. ALLEN, JR.

In the past, many traffic forecasting efforts have focused on es-
timating 24-hr volumes, leaving the determination of design-hour
volumes up to highway designers, These days, planners are be-
coming more involved in estimating peak-hour volumes, but the
available techniques for calculating peak-hour traffic are some-
what limited. In particular, it is often assumed that the percentage
of daily traffic occurring in the peak hour will not change in the
future. In addition, planners sometimes forget that, for a given
link, the peak-hour volume cannot exceed the link's capacity,
regardless of the increase in daily volume. It is hypothesized that,
as 24-hr traffic volumes continue to increase, peak-hour volumes
will not increase at the same rate. In fact, future roadway capacity
limitations (as well as other factors) will force drivers to modify
their trip departure times, most likely so as to travel in the shoul-
ders of the peak. Other researchers have also hypothesized this,
but a literature review disclosed no practical methods for fore-
casting the future flattening or shifting of the peak hour on a link-
specific basis in response to increased congestion. A methodol-
ogy is presented for projecting such a change in temporal patterns,
on the basis of research conducted in the I-80 corridor in northern
New Jersey. This technique uses a modified Poisson distribution
to describe the spread of 4-hr volumes across each 15-min period.
Although the resulting model structure is not free of flaws, it
represents a reasonable attempt to estimate future changes in
peaking and will hopefully stimulate further research into this
important subject.

Many efforts to predict future traffic volumes have focused
on estimating the travel demand during the single peak hour.
Early planning studies only provided values for 24-hr demand,
leaving it up to highway designers to apply their own K and
D factors to estimate peak-hour volumes by direction. More
recently, planners are themselves taking on the task of esti-
mating peak-hour traffic.

The ratio of future peak-hour volume to roadway capacity
is commonly used as a key indicator of highway system perfor-
mance and has always been an important part of the justifi-
cation for expanding facilities. However, planners are often
accused of ignoring a simple rule of transportation systems:
demand cannot exceed capacity for a given time period. As
a theoretical illustration of travelers’ desire to use a particular
facility, volume/capacity (V/C) ratios over 1 can be useful.
However, design-hour volumes in excess of capacity have no
basis in reality.

In the present era, in which inexorable future increases in
traffic run hard up against the immovable budget limitations
of many jurisdictions, the planner is still called on to provide
realistic predictions of peak-hour traffic. It is theorized that,
in locations where volumes are already at capacity, such vol-
umes cannot increase on the existing roadway system. With-
out new capacity, increased travel demand must occur outside
the peak hour, most likely in the shoulders of the peak.

P.O. Box 118, Mitchells, Va. 22729-0118.

This concept has interesting implications for roadway de-
sign. If roadways are to be sized on the basis of peak-hour
demand, and the peak volume does not increase but merely
spreads over a longer period, why should roads be widened?
Indeed, shouldn’t peak spreading be encouraged, as a better
use of existing facilities? Of course, this logic is circular: it is
not necessary to expand roads because the peak volume will
spread itself out due to congestion, which occurs because the
decision not to expand the roads was made in the first place.

However, a philosophical discourse on the need for new
roadways is not intended. Rather, a practical question at the
heart of this dilemma is investigated: How can planners fore-
cast the degrcc to which traffic growth might be served in the
shoulders of the peak? A methodology for predicting this
phenomenon is examined, using data from a recent study of
the 1-80 corridor in northern New Jersey.

STUDY OVERVIEW

Interstate 80 stretches across the entire northern part of New
Jersey, from the Delaware Water Gap at the Pennsylvania
line to the Hudson River at the New York line (see Figure
1). It is a major commuting and trucking route, serving both
intraregional and intercity travel needs. The study reported
on was concerned with the outer section of the road, from
the Dclaware River eastward to a point just west of I-287, in
the middle of New Jersey. Due mainly to recent development
patterns, traffic congestion has become as big a problem in
this outer section as in the section closer to New York City.
On many days, some of the most congested points along
I-80 are those located 35 mi from the city.

In 1989 the New Jersey Department of Transportation
(NJDOT) commissioned a study of methods that might be
used to reduce congestion now and in the future, given the
tremendous growth in population and employment expected
to occur in the study area. Some parts of the road are currently
being widened, but NJDOT anticipates that the options for
reconstruction will be more restricted in the future, due to
limitations in funding and available right-of-way. Thus, the
study investigated alternative means of reducing vehicle trip
demand, including expansion of existing bus and rail services
and ways to increase high-occupancy vehicle (HOV) usage.

At the outset of the study, it was decided that a key measure
of the success of these alternatives should be the degree to
which they reduce the peak-hour vehicular volume at the
major choke points along I-80. However, a parallel objective
was to determine to what extent drivers might voluntarily shift
their travel away from the peak 60 min in response to future
conditions. Thus, a two-phase approach was taken to fore-
casting traffic volumes. The first phase is to estimate the total
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volume from 6:00 to 10:00 a.m., which is the 4-hr period when
the greatest level of traffic activity is seen in the corridor. The
second phase is to estimate the highest consecutive 60-min
volume during that time.

Many studies of future traffic assume that current peaking
patterns will remain stable in the future. However, this study’s
investigators wanted to examine the premise that the future
could bring noticeable changes in the temporal variation in
a.m. traffic volumes. Increased peak-period congestion,
changing lifestyles, and expanded use of flexible working hours
might well lead to changes in peaking patterns over time. In
addition, the changing development pattern along the corri-
dor could by itself lead to a change in when the peak 60 min
will occur at any given point (i.e., the rolling peak). It was
thus necessary to develop a model that could be used to es-
timate the possible extent of the shift in peak traffic flow in
the future.

To better understand corridor traffic flow and to support
the development of this model, an extensive roadside survey
was undertaken in the summer of 1989. Over 33,000 postage-
paid postcards were distributed to all vehicles entering I-80
between 6:00 and 10:00 a.m., at all points between the Del-
aware Water Gap (Exit 0) and US-46 (Exit 38). Over 41
percent of these postcards were returned, providing infor-
mation on trip origin, destination, purpose, vehicle occu-
pancy, and other roadways used. Sufficient survey controls
were maintained so that the time each driver entered I-80 was
known by 15-min period. From this information, a data base
was assembled providing trip origin and destination by 15-
min period for each exit-to-exit segment along I-80. This in-
formation was then used to develop both future estimates of
eastbound a.m. 4-hr traffic as well as the volume during the
peak 60-min period, for each roadway link in the study area.

THEORY

It was hypothesized that highway peaking patterns in the
I-80 corridor are influenced mainly by two things: the extent
to which employees have flexible working hours (flex-time)
and the level of traffic congestion. The extent of flex-time is
a policy variable that indicates how many employees have
enough variability in their work start time that they can travel
to work at nonstandard times. Although this variable is in-
tuitively important, little information is available to describe
the extent of flex-time in this corridor. Moreover, it is not
known if future values of this variable could be predicted on
a corridorwide basis with any suitable accuracy.

The use of flex-time by employers is probably related to
the type of employment, location, competition with other
businesses for employees, individual employer philosophies,
and other factors that are basically outside the realm of trans-
portation planning. Thus, this variable was considered essen-
tially unavailable for use.

Because of these and other related reasons, attention was
focused on the other key factor, traffic congestion. Congestion
has increased sharply in recent years in northern New Jersey
and is frequently identified as a major problem in surveys of
the motoring public. Thus, it was hypothesized that a prime
reason individuals in the I-80 corridor vary their commuting
times is to try to avoid the most congested periods. After all,
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even without flex-time, most employees do have the option
of arriving at their jobs before their normal start time. Also,
many morning nonwork travelers can delay the start of their
trip until after the main peak period.

Another reason for focusing on congestion is that it is read-
ily quantified for existing conditions and can reasonably be
forecast for the target future year. These attributes make it
suitable for use as a key independent variablc in this model
structure.

At first glance, this reasoning may seem like circular logic:
peaking is dependent on congestion, which is a function of
peaking. However, careful definition of the variables ensures
that this situation will not be the case. At a micro level,
congestion is a function of 5- or 10-min flow rates and the
presence of accidents or other roadside incidents. But in the
context of this study, congestion was defined in a larger sense
as a function of the total traffic activity on I-80 during the
4-hr peak period. The dependent variable is the percentage
of that 4-hr volume that occurs in each 15-min segment. This
method is analogous to the long-standing practice among high-
way engineers of estimating the ratio of peak hour to average
daily traffic (ADT) as a function of the ADT itself. Various
ways of measuring this congestion effect were investigated.

In addition, the analysis considered other variables that are
related to the relative distribution of households and jobs in
the corridor. It was hypothesized that, in the future, the con-
centration of jobs will likely move westward, following the
growth in housing in the western part of the corridor. This
shift, in turn, would affect the timing of work trips on I-80.
Thus, it was judged that a variable measuring this distribution
effect might explain some of the base-year variation from link
to link. (Ideally, this kind of analysis would benefit greatly
from a longitudinal data base, which would capture the same
information at two or more points in time. However, the study
schedule did not permit this flexibility in data collection.)

The candidate independent variables are described in more
detail in the following scctions.

MODEL STRUCTURE
Previous Research

A brief literature review disclosed little previous research on
this subject, although four recent papers were found that
considered the problem. Replogle (/) estimated peaking pat-
terns in terms of population and employment density, as a
surrogate for congestion. This approach was interesting, and
it highlighted the difficulty of measuring and forecasting peak-
ing due to the variety of causal factors. Marshment and Sulsky
(2) assumed different levels of peak curve tlattening by free-
way ramp location and travel direction. Although they stated
the problem in clear terms, their analysis made rather broad
assumptions about the nature of future peaking patierns, rather
than trying to mathematically estimate such patterns. Kroes
and Hamerslag (3) described a theoretical approach to mod-
eling the impact of congestion inside the assignment process,
using a logit model of trip departure times. They limited them-
selves to discussing how their approach could be accomplished
in conceptual terms and did not attempt to provide a workable
mechanism for its implementation.
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In a particularly relevant effort, Loudon et al. (4) examined
this phenomenon to the extent of developing a model of the
ratio of the peak-hour volume to be 3-hr peak-period volume.
Their research did conclude that peak-period congestion clearly
affects this ratio and that a recognizable pattern of peak
spreading does occur. One limitation of the model is that it
is applied on a facility-type basis, so that discontinuities can
(and probably will) occur in the predicted peak volumes for
adjacent links on a roadway. The model also does not consider
that the peaking on any one link might be influenced by
congestion effects that occur elsewhere on the roadway. In
any event, Loudon et al. advance the state of research into
peak-hour spreading and provide some of the motivation for
the more ambitious methodology examined here.

All of these efforts acknowledged the need to better under-
stand peaking patterns as they affect the accuracy of traffic
forecasts, but they also all fell somewhat short of providing
a practical approach that could be readily adapted to produce
usable results for the 1-80 study.

Model Formulation

The model to be developed in this study was intended to
calculate the change in the temporal distribution of a.m. peak-
period traffic, given estimated changes in total peak-period
traffic volume and other measurable traffic characteristics. In
its most basic sense, the model must determine how the base
year curve (dashed line) in Figure 2 might change over time
into the future curve (solid line).

The unknown variable to be estimated in this case is not a
single number, but rather the distribution described by the
dashed line itself. Once the distribution is determined, the
peak 60-min volume can be readily calculated. The literature
review disclosed little about the inherent form of this curve,
only that it should be expected to become flatter over time
in response to increased flex-time and increased congestion.
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In addition to becoming flatter, it is of interest to investigate
to what extent the curve might also shift to the right or left
in response to these changes. )

Upon reviewing the observed data and other sources of
information, the Poisson function was identified as being suf-
ficiently descriptive of the distribution of 1989 traffic volumes
by time period. The basic Poisson distribution is described as
follows:

mEee ™

Plx) = x!

)

where

m = arithmetic mean of the distribution,
x = time period under study, and
P(x) = probability of an event occurring in Period x.

The selection of this function is further supported by ob-
serving that the Poisson distribution is often used in traffic
engineering to represent a variety of phenomena, such as
queueing and distribution of speeds. Thus, it was judged ap-
propriate for use. To use the Poisson function in this context,
Equation 1 was modified as shown below:
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where
s = eastbound highway segment (from 1 to 13);
x = time period (1 = 6:00-6:15,2 = 6:15-6:30, . . . ,
16 = 9:45-10:00);
m = primary shape factor;
a, z, y = other scale coefficients; and

P(s,x) = proportion of 4-hr traffic occurring in Period x
on Link s.

This structure is described further in the following sections.
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CALIBRATION METHOD
Data Structure

The detailed traffic counts and the highway survey conducted
for this project provided the base calibration data for the
model. Because of the need to estimate specific peak-hour
volumes for each segment of eastbound I-80 from the Dela-
ware Water Gap to Denville, a link-based calibration file was
established. The file includes values for the dependent and
all available independent variables and consisted of the fol-
lowing data for each of the 13 highway segments under study:

@ Milepost of segment’s on-ramp (i.e., miles from the Penn-
sylvania line);

@ Segment length;

® Counted 4-hr volume by 15-min period;

® Segment hourly capacity [Level of Service (LOS) EJ;

® Peak V/C ratio (highest 15-min period);

® Average V/C ratio (averaged over 4 hr);

® Average speed difference (free-flow minus congested,
averaged for 4 hr);

® Delay on this link (based on average speed difference);

e Cumulative delay on this link, plus all links 2 mi down-
stream (i.e., eastbound);

® Cumulative delay on this link, plus all links 5 mi down-
stream (i.e., eastbound);

e Cumulative delay eastbound from the Delaware Water
Gap;

® Average total trip time for all vehicles on this link;

® Average total trip time for all vehicles entering I-80 at
the start of this link;

@ Average access time to I-80 for all vehicles entering I-80
at the start of this link;

® Four-hour volume of vehicles entering I-80 at the start
of this link;

® Percent trucks;

® Percent work trips;

® Percent of jobs within 5, 7, 10, 15, or 20 mi of this link’s
entry point; and

@ Relative location of this link with respect to the whole
trip, averaged across all trips using the link.

For these data, times are measured in minutes, distances in
miles, and speed in miles per hour. All but the first two items
represent data that exist only for the eastbound a.m. peak
direction. Some of these variables are explained further in
the following paragraphs.

Speed Difference

The standard Bureau of Public Roads (BPR) formula relating
speed to V/C ratio was judged unacceptable. The BPR equa-
tion is as follows:

_ S(0)
S =1+ 015+ (VIC)* )

This equation did not provide congested speed values that
were consistent with the investigators’ observations and travel
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time runs. An alternative approach was developed on the basis
of Figure 16.1 in the ITE Transportation and Traffic Engi-
neering Handbook (5), using the following equation:

S =65 — (4 x 109) 4)
(valid only for V/C values of 1.2 or lower)

where V/C is the average a.m. 4-hr V/C ratio, based on
capacity at LOS E.
Thus, the difference in speed is imply 4 * 10V,

Downstream Delay

It is hypothesized that motorists may adjust their travel times
not only in response to congestion on any one link, but by
considering congestion downstream from that link as well.
This factor is reflected in two statistics: 2-mi and 5-mi down-
stream delay, which is the sum of the delay on each link plus
the links that are 2 or 5 mi east of that link.

Average Trip Time

Average trip time is simply the total trip time (from the study
area network), weighted by highway person trips and aver-
aged over all the trips using each highway segment (or all the
trips entering the highway at each on-ramp). Thus, it is a
function of the origins and destinations of the trips using each
link, as well as overall congestion in the corridor.

Average Relative Location

The highway survey contains information on each trip’s origin
zone, point of entry to and exit from I1-80, and destination
zone. By examining the relative lengths of the access, line-
haul, and egress trip segments, it can be determined whether
the I-80 portion is at the beginning, middle, or end of the
trip. Averaging this information across all trips on the link
might provide a statistic with power to explain the peaking
phenomenon.

As noted, the dependent variable in this process consists
of 13 sets of temporal distributions, one for each segment.
Each distribution consists of the observed proportion of the
total 4-hr volume occurring in each of sixteen 15-min periods.
By definition, these fractions total to 1 for each link.

The calibration process assumes that the 13 highway seg-
ments exhibit some variation in temporal patterns and that
this variation can somehow be explained by the available
independent variables in a way that is both logical and math-
ematically appropriate. A priori examination of the observed
distributions disclosed that they do, in fact, display intuitively
rational patterns. The far western segments show a very early
peaking (6:00-6:30 a.m.), which occurs later in time as one
moves eastward. Also, the more congested segments tend to
have a slightly flatter distribution than the less congested ones.

Technique

The sixteen 15-min traffic counts for each link were tabulated
and graphed as a proportion of the total 4-hr volume. Next,
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a modified Poisson curve (Equation 2) was hand-fitted to each
of the 13 graphs. This procedure was done by adjusting the
m, a, y, and z values until the best fit was obtained. The
adequacy of this fit was confirmed by checking the chi-square
values for each link. The hand-fitted curves were defined in
terms of 13 sets of coefficients.

These curves then became the observed data, to be fitted
to one Poisson model for all links. The calibration file is shown
in Table 1. It consists of the Poisson coefficients m, a, y, and
z and the available independent variables for each link. The
next step was to use those variables to estimate the
coefficients.

A correlation table was calculated for all variables to pro-
vide a better understanding of the relationships that exist.
Numerous two-dimensional graphs were prepared to display
the relationships between the coefficients and the indepen-
dent variables. Most important, the theories described pre-
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RESULTS
Coefficients

Table 2 presents the final equations for estimating the four
coefficients of Equation 2. These relationships are described :
in more detail in the following paragraphs. Overall, the func-
tions used to estimate the coefficients are logical, use input
variables that can be forecast, and have the proper signs on
the coefficients.

m

The factor m is the most critical because it determines the
basic shape of the curve. Lower values both increase the slope

TABLE 2 FINAL COEFFICIENT FUNCTIONS

viously were invoked to hypothesize the types of relationships ) i 2
that should exist among the variables. Coefhicient Funcrion T
Regression analysis was used to estimate each coefficient . .
(m, a, y, and z) in terms of the available independent vari- m 7-4613:8:%32(2)* ﬁlsp 0.5593 * Ds .
ables. Because there was no a priori judgment about these
functions and the literature offered little guidance as to the AS = speed difference (mph)
. . — 4 % 110V/O)
forms, several regression models were tried. These models =4*[10°" ] for V/C< 1.2
. . : . . Ds = total 5-mile downstream delay
included linear, exponential, power, logarithmic, and 2nd- MP =27 - entry milepost number, for
and 3rd-order polynomial. Certain transformations of the in- mileposts 2534 only (else 0)
dependent variables were tested as well. AV
The regression results were evaluated on the basis of the o 20.9558*AV - 507.8082 W9
square of the cor.relation coeffici?qt (), examinati.op of re- AV = ABS(4-hour volume - 15000)
siduals, proper sign on the coefficients, and simplicity. Be-
cause the greatest congestion occurs on the segments from _ g
Exit 34 to 35 and Exit 35 to 37, those segments were assigned = Rl .
a slightly greater importance in determining the final z= 0.0794 * (AvO13%) 0.70
coefficients.
TABLE 1 CALIBRATION FILE
Exit Number 0 4 12 19 25 26 27 28 30 34 35 37 38
Model Coefficients: -
a 0.047 0.050 0.047 0.048 0.048 0.048 0.049 0.049 0.050 0.055 0.051 0.046 0.045
y 5 5 5 5 5 5 5 5 5 6 6 6 6
Z 0.290 0.260 0.300 0.265 0.265 0.250 0.240 0.250 0.240 0.140 0.210 0.275 0.295
m 8.9 8.0 8.8 9.3 9.4 9.9 9.9 9.2 8.9 9.6 105 123 120
Distance to Next Exit (mi.) 490 742 781 534 100 097 180 1.68 347 126 238 122 0.69
Speed Difference (mph) 7.8 6.2 741 82 102 104 138 115 117 213 233 282 222
Average V/C 029 019 025 031 041 042 054 046 047 073 0.77 085 074
Peak V/C 040 028 034 042 054 055 070 0.60 062 088 095 1.02 091
Average Delay (min.) 062 073 088 071 0.17 0.17 045 033 071 057 123 0.86 0.33
Delay for 5 Mi. Downstream 062 0.73 0.88 071 112 166 149 1.04 127 2989 4.15 292 2.06
Delay for 2 Mi. Downstream 0.62 0.73 088 071 034 062 045 033 071 179 123 1.19 2.06
Average Trip Time (min.) 669 706 665 623 595 548 541 534 534 547 550 539 53.9
4-Hour Link Volume 4320 3923 5026 6382 8328 11317 10959 10331 10549 14819 15613 19120 16798
4-Hr. On-Ramp Volume 0 809 1260 1989 2336 2989 2057 2601 1217 6702 1893 4926 1462
Total Delay (min.) 2667 2847 4411 4555 1438 1936 4899 3437 7448 8404 19169 16455 5555
Tot. Cumulative Delay 2667 5514 9925 14479 15917 17853 22752 26189 33637 42041 61209 77664 83220
% Truck Trips 104% 9.8% 78% 64% 52% 42% 45% 4.7% 47% 42% 42% 3.6% 4.0%
% Work Trips 85.5% 85.1% 85.9% 87.2% 88.3% 88.7% 88.6% 88.2% 87.8% 88.7% 89.7% 90.2% 89.9%
Avg. Time This On-Ramp 515 495 520 474 491 406 442 427 393 51.2 446 469 394
Avg. Time to Access Ramp 83 158 227 174 165 1314 142 123 111 228 16.1 189 9.4
% Jobs 15 Min. From Link 0.2 0.8 1.0 1.2 3.4 4.2 4.3 4.0 59 6.0 6.8 74 115
% Jobs 20 Min. From Link 0.8 1.2 3.9 4.7 4.7 6.7 6.4 7.7 109 132 145 157 19.0
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of the curve and shift it to the left (i.e., earlier), whereas
larger values flatten the distribution and shift it to the right.
The best fit for this coefficient is as a function of the link’s
4-hr average speed difference, the cumulative 5-mi down-
stream delay, and a dummy variable indicating the link’s lo-
cation. As the speed difference increases (i.e., greater conges-
tion), m increases, flattening the peak demand, which is Jogical.

The negative coefficient on 5-mi total delay is somewhat
less intuitive. This factor suggests that, as the 5-mi delay in-
creases, m decreases, making the curve more peaked. How-
ever, it also means that increasing delay shifts the curve to
the left, reflecting a desire to travel earlier to avoid the most
congested periods.

Because the average speed difference and the 5-mi total
delay measure essentially the same phenomenon and have
opposite signs in the equation, it must be concluded that the
effect of one variable is partially canceling out the effect of
the other. According to the regression results, the speed dif-
ference has a much greater beta weight and ¢ value than the
5-mi delay variable. Thus, the speed difference is the more
significant of the two variables. A model using speed differ-
ence alone was also tested, but it did not give quite as good
results as when 5-mi delay was added. Apparently, the 5-mi
delay exerts a beneficial influence in counteracting some of
the effect of the speed difference.

The final variable in the m equation is a dummy term repre-
senting the link’s location in the corridor. In the calibration,
it was discovered that something other than congestion or the
available independent variables was affecting the model’s fit
from Exit 25 to Exit 34. The correction was a variable that is
calculated as 27 minus the milepost of the link’s entry point,
for link entry points between Exits 25 and 34. It is assumed
that this term represents something unique to the geography
or physical layout of the road in this area and is thus not
projected to change in the future.

¥

The only variable in Equation 2 is x, the 15-min time period.
In this analysis, the x values range simply from 1 (6:00-6:15)
to 16 (9:45-10:00). However, these values do not result in
the peak hump being in the proper location. An additional
peak-shift factor is needed to help locate the hump in the
correct place mathematically. As with m, y is related to the
link’s speed difference, for the same reasons. As the speed
difference increases, y becomes larger, slightly flattening the
curve and shifting it to the left. However, because y is in both
the numerator and the denominator of the equation, the effect
is somewhat muted. The equation for y in Table 2 includes
the integer function because y must be an integer value.

The factor z can be thought of as a curve scale factor, needed
to modify the Poisson function so as to produce values in the
5 to 9 percent range. This factor adjusts the vertical height
of the distribution. It is somewhat difficult to attach a precise
physical interpretation to this parameter, but it can best be
thought of as describing the steepness of the curve. The ob-
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served data disclosed a distinct, but unusual, pattern for z: it
is high for low-volume links and decreases with increasing
volume, up to 15,000 vehicles (in 4 hr). Above that point, it
increases again. The regression analysis indicated a fairly good
power fit against the absolute value of the 4-hr volume minus
15,000.

The significance of the 15,000 figure could be related to
the fact that this volume (and the cusp of the z versus volume
curve) occurs on Segment 10 (Exit 34). This segment is the
point at which NJ-15, the principal north-south arterial in
northwest New Jersey, loads a large volume of eastbound
traffic onto I-80 in the morning. It may be that the discon-
tinuity in volume from this point eastward creates some kind
of fundamental change in temporal patterns.

a

The coefficient a represents the asymptotic tail end of the
distribution (i.e., 9:00-10:00). It is thus the minimum value
that any 15-min proportion can take. The statistical analysis
indicated that this value is closely, but inversely, related to
the z coefficient. Thus, it was decided to use the same inde-
pendent variable (absolute value of the difference between
the 4-hr volume and 15,000) to estimate it.

The resulting nonlinear function is an inverse relationship
that says, as the 4-hr volume increases, the value of a de-
creases. This decrease is sharp until the 4-hr volume reaches
20,000, then it levels off asymptotically to a value of about
0.048.

Observed and Estimated Comparisons

Three of the 13 observed distributions and the final estimated
curves (one for each link) are shown in Figures 3-5. These
three represent the link with the best fit, the worst fit, and
an average fit, respectively. In general, these figures indicate
a reasonable overall fit of the model. Table 3 presents the
observed and estimated peak 60-min volumes. There is a slight
(less than 5 percent) overestimation in the western part of
the corridor, balanced by a slight underestimation (less than
5 percent) at the eastern end. However, this bias is not sys-
tematic enough to warrant additional external correction. In
general, these estimates should be sufficiently accurate for
design purposes.

Another comparison is presented in Table 4—the time when
the peak 60-min period begins. This lime maltches exactly in
the critical section from Exit 28 to Exit 35, but in general,
the estimated start of the peak hour is 15 min later than the
observed start. This difference may be due to discontinuities
in the observed data.

On the basis of these comparisons, the model is judged to
provide an accurate estimation of the temporal distribuiion
of traffic in the I-80 corridor.

Sensitivity Analysis

Although base year observed and estimated comparisons are
important in calibration, a true test of any model’s forecasting
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decreasing this value leads to a

higher peak that occurs earlier. This finding suggests that
drivers would use the link later in an attempt to avoid the

3

6:45. But increasing the speed difference from

its base value of 21.3 mph strongly flattens the curve and

Figures 6—8 show the results of this analysis. The model is
clearly most sensitive to the difference between average con-

variable at a time so that the net effect of each could be more
gested and free speed on each link (Figure 6). From this curve

clearly seen.
might travel closer to their desired time (i.e., earlier), which

increased congestion. If congestion were to abate, drivers
is consistent with the basic theory of the model.

it is apparent that most of the drivers on this link want to be

shifts it slightly to the right;

15-Minute Period
there at 6:15

[ obs — est

an analysis was

FIGURE 4 Observed versus estimated distribution: worst fit.

Because the link from Exit 34 to Exit 35 is an important
one, it was selected to demonstrate how changes in the high-

iables would affect future estimates of the temporal
way system would affect future traffic peaking patterns. The
model was tested by varying the values of its key variables:
link speed difference, average downstream 5-mi delay, and
total 4-hr volume. Tests were done using 10 and 25 percent
decreases in each of these values, and then 10 and 25 percent
increases in each of them. Although the three variables are
interrelated, these tests were performed by changing only one

performed to determine how potential changes in these var-
distribution.

adequacy requires an assessment of its sensitivity to future

changes in the independent variables. Thus,
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Sensitivity to change in speed difference, Exit 34 to 35.
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FIGURE 7 Sensitivity to change in average downstream 5-mi delay, Exit 34 to 35.

As Figure 6 shows, the model is indeed sensitive to changes
in speed difference, although this sensitivity appears to be
within reasonable bounds.

In examining Figure 7, however, the opposite effect is dem-
onstrated, although to a much smaller degree. As downstream
delay increases, the curve becomes sharper and peaks earlier.
As noted previously, this effect serves to moderate the influ-
ence of changes in speed difference and helps ensure that the
model does not give results that are too extreme in any
direction.

Figure 8 shows the effect of changes in the total 4-hr vol-
ume. Because two of the model’s coefficients are based on
the absolute difference between this volume and 15,000, it
can be seen that a 25 percent increase produces a similar effect

as a 25 percent decrease. No apparent physical interpretation
can readily be attached to this phenomenon; it is possibly a
statistical aberration of this particular calibration data set.
However, it is not a cause of great concern: as noted earlier,
the total 4-hr volume is related to the other two variables,
whose effect would moderate any unusual influence of this
variable.

CONCLUSIONS

The question of future spread of peak-hour traffic volumes
affects most current traffic forecasting efforts. Research into
this topic asserts that it will become an increasingly important
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FIGURE 8 Sensitivity to change in total 4-hr volume, Exit 34 to 35.

issue that must be addressed by transportation planners. The
research effort described is a somewhat awkward attempt to
quantify and forecast peaking; as such, it should be viewed
as merely an early step in what should become an expanding
area of transportation planning research.

Although the I-80 corridor is, in many respects, not unlike
other Interstate corridors around the country, the results de-
scribed may be difficult to generalize for use elsewhere. It is
explicitly recognized that the survey data and the planning
framework of the 1-80 study did not readily lend themselves
to the kind of analysis that the investigators might have liked
to pursue. The resulting model is thus perhaps not as theo-
retically sound or usable on other projects as hoped. Not-
withstanding the model’s shortcomings, it is important to ex-
pose this issue to a wide audience of planners and researchers
in the hope of stimulating others to develop more rigorous
procedures with which to forecast the traffic peaking
phenomenon.
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Long-Range Temporal Stability of Trip
Generation Rates Based on Selected
Cross-Classification Models in the
Delaware Valley Region

W. Taomas WALKER AND Ha1ou PENG

Results of a comparative trip generation rate analysis between a
home interview survey conducted in the Delaware Valley region
in 1987-1988 and the original 1960 survey are summarized. Se-
lected stratification schemes based on combinations of trip pur-
pose, family size, income, automobile ownership, and area type
are tabulated and analyzed with cross-classification techniques to
determine the impact of these input variables on the temporal
stability of household trip generation rates. The selection of var-
iables used in the cross-classification scheme affected the tem-
poral stability of the resulting trip generation model. Household
size stratifications were generally temporally unstable, income-
based models more stable, and automobile ownership strata the
most stable over time. A trip generation model based on appro-
priate cross-classifications by automobile ownership or area type,
or both, produced reasonably stable trip generation results by
trip purpose and when estimating total household travel.

Results of a comparative trip generation rate analysis between
a home interview survey conducted in the Delaware Valley
region in 1987-1988 and the original 1960 survey conducted
by the Penn Jersey Transportation Study, precursor agency
of the Delaware Valley Regional Planning Commission
(DVRPC), are summarized. Selected stratification schemes
based on trip purpose, family size, income, automobile own-
ership, and area type are tabulated and analyzed with cross-
classification techniques to determine the impact of these in-
put variables on the temporal stability of trip generation rates.

These variables were selected because they are determi-
nants of trip making and for this reason are commonly used
in regional trip generation models. Structure type, another
variable often used, was not available for this analysis, but
area type (i.e., central business district, urban, suburban, and
rural) is largely a substitute. A discussion of the relative merits
of each variable in cross-section analysis (for a single year) is
provided by McDonald and Stopher (/) and Walker and Olan-
ipekun (2).

Published results from the 1960 survey documented the
short-run stability of trip generation models based on regres-
sion equations, the standard modeling technique at that time.
Kannel and Heathington (3) reported that a linear regression
model calibrated with 1964 household data from the Indi-
anapolis region was able to reproduce the behavior of the
same households when a small subsample of these households

Delaware Valley Regional Planning Commission, The Bourse Build-
ing, 21 South 5th Street, Philadelphia, Pa. 19106.

was reinterviewed in 1971. This model included family size
and automobile ownership as independent variables but did
not include trip purpose. The distribution of family sizes was
stable, but automobile ownership increased significantly over
this period. Similar results with regional regression equations
based on land use and trip purpose were reported by Yunker
(4) for the southeastern Wisconsin region for the period be-
tween 1963 and 1972.

The medium- to long-range stability (1965-1981) of two-
dimensional cross-classification rate structures based on trip
purpose versus household size, automobile ownership, and
income was analyzed for the San Francisco Bay Area by Kollo
and Purvis (5). They found that significant intertemporal
changes in trip rates for a given socioeconomic strata were
counterbalanced by shifts in the distribution of households
between strata. As a result, total household trip generation
rates did not change significantly.

Another approach to the evaluation of the temporal sta-
bility of trip generation behavior involves detailed factor anal-
ysis of variables thought to influence travel behavior. If the
relative statistical importance of these variables changes over
time, then the corresponding trip generation model may be
unstable. Kitamura and Kostyniuk (6) present an analysis of
changes in the relative importance of a number of household
variables on the trip generation behavior measured in 1963
and 1974 home interview surveys for Rochester, New York.
These factors include household size, income, the number of
workers and drivers, automobile ownership (excluding zero-
car households), and household life-cycle stage (i.e., age of
adults and presence and age of children). On the basis of
analysis of variance (ANOVA) techniques, it was concluded
that the effect of automobile ownership has declined and that
life-cycle stage has more influence on household travel be-
havior. Although focused on measures of statistical influence
and significance rather than on actual rates, this study seems
to indicate that trip generation rates in the higher automobile
ownership categories, and perhaps overall trip rates, have
declined over time. Lave (7) also predicts a leveling off of
trip generation rates because of a growing saturation of the
demand for automobiles, a stabilization of labor force par-
ticipation rates especially among women, and the aging of the
American population.

The 1980s were a decade of rapid growth in automobile
travel, brought on by decentralization of population and em-
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ployment out of the urban core, abundant supplies of inex-
pensive gasoline, and large increases in automobile owner-
ship. It is interesting to analyze the stability of trip generation
rates over a long-range time interval that includes this decade.

SURVEY DATA AND STATISTICAL ANALYSIS
METHODS

The 1987-1988 survey consisted of 2,424 telephone household
interviews. The New Jersey portion (887 interviews) was col-
lected during October and November 1987. The Pennsylvania
counties (1,537 interviews) were surveyed during the same
months in 1988. Although the interviews were conducted by
different consultants, the data forms and interviewing tech-
niques for the two groups were essentially the same. This
1987-1988 survey covered the entire nine-county DVRPC
region (see Figure 1). The overall sample rate was 0.13 per-
cent of the 1,847,000 households in the region; the rate varied
somewhat by county, with the smallest rate (but the greatest
number of interviews) in Philadelphia (0.075 percent) and the
largest rate in Burlington County (0.20 percent). The survey
was controlled by county and automobile ownership. An ef-
fort was made to reach zero-car, low-income households;
however, the survey failed to achieve a completely representa-
tive sample from this group even after a supplemental contract
with the consultant.

The Penn Jersey home interview survey consisted of 56,100
in-person household interviews conducted between June and
November 1960. This survey also sampled dense urban areas
at a lower rate than more sparsely settled suburban and rural
areas. A uniform sampling rate of 4 percent was used in
Philadelphia and Camden counties and in densely settled sub-
urban areas. A rate of 10 percent was used in lower-density
areas and in Mercer County. This survey was confined to the
Penn Jersey study area, also shown in Figure 1.

NORTHAMPTON

=== DVRPC LINE
=== PJTS LINE

(] 1980 DEVELOPED AREAS,

e
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The survey forms used in the 1960 and 1987—-1988 surveys
were compatible, with similar demographic information col-
lected and the same categories used for trip purpose and travel
mode. Identical trip linking procedures were used to eliminate
change-mode and serve-passenger trips. Household income
presented a minor problem in that meaningful comparisons
require the use of constant (1988) dollars. The high cost of
living index (320.2) required to translate 1960 dollars to cur-
rent dollars caused some mismatches between the income
categories of the two surveys. These income range over-
laps were resolved for the most part by combining detailed
categories.

The method used to compare the trip generation rates im-
plicit in the 1987-1988 survey with those in the Penn Jersey
survey is known as the cross-classification technique. This
method is similar to the widely used multiple regression tech-
nique in that changes in trip rates are measured while changes
in two or more independent variables are accounted for. In
this case, however, an n dimensional matrix of mean or av-
erage trip rates is calculated whereby each variable (trip pur-
pose, automobile ownership, area type, income, etc.) has at
least two subcategories defined by contiguous ranges of the
appropriate variable. Cross-classification analysis is inher-
ently disaggregate in that rates are tabulated directly from
household data rather than relying on zonal averages of trip
rates or independent variables.

Trip rates from both surveys were based on unfactored
household data to make the results comparable. The Penn
Jersey survey records included a composite final trip factor
based on the inverse of the sample rate and on the results of
a screenline analysis that compared surveyed trip crossings
with traffic counts. This screenline analysis determined that
about 78 percent of total travel was recorded in the trip dia-
ries, with the remainder unreported. The 1987-1988 survey
could not be factored with screenline analysis because of the
small sample rate. Because of the similarity of survey forms

HUNTERDON SOMERSET

M

CUMBERLAND

FIGURE 1 Penn Jersey transportation study and DVRPC regional cordon

lines.
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and data collection and processing techniques, it was assumed
that the degree of trip underreporting is the same in both
surveys.

The Penn Jersey survey data files only included travel in-
ternal to the Penn Jersey cordon area shown in Figure 1. For
comparability, the 1987-1988 survey was also tabulated on
this basis, unless indicated otherwise. This cordon line con-
vention results in trip rates that are somewhat lower than
those found through the more usual practice of tabulating all
trips that are recorded on the trip diary.

Three statistical indicators are calculated for each trip rate
cell in the cross-classification matrix: (a) the mean or average
trip rate for households within that strata, (b) the number of
observations, and (c) the cell standard deviation. The primary
output is the cell mean trip rate. The number of observations
in the cell and its standard deviation provide statistical mea-
sures of the accuracy of the rate (via confidence interval) and
facilitate hypothesis tests on the difference between rates from
each survey. The r-test of the statistical significance of dif-
ferences between two mean trip rates is based on the idea
that the hypothesis that trip rates differ must be rejected if
their confidence intervals overlap. For this test to be valid, a
sufficient number of observations must be available in each
cell—at least 25 for practical purposes. This -test does not
directly measure the absolute magnitude of rate differences.
A poor model with large standard deviations about the mean
rates in each cell will have a greater tendency to be statistically
stable than a more precise model with the same absolute rate
differences.

Although more nebulous and difficult to define, rate dif-
ferences may also be categorized in terms of planning signif-
icance. Planning significance relates to the magnitude of the
difference more than to its statistical significance. For this
reason, selected tables also contain estimates of percent dif-
ference between rates so that any logical patterns of these
differences may be identified. A difference of 1 percent may
be statistically significant, if the sample is large enough and
the mean is tightly constrained by the cell standard deviation.
This difference is of little planning significance, however. A
difference of 10 percent or more was somewhat arbitrarily
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defined as being of planning significance, particularly if this
difference is part of a logical overall pattern of trip rate var-
iation. Because most studies ultimately use trip generation
model results to produce travel volumes on transportation
facilities, it is the total travel estimate rather than the esti-
mates by trip purpose or socioeconomic strata that have real
planning significance.

Table 1 presents a comparison of 1960 and 19871988 ag-
gregate household trip rates stratified by trip purpose. Clearly,
household trip making has increased significantly during this
time period. Overall, household trip rates have increased by
almost 25 percent. Home-based work trips have declined by
about 10 percent, whereas home-based nonwork and non-
home-based travel have increased by 33 and over 100 percent,
respectively. These shifts may be interrelated and reflect sur-
vey tabulation conventions as well as trip-making decisions.
For instance, a stop at a convenience store on the way home
from work creates a non-home-based trip from work to shop-
ping and a home-based shopping trip to reach home. These
two trips replace the single home-based work trip recorded
in the 1960 survey. In 1960, transit was a much bigger factor
in work travel, and convenience stores were less common.
However, this phenomenon does not completely explain the
large increases in Table 1. Overall household trip generation
rates seem to have increased significantly as a result of the
automobile-oriented suburban life styles that have become
much more prevalent since 1960.

The data in Table 1 must be interpreted carefully because
aggregate regional trip rates are valid only if the sampled
population reflects the distribution of demographic and eco-
nomic characteristics in the regional population. Table 2 pre-
sents a comparison of the socioeconomic characteristics of the
1960 and 1987-1988 samples with those recorded in the 1980
census. From this table, it appears that the aggregate trip
rates from the 1987-1988 survey may have been somewhat
overestimated because of an underrepresentative sample of
zero-auto, single-person households with incomes under
$10,000. It is difficult to reach this type of household with
telephone interviewing techniques. These aggregation prob-
lems largely disappear, however, when trip rate comparisons

TABLE 1 COMPARISON OF HOUSEHOLD TRIP RATES STRATIFIED

BY DETAILED TRIP PURPOSE

TRIP PURPOSES 1960  1987-88 DIFF. PCT.DIFF '"t' VALUE
Home-Based Work 1.88 1.66 -0.20 -10.75 4.9¢
Home-Bagsed Non-Work 2.12 2.82 0.70 33.02 9.04
Home-Based Shopping 0.68 0.92 0.24 35.29 6.86
Home-Based Social Rec. 0.77 0.52 -0.25 -32.47 65.84°
Home-Based Person Bus. 0.51 0.74 0.23 45,10 7.47°
Home-Based Eat Meal 0.01 0.24 0.23 2300.00 44,27
Home-Based Other 0.15 0.39 0.24 160.00 11.93°
Home-Based School 0.41 0.41 0.00 0.00 0.17
Total Home Based 4.40 5.20 0.80 18.18 8.02"
Non-Home Based 0.84 1.35 0.71 110.94 16.55"
TOTAL 5.03 8.25 1.22 24.25 9.96"

* Indicates statistically significant difference between the two means at significance level 0.05.
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TABLE 2 SOCIOECONOMIC CHARACTERISTICS OF THE 1960 AND

1987-1988 SURVEY SAMPLES

1960 1980 1987-88

Survey Census Survey
Autos per Household 0.89 1.26 1.61
% of Households
0 Auto 28.5% 20.3% 10.8%
1 Auto 84.8 42.8 urz
2 Autos 16.6 29.1 40.3
3+ Aulos 2.1% 7.8% 14.2%
Persons per Household 3.36 2.87 2.67
% of Households
1 Person 12.5% 22.7% 18.4%
2 Persons 26.0 29.3 34.2
3 Persons 19.6 17.5 18.5
4 Persons 19.7 15.8 17.3
5 Persons 11.9 8.6 7.9
6 Persons 10.3% 6.3% 3.7%
Av. Household Income® $20,100 $31,000 $39,400
% ot Households
Under $10,000 15.3% 21.3% 7.5%
$10,000 - $19,999 48.7 20.0 16.4
$20,000 - $29,999 26.3 13.9 18.3
$30,000 - $49,999 6.6 29.8 314
$50,000 - $69,999 2.1 9.9 15.6

Over $70,000

1.0%

5.1% 10.8%

* 1988 Constant Dollars

are cross-classified with these socioeconomic variables. The
principal concern then is to obtain a statistically sufficient
number of observations within each cell of an appropriate
cross-class matrix.

The school trip rates exclude trips made by primary- and
secondary-school students in district-sponsored (yellow) school
buses. Only automobile and public transit school trips are
included. None of the trip purposes include walk or bicycle
travel. Also, the trip rates given in Table 1 only consider
travel that is internal to the Penn Jersey study cordon line.
By comparison, the 1987-1988 household trip rate for the
total of all trip purposes increases from 6.25 to 7.33 when the
cordon is expanded to DVRPC’s nine-county region. The
total household trip rate for the 1987-1988 survey (for the
nine-county region) is 7.79 trips per household when all external-
local travel is included.

TEMPORAL STABILITY OF SELECTED CROSS-
CLASSIFICATION SCHEMES

Two analyses of temporal stability are presented in this sec-
tion. The first deals with individual rates within a given cross-
classification model. As discussed previously, the ¢ value and
percent difference determine the statistical and planning sig-
nificance associated with individual rate differences. Because
planning uses for trip generation data usually involve geo-

graphical aggregations of travel estimates (traffic zone, de-
velopment district, etc.), individual rate differences may can-
cel out. To measure the planning significance of aggregated
differences on trip estimates, the 1960 and 1987-1988 cali-
brations of each model are applied to traffic zone (census
tract) data taken from the 1980 census. Resulting aggregate
differences are summarized at the zonal level [root mean
squared (RMS) difference] and with regional totals. Tem-
porally stable models are characterized by similar regional
totals and small RMS differences at the zonal level. Also
included in this analysis are three useful decomposition mea-
sures of the mean square difference proposed by Theil (8):
(a) UM measures the fraction of mean square difference at-
tributable to discrepancies in the means, (b) US refers to the
fraction of this difference resulting from unequal standard
deviations, and (c) UC estimates the corresponding fraction
resulting from incomplete covariation (scatter).

Temporal stability does not necessarily imply accuracy in
the resulting trip estimates. Because of the uneconomically
large sample sizes required to estimate actual zonal trip totals,
error calculations cannot be made at this level. Even regional
trip totals are difficult to estimate from survey data because
these totals are often sensitive to the specific methods used
to factor the survey. The simple cross-classifications presented
in Tables 3—5 probably do not produce sufficient accuracy at
the zonal level for travel simulation purposes except, perhaps,
for regional control totals of non-home-based trips. However,



TABLE 3 COMPARISON OF TRIP RATES STRATIFIED BY

HOUSEHOLD SIZE

Persons Per Household

— i A—— 37 3] AT T es
Total Trips Per Household
1987-88 Survey 2.68 5.13 7.05 8.70 10.15 13.61
1960 Survey 1.26 .41 5.19 6.58 7.26 7.79
Percent Diff. 111.11 50.44 35.84 32.22 39.81 74.71
't" Statistic 14.86' 12.51" 7.78° 6.85" 5.47" 6.67"
Home Based Work Trips Per Household
1987-88 Survey 0.59 1.48 2.08 2,30 2.53 2,58
1960 Survey 0.54 1.53 2.16 2.28 2.28 2.44
Percent DIff. 9.26 -3.27 -4.63 0.88 10.96 5.74
"t" Statistic 1.08 0.89 1.07 0.26 1.55 0.56
Home Based Non-work Trips Per Household
1987-88 Survey 1.25 2.26 3.01 4.08 4.64 6.63
1960 Survey 0.53 1.37 2.08 2.85 3.25 3.33
Percent Diff. 135.85 64.96 44,71 42.46 42.77 99.10
"t' Statistic 12,22" 10.30° 6.06" 5.68" 2.89° 5.67°
Home Based School Trips Per Household
1987-88 Survey 0.07 0.12 0.34 0.69 1.50 2.08
1960 Survey 0.02 0.04 0.28 0.58 0.86 1.18
Percent DIff. 250.00 200.00 30.77 16.85 74.42 76.27
1" Statistic 410" 6.78" 1.81 1.26 415 3,01
Non-Home Based Trips Per Household
1987-88 Survey 0.75 1.27 1.65 1.66 1.45 2.32
1960 Survey 0.17 0.46 0.70 0.86 0.86 0.84
Percent Diff. 341.18 176.09 135.71 93.02 68.60 176.19
"t" Statistic 16.02° 12,63 8.77" 6.93" 3.22° 5.38"

* Indicates statlstically significant difference belween the two means at significance level 0.05.

TABLE 4 COMPARISON OF TRIP RATES STRATIFIED BY INCOME

H hold | Code
0} 11 21 31 ai 5
Total Trips Per Household

1987-88 Survey 284 3.91 4.88 5.68 7.63 8.53
1960 Survey 1.54 3.76 5.54 6.87 8.06 9.15
Percent DIf. 84.42 3.99 -11.01 -17.32 -56.33 -6.78
" Statistic 5.70° 0.43 1.86 3.56° 1.46 1.23

Home Based Work Trips Per Household
1987-88 Survey 0.39 0.80 1.08 1.60 2.03 2.49
1960 Survey 0.52 1.59 2.07 2.48 2.76 2,77
Percent Difl. -25.00 -49.69 -47.83 -35.48 -26.45 -10.11
1" Statistic 1.34 6.28" 7.75 8.04" 7.12° 1.80

Home Based Non-work Trips Per Household

1987-88 Survey 1.70 1.85 2.30 2.59 3.54 3.53
1960 Survey 0.78 1.53 2.35 2.86 3.39 3.97
Percent DIff. 117.95 27.45 -2.13 -9.44 4.42 -11.08
"t" Statistic 8.05" 1.83 0.18 1.21 0.72 1.33

Home Based School Trips Per Household
1987-88 Survey 0.22 0.30 0.33 0.39 0.57 0.43
1960 Survey 0.10 0.26 0.46 0.60 0.67 0.91
Percent Diff. 120.00 15.38 -28.26 -35.00 -14.93 -52.75
"t* Statistic 2.08" 0.43 1.20 2.22° 1.39 3.41°

Non-Home Based Trips Per Household
1987-88 Survey 0.53 0.87 1.17 1.10 1.49 2.08
1960 Survey 0.14 0.38 0.66 0.94 1.24 1.50
Percent Diff. 278.57 128.95 77.27 17.02 20.16 38.87
"t" Statistic 8.17" 4.29° 3.34 1.18 2.15 3.06"

INCOME CODES 0: Under $10,000 1: $10,000 - $14,999 2: $15,000 - $19,999 3: $20,000 - $29,999
4: $30,000 - $49,999 S: $50,000 - $69,999

N:Indicates insutficient data (less than 25 observations).

* Indicates statistically significant difference between the two means at significance level 0.05.
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TABLE 5 COMPARISON OF TRIP RATES STRATIFIED BY

AUTOMOBILE OWNERSHIP

Cars Per Household

[ o 1 2] 3] a7 59
Total Trips Per Household
1987-88 Survey 2,18 4.56 7.74 9.57 8.81 13.98"
1980 Survey 1.79 5.41 8.32 9.95 11.53 17.78"
Percent Diff. 21.79 -15.71 -8.97 -3.82 -23.59 -24.78
"t Statistic 2.45 4.57 2.45 0.76 2.96 1.35
Home Based Work Trips Per Household
1967-88 Survey 0.72 1.10 2.00 2.70 3.56 5.08"
1960 Survey 1.03 1.97 2.61 3.64 4.29 5.33"
Percent Diff. -30.10 -44.16 -23.37 -25.82 -17.02 -4.69
“t' Statistic 317 13.90 8.41" 5.407 1.29 0.20
Home Based Non-work Trips Per Household
1987-88 Survey 0.98 2.15 3.49 4.16 3.37 5.69"
1960 Survey 0.55 2.34 3.65 4.09 4.64 9.11"
Percent Diff. 78.18 -8.12 -4.38 1.71 -27.37 -37.54
“1" Statistic 4.66" 1.57 1.00 0.21 1.45 1.20
Home Based School Trips Per Household
1987-88 Survey 0.16 0.25 0.55 0.69 0.78 0.23"
1960 Survey 0.12 0.42 0.79 0.81 0.89 1.33%
Percent Diff, 33.33 -40.48 -30.38 -14.81 -12.36 -82.71
"t" Statistic 0.89 3.44 3.60° 0.86 0.26 1.71
Non-Home Based Trips Per Household

1987-88 Survey 0.32 1.07 1.69 2.01 1.11 2.38"
1960 Survey 0.09 0.68 1.26 1.41 1.71 2.00"
Percent Diff. 255.56 57.35 34.13 42,55 -35.09 19.00
‘t" Statistic 6.38" 571 a.14’ 3.26 1.22 0.37

N:Indicates insufficient data (less than 25 observations).
* Indicates statistically significant difference between the two means at significance level 0.05.

the formulations selected for inclusion in subsequent sections
have been used successfully in regional travel simulation models.

Simple Two-Dimensional Cross-Classification Models

Compared with stratification by trip purpose only (Table 1),
the cross-classification by household size and trip purpose
presented in Table 3 significantly increases the differences
between trip rates in the 1960 and 1987-1988 surveys for all
trip purposes except home-based work. For work trips, the
decline in household size and the increase in labor force par-
ticipation rates have compensated over time. All other trip
rate comparisons show large differences with high levels of
statistical and planning significance (from 32 to 111 percent
increase in total travel). Even home-based school trips (ex-
cluding district-sponsored school bus trips), which were con-
stant in aggregate, show large increases when stratified by
family size.

Table 4 shows that an income-based cross-classification
scheme produces dramatically different patterns of temporal
stability. No longer do all nonwork trip purposes show large
increases in trip rates. Generally, home-based nonwork and
school trip rates for households with incomes below $15,000
increase and households with incomes greater than this level
now make fewer trips. Work trips have significantly declined,
and non-home-based trips have increased for all income cat-
egories with valid sample sizes. With the exception of house-
holds with incomes below $10,000, total trip rates per house-
hold are relatively stable over time. (As noted previously, the

household incomes recorded in the 1960 survey were con-
verted to 1988 constant dollars before computing the rates in
Table 4.)

A similar pattern is shown for automobile ownership in
Table 5. Except for home-based work travel, zero-car house-
holds now show much higher trip rates than those recorded
in 1960, with a compensating decline in trip rates for all car-
owning categories. The percent reductions in trip rates tend
to increase with automobile ownership, perhaps indicating
diminishing returns in automobile ownership brought about
by increasing saturation of the demand for automobiles and
smaller household sizes. As in the income stratification, work
trip rates generally decline and non-home-based trips signif-
icantly increase over time.

These temporal shifts are similar in pattern to those re-
ported by Kollo and Purvis (5) for the San Francisco Bay
Area between 1965 and 1981, except that their data showed
smaller declines in work trips per household over time. How-
cver, their finding of a constant total houschold trip ratc
regardless of stratification variable can be misleading. This
result was based on trip rates calculated from factored survey
data, but the distribution of socioeconomic household char-
acteristics has changed greatly over time. Table 6 illustrates
this change by calculating trip generation with 1960 and 1987~
1988 rates by census tract (about 970 zones within the Penn
Jersey cordon line) using the appropriate socioeconomic data
taken from the 1980 census.

Table 6 shows that the variable used in cross-classification
has enormous impact on both the total number of trips gen-
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TABLE 6 DIFFERENCE BETWEEN 1980 ZONAL TRIP
GENERATION ESTIMATES ON THE BASIS OF 1960 AND 1987-1988

HOUSEHOLD RATES

Reglon Trip Total (10) i % RMS Thell Statistics
Trip-Rurposes 1960 Rales 1; 1987-8 Rates -i DIFF. um -E- us ;l uc
Household Size Stratification
Home Based Work 23 2.3 1.20 0.41 0.19 0.58
Home Based Non Work . 25 4.1 45.72 0.69 0.30 0.01
Home Based School 0.4 0.7 45.50 0.67 0.33 0.00
Non-Home Based 0.8 1.9 71.38 0.69 0.30 0.01
TOTAL 6.1 9.2 39.51 0.69 0.30 0.01
Income Stratificalion
Home Based Work 2.8 21 45.88 0.66 0.28 0.08
Home Based Non Work 3.5 3.9 13.03 0.60 0.15 0.25
Home Based School 0.7 0.6 25.93 0.56 0.31 0.13
Non-Home Based 1.2 1.7 39.07 0.72 0.25 0.03
TOTAL 8.2 8.3 5.83 0.04 0.01 0.95
Auto Ownership Stratification

Home Based Work 3.0 21 55.64 0.69 0.30 0.01
Home Based Non Work 3.6 35 6.56 0.09 0.21 0.70
Home Based School 0.7 0.5 50.02 0.64 0.34 0.02
Non-Home Based 1.1 1.6 38.40 0.70 0.28 0.03
TOTAL 8.4 .7 11.59 0.61 0.24 0.04

erated and the amount of forecast difference at the census
tract level. Household size leads to a one-third underestimate
of total trips and an almost 40 percent RMS difference at the
tract level if 1960 rates are used to predict current travel. On
the contrary, income (1980 census income categories were
converted to 1988 dollars) produces only about a 1 percent
overestimate of regional trips with just under 6 percent tract
level RMS difference and automobile ownership produces an
8 percent underestimate with a 12 percent RMS difference.

By purpose, household size is the most stable variable for
home-based work trips (1.2 percent RMS difference), auto-
mobile ownership for home-based nonwork (6.6 percent) and
non-home-based travel (38.4 percent), and income for school
travel (25.9 percent). The best models for home-based work
and nonwork travel have temporal stabilities within the 10
percent planning limits, but school and non-home-based travel
have large underestimates with 1960 rates, regardless of the
stratification variable used.

In the Theil (8) tests, UM is the principal component of
zonal trip differences between the 1960 and 1987-1988 rates
for all models in Table 6 for which the percent RMS difference
is large. Rate differences tend to average out for home-based
nonwork travel with an automobile ownership stratification
and for total travel when stratified by income, although sig-
nificant differences in the standard deviations (US) still exist
in the former case. Despite the small percentage RMS dif-
ference for work trips when stratified by household size, over
40 percent of the mean squared difference is attributable to
differences in the mean and standard deviation, because of
an almost perfect collinearity between the two sets of zonal
trip estimates.

Impact of the Penn Jersey Cordon Line on Temporal
Stability

Changes in the relationship of regional development patterns
to the cordon line also influence the temporal stability of
internal trip generation rates. As a result of the decentrali-
zation of population and employment that has occurred be-
tween 1960 and 1987, almost all of the rural land inside of
the Penn Jersey cordon is now developed and large amounts
of both residential and commercial development now exist
outside of this cordon line (see Figure 1). This change sig-
nificantly reduces internal work trip generation rates because
many workers now cross the Penn Jersey cordon on the way
to their place of employment.

Table 7 presents the impact of the Penn Jersey cordon on
1987-1988 work trips per employed resident. Current work
trip rates increase significantly when the cordon line is ex-
tended to the nine-county boundary and even further when
the cordon is eliminated entirely. As expected, the difference
in current work trip rates is largest for rural areas near the
cordon and smallest in Philadelphia’s central business district.
This, in part, explains the large reduction in 1987-1988 work
trip rates compared with 1960 rates, as recorded in Tables 4
and 5. Home-based work trips display this tendency because
of relatively long trip lengths. On the basis of the nine-county
cordon, home-based work trips per employed resident have
declined significantly since 1960, by about 14 percent overall.

Home-based nonwork trip lengths are much shorter and
therefore are less influenced by the location of the cordon
line. Table 8 shows that only small increases in trip rates occur
when the cordon is extended to the entire region. As ex-
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TABLE 7 STABILITY OF INTERNAL HOME-BASED WORK TRIP
RATES PER EMPLOYED RESIDENT

Area Type
CBD Urban Suburban | Rural |

1967-88 Rates for the Penn Jersey Cordon Line
1987-88 Survey 0.85 1.27 1.27 1.02
1960 Survey 0.96 1.51 1.63 1.55
Percent Dif. -32.29 -15.89 -22.09 -34.19
‘1" Statistic 1.34 4.84 9.93" 453"

1987-88 Rates for the DVRPC Cordon Line

1987-88 Survey 0.65 1.33 1.39 1.30
1960 Survey 0.96 1.51 1.63 1.55
Percent Diff. -32.29 -11.92 -14.72 -18.13
1" Statistic 1.34 3.65° 7.7 4.58

1987-88 Rates Including All External Work Trips
1987-88 Survey 0.72 1.38 1.46 1.44
1960 Survey 0.96 1.51 1.63 1.55
Percent Diff. -25.00 -8.61 -10.43 -7.10
"t" Statistic 1.02 274 4.98" 2,06

* Indicates statistically significant difference between the two means at significance level 0.05.

TABLE 8 COMPARISON OF 1987-1988 HOME-BASED NONWORK
HOUSEHOLD TRIP RATES BETWEEN DVRPC AND PENN JERSEY

STUDY REGIONS

Area Type

CBD | Urban Suburban | Rural

DVRPC Reglon 1.00 2.12 3.40 3.65
Penn Jersey Reglon 0.96 2,03 3.18 3.44
Percent Diff. 417 4.43 8.92 6.10
“t* Statistic 0.09 0.57 1.55 0.51

Cars Per Household

[ 17 2 1 ay [ 5-9

DVRPC Reglon 1.01 2,31 3.74 4.43 3.98 5.17
Penn Jersey Region 0.98 2.15 3.49 4.16 3.37 5.69
Percent DIH. 3.06 7.44 7.18 6.49 18.10 -9.14
‘1" Statistic 0.17 1.23 1.38 0.74 0.75 0.37

* Indicates statistically significant diff bet the two at significance level 0.05.

pected, this increase is greatest for rural areas, but none of
these differences are of planning or statistical significance.
The location of the cordon line also has little effect on home-
based nonwork trips when rates are stratified by automobile
ownership.

Temporal Stability of Selected Multidimensional
Cross-Classification Schemes for Home-Based
Nonwork Travel

Travel simulations often model home-based nonwork travel
with multidimensional cross-classification schemes that use
combinations of trip purpose, family size, automobile own-
ership or income, and area type. Automobile ownership and
income are rarely used together because of the high degree
of collinearity between these variables. In this section, de-

tailed trip rate tables stratified by income are omitted. Com-
parisons are limited to automobile ownership because fewer
variable ranges are needed and because this variable is some-
what more temporally stable than income for home-based
nonwork travel. Income displays much the same patterns of
stability as automobilc owncrship. Incomec-based difference
statistics are included in the summary tables, however.

Because of the relatively large number of cells in multidi-
mensional cross-classifications, the entire 1987—1988 survey
was used for comparison with 1960 data to improve the sta-
tistical significance of the results. Due to the relatively short
average trip length, home-based nonwork trip rates do not
differ greatly between the Penn Jersey and nine-county cor-
don areas (see Table 8).

Table 9 shows the stability of home-based nonwork trip
generation rates cross-classified by automobile ownership and
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TABLE 9 COMPARISON OF HOME-BASED NONWORK
HOUSEHOLD TRIP RATES STRATIFIED BY AUTOMOBILE
OWNERSHIP AND HOUSEHOLD SIZE

Cars Per Household

1] 2 3+ |
One-Person Households
1987-88 Survey 0.74 1.50 17" 1.40"
1960 Survey 0.34 1.03 1.19" N
Percent Diff. 117.65 45.863 -1.68 N
t" Statistic 5.14" 5.34° 0.05 N
Two-Person Households
1987-88 Survey 0.84 2.45 2.63 2.60
1960 Survey 0.50 1.71 2.19 2.48
Percent Diff. 68.00 43.27 20.09 4.84
't" Statistic 2.26" 5.50 321" 0.25
Three-Person Households
1987-88 Survey 0.75" 2,76 3.50 4.13
1960 Survey 0.72 2.15 2.91 3.08
Percent Ditf. 4.17 28.37 20.27 34.09
“t" Statistic 0.08 2.20° 2.70' 3.10°
Four-Person Households
1987-88 Survey 213" 2.99" 4.60 4.64
1960 Survey 0.80 2.79 3.93 3.72
Percent DiH. 166.25 7.47 17.05 24.73
" Statistic 2.29° 0.46 2.52 2.04°
Five or More Person Households
1987-88 Survey 3198 5.44" 6.22" 5.78
1960 Survey 0.86 3.18 4.70 5.11
Percent Diff. 270.93 71.07 32,34 13.11
"t" Statislic 4.947 3.50 3.6t 1.13

N: Indicates insufficient data (less than 25 observations).
* Indicates statistically significant ditference between the two means at signilicance level 0.05.

household size. It might be argued that the temporal insta-
bility in household size rates shown in Table 3 resulted in part
from not considering automobile ownership as well. Although
somewhat more stable than the results with household size
alone, the results in Table 9 still show a significant increase
in trip rates calculated from the 1987-1988 survey data. Ex-
cluding cells with insufficient data, these rate increases range
from about 13 percent to well over 100 percent. Cross-
classification by automobile ownership does not eliminate the
tendency of household size stratifications to be temporally
unstable.

It is possible that cross-classification by area type as well
might improve the stability of household size strata. This method
would take into account the massive decentralization that has
occurred since 1960. Households located in low-density areas
of the region probably make more intensive use of their au-
tomobiles than do their urban counterparts. However, this
three-way matrix contains far too many cells to be adequately
estimated by the 2,424 responses from the 1987-1988 survey.
Cross-classification by household size and area type alone
does not improve the temporal stability of trip generation
rates.

Because of decentralization, cross-classification by area type
as well as by automobile ownership might be expected to
improve temporal stability. In addition, accurate estimation
of zonal home-based nonwork trip ends in cross-section (for
a given year) often requires stratification by both automobile
ownership and area type. Table 10 shows that this structure
produced a relatively stable set of rates except for zero-car

households, which have experienced a large increase in trip
making in urban, suburban, and possibly rural areas (27 to
88 percent). Only four of these rates show significant statistical
differences. Trip rate differences for car-owning households
are almost always near or below the 10 percent limit for plan-
ning significance.

Table 11 presents the impact of these trip rate changes on
census tract level home-based nonwork trip generation results
on the basis of the 1980 census. Household size continues to
be unstable, whether cross-classified by income or automobile
ownership. Both models that include this variable have large
RMS differences (30 and 34 percent) with significant UM and
US components. Automobile ownership is somewhat more
temporally stable than income. However, the introduction of
area type as well produces slightly less stable rates for both
variables, compared with simple stratifications (see Tables 4
and 5). Because of reductions in the trip rate standard de-
viations, there appears to be a small trade-off between ac-
curacy in cross-section and temporal stability when area type
stratifications are introduced. Automobile ownership contin-
ues to show temporal stability in regional totals for home-
based nonwork travel.

However, the tendency of larger automobile ownership cat-
egories to have negative trip rate differences, seen in Table
5, largely disappears when area type strata are introduced.
This change may result in part from the inclusion of the
automobile-dependent portion of the nine-county region be-
yond the Penn Jersey cordon into the calculation of the 1987—
1988 trip rates. When stratified by area type, there is little
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TABLE 10 COMPARISON OF HOME-BASED NONWORK
HOUSEHOLD TRIP RATES STRATIFIED BY AUTOMOBILE

OWNERSHIP AND AREA TYPE

Cars Per Household

[ 10 2 3+
Central Business District
1087-88 Survey 0.40" 1.88" 2.00" N
1960 Survey 0.41 1.29 1.76 2.00"
Percent Diff. -2.44 45.74 13.84 N
" Statistic 0.03 0.78 0.14 N
Urban
1987-88 Survey 1.00 1.91 3.24 3.03
1960 Survey 0.53 1.73 2.64" 3.43
Percent Diff. 68.68 10.40 22,73 -11.66
1" Statistic 4.23" 1.06 2.07 0.64
Suburban
1987-88 Survey 1.19 2.47 3.83 4.63
1960 Survey 0.65 2.79 3.95 4.48
Percent Diff. 83.08 -11.47 -3.04 3.35
1" Statistic 3.00° 1.99 0.67 0.46
Rural
1987-88 Survey 0.78" 2.73 3.81 4.43"
1960 Survey 0.61 2.83 3.79 3.83
Percent Diff. 27.87 -3.53 0.53 15.67
"t" Statistic 0.34 0.29 0.06 1.13

N: Indicates insufficient data (less than 25 observations).

* Indicates statistically significant difference between the two means at significance level 0.05.
TABLE 11 DIFFERENCE BETWEEN HOME-BASED NONWORK
HOUSEHOLD ZONAL TRIP GENERATION ESTIMATES FOR
SELECTED TWO-DIMENSIONAL STRATIFICATIONS

Region Trip Total (10%) | % RMS | Theil Statistics

Stratification Scheme [~ ~""""=""~ B e P T N ) s R

1980 Rates | 1687-89 Aatos | DIFF. I UM § Us | UC

Auto Ownership by

Household Size 3.0 4.0 30.20 0.68 0.26 0.06

Income by

Household Size 31 4.4 34.10 0.70 0.25 0.04

Auto Ownership by

Area Type 3.4 3.6 12,18 0.15 0.02 0.83

Income

by Area Type 3.3 3.9 21.80 0.48 0.05 0.47

consistent evidence of the decline in automobile trip rates that
is implied from the factor analyses of Kitamura and Kostyniuk
(6) and others. The rapid development of rural areas on the
fringe of the region significantly increases the automobile-
related lravel needs of househelds relocating from denser,
less automobile-dependent areas. In addition, the high in-
surance and other operating costs associated with automobile
ownership may tend to discourage households from keeping
underused vehicles.

Temporal Stability of Total Travel Estimates from
Composite Models

Most operational trip generation models are composites in
the sense that different combinations of stratification variables

are used for each trip purpose. This procedure allows differ-
ences in individual trip purpose models to cancel out in ways
other than those shown in Tables 3, 4, and 5. Table 12 sum-
marizes the differences in zonal total trip estimates from styl-
ized composite models on the basis of income and automobile
ownership. These differences resulted from the application of
1960 and 1987-1988 survey rates to 1980 census inputs. Home-
based work rates (per employed resident) for the nine-county
region were stratified by area type, home-based nonwork trip
rates were cross-classified by area type and automobile own-
ership or income, and home-based school and non-home-
based trips were stratified by automobile ownership or in-
come. The automobile ownership composite model is similar
to DVRPC’s trip generation model (developed in the early
1970s during the resimulation study), except that in this model
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TABLE 12 TOTAL TRIP GENERATION ESTIMATES FROM

COMPOSITE MODELS

Reglon Trip Total (10%) % AMS | Theil Statistics
Model ey (Y| dtiy T T
1960 Rates | 1987-88Rates | DIFF. { UM | US | UC
Aulo Ownership 7.6 7.8 6.98 0.08 0.03 0.89
Income 7.6 8.3 12,70 0.45 0.04 0.51

school travel is included with home-based nonwork travel and
non-home-based trips are generated as zonal origins on the
basis of employment and the number of occupied dwelling
units. Because neither end of these trips is at the home, house-
hold variables cannot be applied except perhaps to produce
non-home-based regional control totals.

Overall, the automobile ownership model showed good sta-
bility with only 3 percent difference in the regional total of
trips and 7 percent RMS difference at the tract level, with
most differences due to incomplete covariation. The income-
based model was not quite as stable (9 percent difference at
the regional level and 12.7 percent tract level RMS difference
with a significant UM component) but was still reasonably
good given that almost 30 years had passed between the
surveys.

CONCLUSIONS

Clearly, the selection of variables used in the cross-
classification scheme has great impact on the temporal sta-
bility of the resulting trip generation model in the Delaware
Valley region:

e Internal to the Penn Jersey cordon area, home-based work
trip rates were most stable when stratified by household size,
as a result of compensating changes in household size and
labor force participation rates and increases in the percentage
of internal-external trips over time.

® The location of the cordon line has a significant impact
on internal work trip rates because of a relatively long trip
length and the large amount of residential and commercial
development now located near or outside of the Penn Jersey
cordon.

e When viewed from the perspective of work trips per em-
ployed resident, home-based work trips within the nine-county
region have declined by about 14 percent, on average, since
1960.

@ Household home-based nonwork trip rates stratified by
household size were temporally unstable even when cross-
classified by income, automobile ownership, or area type. A
three-way cross-classification by household size, automobile
ownership (or income), and area type may improve stability,
but the sample size of the 1987-1988 survey was too small to
estimate this model.

® Automobile ownership appears somewhat more tempo-
rally stable for home-based nonwork trip rates than income,
although these variables have similar patterns of stability be-
cause of covariation.

® A home-based nonwork model, cross-classified by au-
tomobile ownership and area type, displayed reasonably good

stability except for zero-car households, for which trip rates
have increased significantly over time.

@ Household non-home-based trip rates have increased
significantly regardless of the variables used in cross-
classification.

@ A realistic composite trip generation model using appro-
priate combinations of automobile ownership and area type
strata for each trip purpose displayed excellent temporal sta-
bility in the Delaware Valley region, with less than 7 percent
RMS difference between zonal total trip estimates on the basis
of the 1960 and 1987-1988 rates.

This apparent temporal stability in part results from com-
pensating changes in individual rates and therefore does not
guarantee accurate long-range forecasts, particularly when
significant travel determinants, omitted from the model, change
over time. In addition, errors in the forecasts of the socio-
economic trip generation inputs significantly influence the
accuracy of trip forecasts. However, appropriately specified
disaggregate trip generation models may be sufficiently stable
to be valuable tools for testing long-range transportation plans.
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Impacts of Zonal Reconfigurations on
Travel Demand Forecasts

CHARLES C. CREVO

The question of whether travel demand estimates can be im-
proved through the subdivision of certain traffic analysis zones
for the future year projection period is investigated. Because
traffic analysis zone systems were likely developed in the 1960s
for most regional studies, the larger and less populated zones
have probably experienced significant growth over the past 20 to
30 years. Criteria are needed to determine which traffic analysis
zones should be subdivided in the process of forecasting future
travel and to test whether increasing the number of zones im-
proves the resultant regional forecasts. Subarea techniques have
been developed and applied by others in attempts to develop
more accurate traffic data for project-specific needs. The subarea
approach suffices for project needs, but the adjustments and mod-
ifications are not usually fed back into the regional modeling
process. Therefore, the time and effort expended in obtaining
project data are not applied to the improvement of the overall
travel demand forecasts on a studywide or regional basis. Under
these conditions, system planning efforts and corridor analyses
do not receive the benefit of updated information or system re-
finements. The findings presented evaluate the improvement in
travel forecasts as a result of the subdivision of zones in a regional
travel demand model. Link-by-link comparisons of traffic assign-
ments based on the original zone system and the modified zone
system are made. Two major sections are provided: (a) the de-
velopment of techniques to identify zones that are candidates
for subdivision and (b) a test of the results of the impact on
subsequent traffic assignments for the original and modified
zone systems.

In the early days of travel demand model development, the
interaction among travel and population, land use, and so-
cioeconomic characteristics was aggregated to establish an
average relationship that could be applied on a geographical
or areal basis. These spatial definitions were called traffic
analysis zones. Zones were defined through criteria that sug-
gested areas of homogeneous land use activity characteristics.
For example, zones could be configured to contain a prede-
termined level of population. Physically, these zones were
usually coincident with, or were subdivisions of, census tracts
and enumeration districts. Where possible, zone boundaries
followed natural and manmade barriers such as rivers, rail-
roads, and highways.

Most of the traditional modeling processes were initially
applied to a base year so that the predictive techniques could
be compared with existing data, thus providing a basis for
calibration of the models. For these models, an assumption
was made that once the relationships were established and
tested, the same associations would hold true for future time
periods. A major feature of this procedure was that the spatial
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configuration of the traffic analysis zones would remain the
same. Only the land use activity data assigned to each zone
would vary between study years.

The question of whether travel demand estimates can be
improved through the reconfiguration of traffic analysis zones
for the future year projection period is investigated. Proce-
dures are developed and applied to the travel demand fore-
casting process to assess whether more accurate traffic as-
signments can be achieved through structuring a more
representative and reasonable spatial allocation of future land
development (e.g., traffic analysis zones). The primary ob-
jectives are to develop criteria for use in deciding which traffic
analysis zones should be reconfigured in the process of fore-
casting future travel and to test whether increasing the number
of zones improves the resultant regional forecasts.

Because the original travel demand models were developed
as a long-range, systemwide planning tool, little attention has
been given to the task of establishing traffic analysis zones in
comparison with other elements of the modeling process. In
his paper on the design of zonal systems, Baass (Z,p.1) found
that a literature review revealed only general information on
how zonal systems are to be defined. Openshaw (2,p.169)
found that the configuration of the zonal system affects plan-
ning models more than is generally believed.

As applications of the travel demand forecasts evolved from
a systems planning level to a project data level, attempts were
made to refine the process and to reduce the labor and com-
puter time required to generate more detailed traffic esti-
mates. In NCHRP Report 255 (3,p.14), Pedersen and Sam-
dahl summarize the results of state and local planning agency
surveys conducted to identify the best techniques in use for
making the shift from system to project analyses. Few agencies
reported the use of standardized procedures to refine system-
level traffic forecasts for use at the project level. Most of the
agencies used some type of comparison between model data
and ground counts. The typical approach was to combine
engineering judgment with a local knowledge of historical
traffic data and changes in land use.

Pedersen and Samdahl (3) conclude that most agencies do
not have procedures for developing traffic data for a network
more detailed than that used for system-level forecasts. How-
ever, they do identify procedures to refine traffic forecasts
and they make reference to the windowing and focusing tech-
niques that have been used to develop improved travel fore-
casts for specific subareas.

A continuation of NCHRP Report 255 was carried out by
ITE Technical Council Committee 6F-34 (4,p.43). The ob-
jective of the research effort was to assess the use of systems-
level, computer-generated traffic forecasts in project-level ap-
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plications. One of the commonly reported sources of error in
traffic forecasts developed through the use of computer models
was land use forecasts. Significant indicators restricting the
use of forecasts were the route-level assignments and com-
pensation for excessively large traffic zones. It is also signif-
icant that only one-half of the respondents to the ITE survey
indicated that the preparer of the forecasts and the user were
the same, which supports the contention that refinements
made for project-level data do not find their way back into
the predictive models.

The majority of areawide transportation studies were orig-
inated in the early 1960s. Little attention has been given to
applying and testing techniques for determining the sensitivity
and impact of realigning or reconfiguring the traffic analysis
zone. When this concept has been applied, the motivation
has been provided by a need for detailed project data. There
is still a need for improved travel forecast data to provide
accurate answers to questions that arise in evaluating alter-
native corridor studies.

In assessing the functionality and utility of the data available
from older studies and their application to alternative corridor
evaluations, it seems appropriate that the windowing and fo-
cusing techniques might be applied to a larger-scale analysis
in contrast to being limited to local project data. This study
is directed to determining whether there is a benefit to reex-
amining the traffic analysis zone structure in a regional study
area context and whether the traffic assignments resulting
from the reconfiguration of traffic analysis zones will yield
improved results.

LITERATURE REVIEW

Early literature on travel demand processes focuses on travel
inventories and trip generation techniques. A U.S. Depart-
ment of Transportation publication (5,p.55) that documents
the development of trip generation relationships devotes a
few sentences to the purpose and importance of the traffic
analysis zone. The early trip generation models are based on
aggregate relationships, represented by studywide averages
that were then applied at the traffic analysis zone level. The
report states that enough observations must be aggregated to
have statistically stable data to discern consistent group travel
patterns.

A later study (6,p.14) that documented the process for
urban origin-destination (O-D) surveys, the basic data from
which trip generation relationships are derived, recognized
the importance of the traffic analysis zone in terms of the
need for statistical reliability and particularly its relationship
to the street and highway network. The study also acknowl-
edges that the traffic analysis zone must be suitable for coding,
tabulating, modeling, and analyzing the resultant travel fore-
casts. A significant statement made in the report is that traffic
analysis zone configurations might have to be changed at some
time to allow more detailed analyses, to more nearly reflect
land use and transportation changes that have occurred in the
area, or simply to improve an initial zonal system that may
not be adequate. The cited work also states that, for different
levels of planning, different zone sizes are often used. The
final advice offered in the report is that zones must be smalil
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enough to avoid the possibility of a large percentage of trips
being intrazonal trips, preferably not to exceed 15 percent of
total trips.

A document (7) that details the process of coding a network
for trip distribution and assignment glosses over the traffic
analysis zone development procedures and only makes ref-
erence to the centroid and the importance of its location within
the zone.

Rowan et al. (8,p.4-1) highlight the policy implications of
land use and transportation relationships and the interaction
between activity patterns and travel demand. These consid-
erations directly translate into similar characteristics in the
modeling process. How land use is represented in the models,
via the traffic analysis zone configurations, and how it inter-
faces with the transportation network establishes the frame-
work for testing future alternative transportation system
improvements.

Lockwood (9,p.521) suggests that procedures for highway
and transit project planning should be revised to reflect the
fact that many of the more detailed decisions will be made at
the corridor planning level. Thus, it might be necessary to
undertake major revisions in regional systems plans. Asso-
ciated simulation models must be capable of testing alterna-
tives relatively quickly and at a low cost.

A survey of urban policy issues, as summarized by Sosslau
et al. (10), indicates an acknowledgment of shifts in emphasis
within the transportation planning process by participating
planning agencies. Key to the topic of this proposed research
are changes from (a) regional scale to subarea or corridor
scales, (b) coarse measures to detailed measures, (c) expen-
sive processes to less costly processes, (d) new O-D data to
use of old data with updated land use, and (e) voluminous
output data to summaries and graphics.

Each of the preceding documents, in one aspect or another,
indicates a need for improving the reliability and acceptability
of travel demand forecasts. Practitioners and academicians
recognize the weaknesses inherent in using aged data supple-
mented only by small-scale updates, which promotes the prop-
osition that the zonal structure and associated transportation
system connections need revisiting.

Other references discuss the development of zonal struc-
ture—some dealing with the early studies and some with later
efforts to refine travel forecasts. The most definitive expla-
nation of a method to develop traffic analysis zones is pro-
vided by Sosslau et al. (I1) in a traffic assignment manual.
The manual states that the establishment of zones should be
consistent with the objectives of the desired results. Larger
zones are suitable for regional-level planning needs, whereas
more detailed studies require smaller zones. The manual fur-
ther declares that, within practical limits of accuracy and re-
liability, smaller zones will achieve better results. At the time
of publication in 1973, computer technology and capacity had
improved, but not to the point at which large transportation
networks could be processed efficiently. This limitation is the
basis for the caution provided in the literature regarding zone
size and numbers. Sosslau et al. predict that more improve-
ments would be made in subarea analysis to provide detailed
assignments. They also suggest that it is necessary to design
the zone and network base systems to react to specific uses
and needs. The manual includes a description of procedures
for establishment of traffic analysis zones.
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Golob et al. (12,p.16) suggest a technique whereby a large,
complex urban region can be reduced to smaller subregions
for transportation planning purposes. However, the statistical
method operates on the trip matrix and does not alter the
basic zone structure or transportation network.

The transition from long-range planning models to an em-
phasis on smaller areas within an urban region is examined
by Norris and Nihan (13,p.589). They discuss a process whereby
analysis zones to be studied in greater detail are subdivided
and those outside the area are aggregated. The basic philos-
ophy in developing a subarea zone structure was to divide
each traffic analysis zone into two or three subzones along
lines that typify homogeneous areas.

Other techniques were developed in the early 1980s in which
small areas were modeled to develop traffic estimates for
subdivisions or other development projects. Kahn (14,p.18)
reports on such a technique to prepare peak-hour traffic im-
pacts. The procedure is an option to the areawide studies
previously conducted that do not have the level of detail re-
quired for assessing environmental impacts of traffic, noise,
and air.

The literature review reveals that there is a need for refined
traffic data for project-related demands and that the areawide
studies that provide the base information are too coarse. Fur-
ther, the techniques used for subarea analysis are isolated
from the areawide studies, and refinements are not generally
fed back into the regional travel demand modeling process.
Therefore, it is common that impacts identified in one area
are not considered in the development of data for some other
subarea analysis nearby.

The lack of importance given to the traffic analysis zone as
the backbone of the modeling process is also apparent. Once
an analysis zone has been identified, its configuration usually
remains intact. Growth in land use activity data is allocated
to the future year for updates, but the zones are not subdi-
vided to provide a more logical representation of existing and,
subsequently, future conditions.

APPROACH

The practical application focuses on the development of a
process through which traffic analysis zones in a selected travel
demand model will be reconfigured to account for changes in
population and land use activity data.

Past research has skirted the issue of traffic analysis zone
changes. Practitioners and academicians have concentrated
on trip generation techniques, reviewed the trip distribution
models, and advanced the state-of-the-art of traffic assign-
ment algorithms and techniques. Although each of these ele-
ments has improved the models considerably, the basic traffic
analysis zone structure has remained unchanged in the plan-
ning process.

Consider a traffic analysis zone that in the early 1960s was
open space with wetland areas. The transportation planner
likely considered the area developable, because at that time
it was not unusual to fill wetlands for development. Traffic
analysis zones were defined, and the typical land use activity
data were allocated for the conditions that existed at the time.
Similar processes were followed for forecast years, usually in
increments of 5 years, to introduce the feedback effect of land
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development and transportation system improvements. At
some future point in time, the planner was able to assess the
accuracy of the model by comparing the assigned traffic to
actual ground counts.

However, current regulations on land development and the
environment represent constraints that did not exist when the
original models were developed. In 1990 the transportation
planner would function under a different set of constraints
and the zones would likely have different boundaries, sizes,
and centroid connections than those defined by planners in
the early 1960s.

The basic goals addressed in the following paragraphs cen-
ter on the identification of criteria that can be used as guide-
lines for deciding whether to subdivide zones and for assessing
the accuracy of traffic assignments that result from a subdi-
vided zone system. The general approach taken is to use the
traffic assignments from an existing model as a base condition
against which assignments resulting from the developed tech-
niques can be tested.

To test the proposition that subdivision of certain zones for
the forecast year of the travel demand estimating procedure
will yield more accurate traffic assignments, it is necessary to
have a baseline set of conditions against which the results of
any particular method can be measured. This approach re-
quires a reasonably contemporary model so that ground counts
are available for verifying that the model does in fact syn-
thesize travel to approximate existing data. To establish the
necessary base conditions, a travel demand model that is func-
tional and considered to be calibrated sufficiently to replicate
existing conditions is used. To avoid confusion, 1970 has been
termed the historical year and 1985 the forecast year.

To test methods for identifying which zones should be sub-
divided, the approach steps back in time to 1970 and proceeds
as if 1985 were the forecast year in a so-called ‘‘back-to-the-
future” scenario. This method enables land use activity changes
to be analyzed using the 1985 values as projected data.

There are constants in this approach that isolate and focus
the traffic analysis zone changes as being responsible for any
improvements in the traffic assignment:

@ The relationships between trip making and land use ac-
tivity data that are established in the trip generation equations
remain unchanged.

@ The travel time factors used in the trip distribution tech-
nique, in this case the gravity model, remain unchanged.

® Through trips, represented by the external-to-external
cells in the trip table, remain unchanged.

e The travel time changes resulting from roadway system
improvements between 1970 and 1985 are the same for the
baseline conditions and the test forecast scenarios, thus nul-
lifying any impacts in the trip assignment phase that might
result from system improvements.

These conditions serve to support the desired objective—
that of testing the influence of traffic analysis zone reconfig-
urations on traffic assignments.

The ultimate test of whether the manipulation of certain
traffic analysis zone data improves traffic assignments is de-
termined through a comparative analysis of selected link vol-
umes that are represented by ground counts, original assign-
ments, and an alternative assignment that results from changing
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the number of zones in the system. Figure 1 shows the efforts
required to identify and subdivide certain zones and to test
the resultant traffic forecasts.

The models and data used to develop the techniques sug-
gested for improving travel forecasts were developed for New
Castle County by the Delaware Department of Transporta-
tion. New Castle County comprises approximately the north-
ern half of the state of Delaware. The study area for this
region contains 204 internal traffic analysis zones and 24 ex-
ternal zones.

This model was selected because of the following features:

® The study area size and number of zones are manageable
for manipulation.

® An ambitious traffic counting program by the department
provides an abundance of locations that have current average
annual daily traffic (AADT) data on roadways in the study
area.

® The models have been calibrated to replicate existing
conditions.

@ The traffic forecasts produced by the models provide data
for planning projects and for the evaluation of travel condi-
tions throughout the county.

® The central region of the New Castle County study area,
between Wilmington and Newark, has undergone rapid growth
in the past few years, particularly in areas that were relatively
undeveloped and were initially represented by relatively few
traffic analysis zones.

® The process uses the traditional four-step process of trip
generation, modal split, trip distribution, and trip assignment.

ZONE IDENTIFICATION CRITERIA

The analysis of the household and employment data char-
acteristics used for estimating future travel form the basis for
the identification of traffic analysis zones that are candidates
for reduction into smaller units.

Key to this determination is the establishment of threshold
levels of increases in the variables between the base and fore-
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cast years. For the New Castle County system of 204 internal
traffic analysis zones, a systematic approach to evaluating the
impact of growth on projected travel is developed so that
realistic decisions can be made. The values and stratification
of data will vary among regions in other areas of the country,
and the techniques developed can be applied to different stud-
ies within the values of the specific travel demand forecasts
for those studies.

The main objective is to assess which land use activity data
indicate a level of traffic analysis zone growth that differs
significantly from other zones and that might influence travel
patterns in the more immediate area.

Six approaches were developed to achieve this objective.
The different methods and procedures are described in the
following paragraphs.

Method 1

Household and employment characteristics are used in Method
1 to identify traffic analysis zones that will produce greater
than average travel in the future. The availability of these
data, by traffic analysis zones for 1970 and 1985, provide an
opportunity to assume the present is 1970. The task is to
determine what the traffic analysis zone structure should be
like in 1985. The initial assumption is that some zones will
likely develop in a manner inconsistent with the planner’s
1970 viewpoint of the future.

A first cut at screening the 204 zones for reconfiguration
candidates is accomplished by setting up spreadsheets on a
microcomputer and establishing a base file for the following
two sets of data:

@ Household characteristics:
—Population,

—Dwelling units, and
—Automobiles.

e Employment characteristics:
—Manufacturing,
~Industrial,

—~Commercial,
—Community service, and
—Retail.

The spreadsheets are arranged to facilitate the calculation
of the absolute change and the percent change between 1970
and 1985 for each of the preceding characteristics.

Because decreases typically occurred in some center-city
zones between 1970 and 1985, a number of the 204 obser-
vations had negative differences. These are deleted from the
universe of observations as nonfunctional for the intended
purpose.

The next step is to sort on the absolute difference column
of each characteristic in ascending order. This secondary
screening promptly made obvious those zones that were to
experience reasonable growth. The term ‘‘reasonable” re-
quires definition at this point. For an initial evaluation, zones
that had an increase in activity greater than an absolute value
of equal to or greater than 1,000 and a percent increase greater
than or equal to 100 percent were highlighted. The use of the
absolute difference or percentage difference alone is not as
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meaningful as when used in combination. A large increase in
absolute value could represent a small percent increase for a
large zone, which means that activity within the zone did not
increase much over that existing in 1970. Conversely, a large
percent increase could be caused by the doubling or tripling
of a small number. The most significant and meaningful re-
lationship as a potential indicator is one that has a large in-
crease in both absolute and percent values.

To establish preliminary criteria for screening candidate
zones, the absolute and percent changes of each of the inde-
pendent variables used in the trip generation process are eval-
uated. The variables are plotted individually on a base map
of the traffic analysis zones to assess the potential impact on
certain zones. The changes in land use activity that are ex-
pected to occur over the 15-year period indicated no discern-
ible pattern and did not result in a clear picture of candidate
zones.

At first, this method appeared to be a quick screening tech-
nique. However, it was judged to be nonindicative: evaluating
seven land use activity increases as separate quantities lessens
the significance one might expect, as opposed to evaluating
a collective or aggregate measure. Combining the employ-
ment into a total value somewhat improved this deficiency,
but only reduced the number of values to be evaluated without
improving the significance of the approach as an indicator of
growth.

Method 2

Method 2 assumes that land use activity, expressed in terms
of trip productions and attractions, is more closely related to
the eventual traffic assignment that is to be tested against a
base condition.

In Method 2, productions and attractions are generated for
1970 and 1985; the growth, represented by the increase be-
tween the two time periods, is then evaluated. A spreadsheet
is also used for this procedure. Through a manipulation of
the base files created for Method 1, the calculation of pro-
ductions and attractions is performed for each trip purpose
and totaled for each zone. Zones in which negative values
are experienced are eliminated. The balance of the zones with
positive values are sorted into ascending order. For a prelim-
inary screening of the results, the following arbitrary limits
for absolute and percent changes in values were established
on the basis of the resulting data:

® Absolute change = 1,000 and percent change = 25 and
% 50,

@ Absolute change = 1,000 and percent change = 50 and
< 100.

® Absolute change = 1,000 and percent change = 100.

An inspection of the sorted data reveals that approximately
60 zones meet the combined tests of the absolute value greater
than or equal to 1,000 and a greater than or equal to 50 percent
increase. These values for productions and attractions were
plotted on a traffic analysis zone map and color coded. Fol-
lowing this step, an inspection of zones with production and
attraction values of reasonable magnitude begins to emerge
into a pattern of zones that form two geographically distinct
areas.
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To refine the process, the sorted values are again assessed
and reduced to those zones that represent 10,000 or more trip
ends. These zones are identified graphically by color, and
three geographical groups of zones become obvious. One of
the zone groups is located near the city of Wilmington, where
the zones are significantly smaller than in the other two areas.
The absolute increase and percent increase typical of the zones
in these groups are greater than or equal to 11,000 and 128
percent, respectively. Again, these limits are probably sig-
nificant only in New Castle County. Through a similar proc-
ess, specific limits can be established for application in other
study areas.

Method 3

Method 3 also considers the change in productions and at-
tractions between 1970 and 1985. Those zones with a total of
productions and attractions greater than 19,000 are plotted
on a zone map. The value of 19,000 is arbitrary and of sig-
nificance only to New Castle County. Other regions will likely
produce a different threshold, depending on their basic char-
acteristics.

Six zones meet this criterion, with values ranging from 19,151
to-31,190.

Method 4

A variation of Method 3, this approach considers those zones
that demonstrate a total production and attraction value greater
than 30,000 for 1985. Normally, a difference in two time pe-
riods demonstrates growth, as in Method 3. However, an
evaluation of zones that generate a large number of trip ends
is thought to possibly provide an indication of the total mea-
sure of traffic for the future, which is the value that is even-
tually evaluated against actual conditions.

This method identified six zones as meeting this criterion,
with values ranging from 30,318 to 40,925.

Method 5

Method 5 uses the total trip ends generated for each traffic
analysis zone and their relationship to the geographic area of
each zone. The area of each zone, except for those classified
as City, is measured in acres using a planimeter. The ratio of
total trip ends to the acreage of each zone represents a trip-
end density measure that can be used to screen candidate
zones and to identify those that are to be considered for
reconfiguration.

To establish a basis for evaluating which zones are to be
considered further, center-city zones are deleted from the trip-
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