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A within-day and day-to-day dynamic assignment model for a general network has been proposed recently. The model follows a nonequilibrium approach, in which flow fluctuations are modeled as a stochastic process. It includes a model of dynamic network loading for computing within-day variable arc flows from path flows. In this paper, the sensitivity and the operational characteristics of the model are tested by analyzing some effects of control measures on a small realistic network. The results of these applications show that the proposed model is a valid tool to estimate the effectiveness of some traffic engineering measures and informative systems. It also appears that some control measures cannot be assessed correctly without the explicit simulation of the demand elasticity over departure times and of the day-to-day adjustment process determined by users' memory and forecasting.

Recently, the stochastic process approach to the analysis of transportation system dynamics (1,2) has been extended to account for both within-day and day-to-day temporal fluctuations of demand and flows (3). Following this approach the evolution of the system over time is analyzed rather than seeking an equilibrium or self-reproducing solution (if any), as in within-day constant (4,5) and within-day dynamic equilibrium models. The latter can be developed on the basis of deterministic (6,7) or stochastic (8,9) users' behavior models.

The stochastic doubly dynamic model, described in this paper, allows the simulation of system adjustments following network modifications, the role of habit in users' choices, and the effects of some informative systems and control strategies. In addition, the model can be extended to cover the case of real-time informative strategies, allowing users to change their path on route.

In this paper, the general structure of the model is briefly outlined. Potential applications to a small real-size network are then presented to show the effects of traffic engineering measures, different demand structures and levels, and different types of informative systems.

DYNAMIC DEMAND/SUPPLY INTERACTION MODEL

Day-to-day dynamics refers to system variations occurring between successive reference periods, which can be part of the day, (e.g., the morning peak period) or the whole day.

In the following, the reference period will be called "day" and denoted by index "t".

Within-day dynamics refers to variations taking place within the day and is analyzed by dividing the day into n_t subperiods. In the following, the generic subperiod will be called "interval" and denoted by index "h"; with no loss of generality, the interval length will be assumed constant and equal to T units of time.

Definitions and Notations

The transportation system is represented by a network; the generic origin-destination (O-D) pair is denoted by i, the generic path of the network by k, and the set of indexes relative to paths connecting the O-D pair i by K_i.

The total number of users deciding whether, when, and how to travel between each O-D pair i is denoted by d_i; it is assumed to be known and constant in each day t. Elasticity of the demand level; that is, changes in the number of users traveling each day, can be simulated by defining a fictitious interval (h = n_t + 1) corresponding to the choice of not moving at all. The disutility associated with this alternative is defined by the utility of not moving at all.

Let F_{th} be the flow of users following path k and leaving during interval h of day t. These values, arranged in a vector F_t, are assumed to define the state of the system at day t. Demand and path flows are related, since

\[ d_i = \sum_n \sum_{k \in K_i} F_{th} \]  

(1)

If \( \hat{p}(h,k) \) denotes the fraction of users leaving during interval h of day t and following path \( k \in K_i \) between the O-D pair i, the path flow can be expressed as:

\[ F_{th} = d_i \cdot \hat{p}(h,k) \]  

(2)

An obvious simplification occurs if the demand temporal profile or the departure time fractions \( \hat{p}(h) \) are fixed. In this case, the choice fractions can be expressed as \( \hat{p}(h,k) = \hat{p}(h) \cdot \hat{p}(k,h), k \in K_i \). Elasticity of the demand level; that is, changes in the number of users traveling each day, can be simulated also in this case, by introducing a fictitious path \( (k = 0) \) between each O-D pair to simulate, though only descriptively, the choice of not moving at all.

Let \( f_{ah} \) be the flow on arc a during interval h of day t, and \( f_a \) the corresponding arc flow vector. In a within-day dynamic
framework, the definition of arc flow is not unique because
time and space averages do not coincide any longer. The
operative definition of arc flow then depends on the modeling
framework adopted for network loading, as reported in the
section on the model of users’ behavior.

The correspondence between arc flows, however defined,
and path flows (network loading mapping) can be formally
expressed as

\[ f' = f'(F') \]  (3)

Let \( C'_{bh} \) be the average generalized travel cost on path \( k \)
leaving during interval \( h \) of day \( t \), and \( C' \) be the corresponding
travel cost vector. Path travel costs are generally functions of
the arc travel costs, which in turn are functions of arc flow
vector; therefore, the following formal relationship holds:

\[ C' = C'(F') \]  (4)

Strictly speaking, travel costs are random variables with
average values that can be expressed as a function of arc flows
by means of arc cost functions. The probability of the occur-
rence of a given cost vector conditional to the path flow vector
can thus be expressed by Equation 3 as

\[ Pr[C'|F'] = Pr[C'|f'(F')] \]  (5)

On the other hand, most assignment models ignore the
dispersion of travel times around their mean values; in this
case, the conditional probabilities in Equation 5 can be sub-
stituted by the usual expression

\[ C' = C'(F') \]  (6)

obtained by combining Equations 3 and 4.

**Stochastic Process Model**

It appears realistic to assume that the number of users \( F'_{bh} \)
is an integer. Then, the number of feasible states, that is, path
flow vectors with nonnegative components and consistent with
the demand as defined by Equation 1, is finite.

For the dispersion of users’ behavior and the intrinsic ran-
domness of some parameters (number of users, network con-
ditions, travel costs, times, etc.), it is assumed that the system
takes different states in different days. Furthermore, these
states cannot be exactly forecasted by the analyst.

In other words, the actual values of fractions \( p'(h,k) \) for a
given day cannot be predicted in advance. Therefore, the
evolution of the system among feasible states in successive
days can be described as a stochastic process, with properties
depending on the hypotheses made on users’ behavior and
network configuration. Interval/path fractions are realizations
of random variables, whose average values are the choice
probabilities \( p'(h,k) \), which can be obtained by a properly
defined model (see the next section for an example).

The probability \( Pr[F'] \) that the system is in a given state \( F' \)
at day \( t \) can be computed, at least theoretically, from choice
probabilities:

\[ Pr[F'] = Pr[F'/p'(h,k) \forall h,k] \]  (7)

It can be reasonably assumed that users choose paths and
departure times using information about times and costs that
have occurred in previous days \( C^{-1}, C^{-2}, \ldots \), either be-
cause this is the only available information or because it com-
plements information supplied by an informative system.

If some travelers choose using a real-time informative sys-
tem, choice probabilities depend also on times and costs in-
curred in the current day. More precisely, in the case of a
real-time trip planning system, departure time and path prob-
abilities depend on costs incurred at most up to the departure
interval, in the case of a real-time route guidance system, path
choice probabilities depend on costs up to the arrival time
(computed from the departure time and the travel time). Sim-
ilar conditions occur if an adaptive route choice behavior is
assumed for users. Then the following will result:

\[ p'(h,k) = p'(h,k)[C', C'^{-1}, C'^{-2}, \ldots] \]

Moreover, if it is assumed that users have a limited memory,
that is they are significantly influenced in their choices at most
by a limited number \( (m) \) of past days, then the following
results are obtained:

\[ p'(hk) = p'(h,k)[C^{-i}, i = 0, \ldots, m] \]  (8)

Since path travel times and costs in congested networks
depend deterministically or stochastically on arc flows, it turns
out that the probability that the system is in a given state \( F' \)
at day \( t \) depends on the states occupied by the system in \( m \)
previous days. Combining Equations 5, 7, and 8

\[ Pr[F'/F', F'^{-1}, \ldots, F'^{-m}] = Pr[F'/p'(h,k)[C'^{-i}, i = 0, \ldots, m]] \cdot Pr[C'|F'] \]

\[ \cdot Pr[C'^{-1}/F'^{-1}] \cdot \ldots \cdot Pr[C'^{-m}/F'^{-m}] \]  (9)

If path costs are assumed not to be random variables, then

\[ Pr[F'/F'^{-1}, \ldots, F'^{-m}] = Pr[F'/p'(hk)[C'^{-i}(F'^{-1}), i = 0, \ldots, m]] \]

It can be proven, by using results of \( m \)-dependent Markov
chains (2) that the process admits a unique stationary prob-
ability distribution and it is ergotic if, in addition to the limited
memory assumption (Equation 8), the following (sufficient)
conditions hold:

1. Choice probabilities, given the same sequence of costs
relative to the previous day, and possibly to the same day,
are time homogeneous, that is, invariant with respect to a
time translation:

\[ p'(hk)[C'^{-i}, i = 0, \ldots, m] = p'(hk)[C'^{-i}, i = 0, \ldots, m] \]

\[ \text{if } C'^{-i} = C'^{-i}, i = 0, \ldots, m \]

2. For each pair of different states there exists at least one
sequence of feasible states, with strictly positive transaction
probabilities, from one to the other.
The stated conditions depend only on the assumption that behavioral rules are constant over time, and do not depend on any assumptions about the particular type of users' choice behavior and the information available to them, apart from that of finite memory. In other words, different types of choice models can be used for departure time and path choice, such as random utility or noncompensatory models in so far they do not assume that users' experience influence their behavior thereafter.

It is also worth noting that random events modifying network performances, such as accidents and bad weather conditions, can be included in the proposed framework if their occurrence probability law is stable over time.

Because of the existence and unicity of the stationary distribution, one distribution of path flows can be associated to each demand-supply system, independent of the starting configuration. Process ergodicity allows the computation of flow means and moments through the simulation of only one realization of the process. It is worth noting that the mentioned properties are satisfied regardless of the type of arc cost functions.

Obviously it is still possible to study transitions between two stationary states of the system. In this case, the ergodicity property no longer applies, and flow moments must be computed over repeated simulations of transients.

The stationary probability distribution of flows could have different modes, denoting a situation comparable to that of multiple equilibria. However, in the proposed stochastic process approach, the whole probability distribution for each arc flow can in principle be computed, although in the multiple equilibria case no method known to the authors guarantees information on all equilibrium configurations.

Solution Approach

In the following, a solution approach for computing expected values and moments of time-varying arc flows, both in steady state and transient conditions, will be described briefly.

Full specification of the assignment model requires a modeling of departure time and path choice, of users' learning and forecasting mechanisms, and possibly of the informative strategy and users' reactions. Most models proposed in the literature to simulate the aspects given previously could be adapted to fit into the proposed framework. For instance, departure time choice could be simulated by a random utility model (10) or by the "bounded rationality" model proposed by Mahmassani and Chang (11,12). A possible specification will be described in the next section.

The number of users choosing each departure interval/path alternative in a given day can be obtained from choice probabilities by using a Monte Carlo simulation or by substituting probabilities to fractions. In the latter case, the resulting sequence is a pseudo realization of a stochastic process. An obvious simplification occurs when fractions \( p(h) \) are exogenously given (prefixed demand profile).

Once that choice fractions and, consequently, path flows are known for the current day, arc flows can be computed by a dynamic network loading method, as described in a following section. Arc flows allow the computation of travel times and thus the update of travelers' information and forecasts to be used for modeling choice probabilities of the next day.

Flows for each arc of the network and for each interval in the reference period can be used for two purposes. The first is to estimate stationary means and moments for arc flows; the second is to estimate means and moments during transients caused by any modification in the network, in the demand, or in both the network and the demand.

The reaching of stationarity can be checked by performing a Student's-t test on the differences between average arc flows in each interval over two successive sequences of days.

MODEL OF USERS' BEHAVIOR

Users' Choice Behavior

Users' choice behavior has been modeled by the random utility model proposed by Small (10) and reformulated by Ben Akiva et al. (13). This model has been slightly modified to explicitly introduce a "habit effect" in users' choices. In particular it is assumed that each day only a fraction \( \Omega \) of users reconsider the previous days' choice, and that they give an extra utility to the alternative chosen the previous day.

It is assumed that each user deciding how (path \( k \)) and when (departure interval \( h \)) to travel at day \( t \) associates to each alternative \( (h,k) \) a perceived utility expressed by the sum of a systematic utility and a random residual error.

The systematic utility represents the average predicted utility, whereas the random residual takes into account different perception errors made by users (e.g., relative to travel times and costs) and the dispersion of some characteristics within the population of decision makers (desired arrival times, reciprocal substitution coefficients, missing attributes, etc.).

The systematic utility \( \bar{V}_{hk} \) can be expressed using a modified version of the model proposed by Small (10) as the sum of disutilities relative to the generalized transportation cost and to early or late arrival penalty:

\[
\bar{V}_{hk} = - (1 - \mu_{hk}) \cdot (\beta_{hk} \bar{C}_{hk}) + \max \left[ \beta_{hk} (D_{t} - \delta_{t}, \bar{B}_{hk}) - \bar{B}_{hk}, 0 \right] + \max \left[ \beta_{hk} \bar{B}_{hk} - (D_{t} + \delta_{t}), 0 \right] \quad (10)
\]

\( \mu_{hk} = \mu \in [0,1] \) if \( (h,k) \) is the alternative chosen the previous day, 0 otherwise, this parameter reduces proportionally the disutility for the choice of the same path and departure time as in the previous day \( t - 1 \), and attempts to capture the conservative behavior of users;

\( \bar{C}_{hk} \) = average predicted generalized transportation cost along path \( k \) starting during interval \( h \), on day \( t \);

\( \bar{B}_{hk} \) = average predicted arrival time, starting during interval \( h \) and moving along path \( k \), on day \( t \), computed as \( (h - 1) \cdot T + \bar{T}_{hk} \);

\( T_{hk} \) = average predicted travel time along path \( k \) starting during interval \( h \), on day \( t \);

\( D_{t} \) = desired arrival time, variable with the O-D pair (and category) \( t \); and
\( \beta_1, \beta_2, \beta_3 = \) reciprocal substitution coefficients, variable with the O-D pair (and category) \( i \).

This expression assumes that users of O-D pair \( i \) have a tolerance interval \([- \delta_1, \delta_2]\) around the desired arrival time, and early or late arrivals cause a disutility proportional to the advance or the delay.

On day \( t \) average values of predicted travel time and generalized transportation cost of path \( k \) leaving during interval \( h \) can be computed through duly defined filters, which model the learning and forecasting mechanisms used by the average traveler, including the interaction with an informative system, if any. Different filters can be used for different kinds of users, for example, commuters versus noncommuters, informed versus noninformed, and so on.

Systematic utility has been defined assuming the generalized transportation cost to be equal to the travel time. The average perceived travel time has been computed as a weighted average of the previous day actual travel time \( T_{th}^{t-1} \) and of the previous day average perceived travel time \( T_{th}^0 \):

\[
T_{th}^i = \tau \cdot \sum_{i=1}^{t-1} (1 - \tau)^{i-1} \cdot T_{th}^{i-1} + (1 - \tau) \cdot T_{th}^0
\]

where \( T_{th}^0 \) is a starting value. Values of \( \tau \) close to one denote a stronger influence of the previous day travel time. Similar filters have been proposed by Mahmassani and Chang [12] and Iida et al. [14].

It has been assumed that each day a prefixed fraction of users \( \Omega \) takes into consideration the possibility of modifying their previous day choice (but they do not necessarily have to). The choice probabilities of the users that reconsider their choice is simulated through a path/departure time nested logit model:

\[
p'(h,k) = p'(h) \cdot p'(k/h)
\]

where

\[
p'(h) = \exp[\Theta_1 V_{th}^i] \sum_i \exp[\Theta_2 V_{th}^i]
\]

\[
p'(k/h) = \exp[\Theta_1 V_{th}^i] \sum_i \exp[\Theta_2 V_{th}^i]
\]

Users' Behavior and Informative Systems

Generally users moving between an O-D pair are assumed to choose at their origin the departure interval and a path \( k_0 \) to reach their destination. After leaving the origin, rerouting during the trip may occur because of adaptive behavior at duly located diversion nodes (possibly at each node of the network). Therefore, the actually used path \( k \) may be different from the initially chosen \( k_0 \). The choice probability at day \( t \), \( p'(h,k) \), can be expressed as

\[
p'(h,k) = p'(h) \cdot p'(k/h) \quad k \in K,
\]

where

\[
p'(h) = \text{probability of choosing departure interval } h \text{ for a user traveling between O-D pair } i \text{; and}
\]

\[
p'(k/h) = \text{probability to follow path } k \in K, \text{from the origin to the destination of O-D pair } i, \text{once departure interval } h \text{ has been chosen (it can be expressed as the joint probability that the sequence of paths from the origin to the first diversion node, between each pair of successive diversion nodes, and from the last diversion node to the destination forms path } k).\]

An informative system may supply information or indications to users before they start (pretrip) or while they are traveling (en route). Moreover, the informative system can use exclusively information about the network conditions in the previous days (static) or combine them with information about the network conditions that occurred during day \( t \) (dynamic or real time) before the departure time (pretrip) or the arrival time (en route). Different classes of users with different types of available information can be taken into account.

The behavior of users not advised by an informative system can be modeled through usually adopted users' choice behavior models, as the one described in the previous subsection. The same kind of models, with a different parameter specification, can be adopted to deal with users advised by a static pretrip informative system (an example is given in a subsequent section). A slight modification is needed in the case of a real-time pretrip informative system: Let

\[
p'(j = h) = p'(h)
\]

be the choice probability that begins the trip between O-D pair \( i \) during interval \( h \) of day \( t \):

\[
p'(j = h) = \begin{cases} 1 & \text{if } h = 1 \\ 1 - \sum_{m=1}^{h-1} p'(j = m) & \text{if } h > 1 \end{cases}
\]
be the choice probability that a user begins the trip during interval \( h \) or later; and
\[
P(h) = \frac{p(h; h, h + 1, \ldots)}{1 - \prod_{m=1}^{h-1} p(m)}
\]
be the choice probability that a user begins the trip during interval \( h \) conditional to leaving not earlier than interval \( h \).
This can be computed using a choice behavior model (as the one described in the previous section) assuming as choice set \( \{h, h + 1, \ldots\} \).

Since
\[
P(h) = \frac{1}{1 - \sum_{m=1}^{h-1} p(m)}
\]
the choice probabilities \( p'(h) \) can be recursively computed as
\[
p'(h) = \left\{ \begin{array}{ll}
  p(h; 1, 2, \ldots) & \text{if } h = 1 \\
  p(h; h, h + 1, \ldots) \cdot \left(1 - \sum_{m=1}^{h-1} p(m)\right) & \text{if } h > 1
\end{array} \right.
\]

Statement of the Problem

Previously it was stated that the relationship between arc and path flows in a within-day dynamic context is not trivial. It was also observed that arc flows are not even uniquely defined in this case. It is still possible to express the relationship between path and arc flows, however defined, in a way that is formally similar to the within-day uniform case.

Denoted by \( \alpha_{ah} \in [0,1] \), the fraction of path flow \( F_{ah} \) contributing to arc flow \( f_{ah} \), named crossing fraction, the flow on arc \( a \) can be expressed by
\[
f_{ah} = \sum_{j} \alpha_{ah} F_{aj}
\]

If arc \( a \) does not belong to path \( k \), or the starting interval of flow \( F_{aj} \) follows interval \( h(j > h) \), or flow \( F_{aj} \) does not occupy arc \( a \) during interval \( h \), the fraction \( \alpha_{ah} \) is equal to zero.

Crossing fractions can be arranged in matrices such as \( A_{aj} = [\alpha_{ah}]_{h,j} \), arc-path crossing matrix between arc-flows during interval \( h \) and path flows leaving in interval \( j \). Denoted by \( f_{aj} \), the arc flow vector during interval \( h \) and by \( F_{aj} \), the path flow vector leaving during interval \( j \), Equation 16 can be stated in matrix form as follows:
\[
f_{aj} = \sum_{j=1}^{h} A_{aj} \cdot F_{j}
\]

For the whole day Equation 16 can be expressed as
\[
f = A \cdot F
\]
where
\[
f = \text{arc flow vector for the whole day},
F = \text{path flow vector for the whole day},
A = \text{arc-path crossing matrix for the whole day formed by}
\]
matrices \( A_{aj} \) with \( A_{aj} = O \) (if \( h < j \), \( A \) is a lower triangular block matrix)

It is worth noting that the arc-path crossing matrix \( A \) is a generalization of the usual arc-path incidence matrix, because the following should result:
\[
\sum_{m=1}^{n} \alpha_{am} = 1
\]
if all the users entering the network during interval $j$ leave it in some interval $h \geq j$.

Generally, crossing fractions $\sigma_{jk}^a$ depend on the definition adopted for arc flows, the network topology, and the time needed to reach arc $a$ traveling on path $k$. Therefore, they depend on the travel times on arcs preceding arc $a$ along path $k$, which in congested networks are function of the arc flows. Hence, it generally results that

$$A = A(f)$$

Therefore combining Equations 18 and 20 the following fixed-point problem is obtained:

$$f^* = A(f^*) \cdot F$$

A dynamic network loading method is essentially an algorithmic definition of crossing fractions, that is of relationship $\sigma_{jk}^a = \sigma_{jk}^a(f)$ needed to solve Equation 21.

It is worth noting that in noncongested networks in which travel times and delays are constant and independent of arc flows, the arc-path crossing matrix does not depend on arc flows and Equation 21 reduces to $f^* = AF$, as in the case of within-day constant demand.

Several methods have been proposed to solve the dynamic network loading problem, which in any case could be solved by a discrete simulation technique (microsimulation), although at the expense of a large computational effort. Generally, these methods give different results depending on the different hypotheses adopted.

Some methods do not explicitly formulate and solve the fixed-point problem (Equation 21). They are based on a generalization of network loading procedures used in static deterministic user equilibrium (6,7). A different method to indirectly solve the problem (Equation 21) has been proposed recently by Vythoulkas (9). This model is based on the discretization of a differential equation for each arc, expressing the relationship between the time derivative of the number of users on the arc and the difference between inflow and outflow.

All the preceding methods rely on assumptions that do not rule out some counterintuitive results such as overtaking between vehicles traveling on the same path and vehicles leaving in different times. In addition, these methods can hardly be extended to include on route diversions from the initially chosen path, because of the computational burden of keeping the identity of diverted path flows.

In the following, a new method for dynamic network loading is described, which directly solves the fixed-point problem (Equation 21), thus overcoming some of the drawbacks of the other proposed methods.

**General Hypotheses and Definitions**

The set of all users leaving in the same interval $j$ following the same path $k$ is called group or packet $(j,k)$. All users of a group are assumed to experience the same trip as the group leader, whose departure occurs at a prefixed instant (the middle or the beginning) of the interval. Hence, if an arc is occupied by the leader of a group during an interval, it is occupied by all the users belonging to that group (grouping hypothesis).

This assumption appears acceptable for usual O-D demand flows and interval lengths. In any case its realism can be improved by reducing the interval duration, or by subdividing a group into smaller units. Currently, an enhanced model for dynamic network loading relaxing this hypothesis is being developed by the authors.

In the following it is also assumed, for simplicity, that a user group follows the path chosen before starting the trip until its destination is reached. However, the described method can be easily extended to include while-trip rerouting. In this case, at duly located diversion nodes (eventually each node can be a diversion node), group $(j,k)$ traveling on path $k$ may reroute on a new path $k'$ from the diversion node to the destination, thus becoming group $(j,k-k')$. This can be the result of a simple adaptive behavior or of the interaction with a route guidance system, providing indications or information. In both cases, a choice model is needed to represented users’ reactions resulting in a change from path $k$ to path $k'$.

Two types of arcs requiring different modeling approaches will be considered in the following:

- **Running arcs** (e.g., a stretch of a street): for which the time needed to leave the arc is continuously spent along its length; and
- **Queuing or waiting arcs or bottlenecks** (e.g., a junction approach): for which delay occurs only at the end of the arc, assumed of null length, because of queuing due to capacity constraints.

Obviously the simulated network can include both types of arcs.

Let $v_{ja}$ be the average running speed on running arc $a$, with length $l_a$ during interval $h$. Running speed is assumed to be the same for all users traveling on the arc during interval $h$ (equal running speed hypothesis), regardless of when they have entered the arc.

Let $u_{ja}$ be the undersaturation delay for queuing arc $a$, during interval $h$. Undersaturation delay is assumed to be the same for all users entering the arc during interval $h$ (equal undersaturation delay hypothesis) regardless of when they have entered the arc.

Let $z_{ja}$ be the oversaturation delay for group $(j,k)$ joining the queue at bottleneck arc $a$ during interval $h$. It is assumed to be equal for all the users of group $(j,k)$ (group specific oversaturation delay hypothesis) and depending on the arrival time of group $(j,k)$ at arc $a$ during interval $h$. For undersaturated conditions, the oversaturation delay is equal to zero.

**Group Movements on the Network**

Let $y_{ja} \in [0,T]$ be the arrival time of group $(j,k)$ at arc $a$ during interval $h$. It is meaningfully defined only if arc $a$ belongs to path $k$ and interval $j$ precedes interval $h$, that is $j < h$ (otherwise it is assumed equal to zero by convention). In the following it is always assumed that arc $a$ belongs to path $k$, and interval $j$ precedes interval $h$, that is $j < h$. Let $y'$ be the arc (if any) following arc $a$ on path $k$. Naturally the exit time from arc $a$ of group $(j,k)$ is equal to the arrival time at arc $a'$.
If group \((j,k)\) has not yet reached arc \(a\) during interval \(h\), \(y_{ah}^h = 0\); vice versa if group \((j,k)\) has already left arc \(a\) before interval \(h\), \(y_{ah}^h = T\). Moreover, it is assumed that the arrival time is equal to zero for the first arc occupied during interval \(h\).

The difference, \(T - y_{ah}^h\), between the interval length \(T\) and the arrival time \(y_{ah}^h\) at arc \(a\) is the time still available to group \((j,k)\) to move on arc \(a\) during interval \(h\).

A group \((j,k)\) arriving at a running arc \(a\) during interval \(h\) needs a time \(l_a/v_{ah}\) to entirely cover the arc. It can be proven that the exit time from arc \(a\) [or the arrival time at the next arc \(a'\) (if any) on path \(k\)] and the abscissa reached on arc \(a\) by group \((j,k)\) by the end of interval \(h\) are given by (also shown in Figure 1)

\[
y_{ah}^h = \min[T, y_{ah}^h + (l_a - s_{ah}^{h-1})/v_{ah}]
\]

\[
s_{ah}^h = \min[l_a, s_{ah}^{h-1} + (T - y_{ah}^h) \cdot v_{ah}]
\]

assuming that

\(y_{ah}^h = 0\) if arc \(a\) is the first occupied by group \((j,k)\) during interval \(h\);

\(y_{ah}^h = 0\) if group \((j,k)\) has left from arc \(a\) before interval \(h\);

\(y_{ah}^h = T\) if group \((j,k)\) has not yet reached arc \(a\) by the end of interval \(h\);

\(s_{ah}^h = 0\)

\(s_{ah}^h = 0\) if group \((j,k)\) has not yet reached arc \(a\) by the end of interval \(h\); and

\(s_{ah}^h = l_a\) if group \((j,k)\) has left from arc \(a\) by the end of interval \(h\).

If group \((j,k)\) enters queueing arc \(a\) during interval \(h\), the time needed to exit the arc is equal to the total delay: \(u_{ah} + z_{ah}^k\), whereas the time still available to move is given by the difference \(T - y_{ah}^h\).

If \(u_{ah} + z_{ah}^k \leq T - y_{ah}^h\), group \((j,k)\) leaves arc \(a\) during interval \(h\) and enters the next arc \(a'\) (if any) on path \(k\) at time

\[
y_{ah}^{h+1} = y_{ah}^h + u_{ah} + z_{ah}^k
\]

Vice versa, if \(T - y_{ah}^h < u_{ah} + z_{ah}^k\), it remains on the arc. Let

\[
w_{ah}^h = u_{ah} + z_{ah}^k - (T - y_{ah}^h) > 0
\]

be the time needed by group \((j,k)\) to leave arc \(a\) at the end of interval \(h\) (residual waiting time).

If group \((j,k)\) is still on queuing arc \(a\) at the beginning of interval \(h + 1\), it should stay queuing for a time \(w_{ah}^h\). If it results that \(T = w_{ah}^h\), the exit time from arc \(a\) for group \((j,k)\) or the arrival time on the next arc \(a'\) (if any) on path \(k\) is given by

\[
y_{ah}^{h+1} = w_{ah}^h
\]

otherwise it should stay on arc \(a\) for a time

\[
w_{ah}^{h+1} = w_{ah}^h - T
\]

If group \((j,k)\) reaches its destination during interval \(h\), it leaves the network and it turns out that \(s_{ah}^h = l_a\) or \(w_{ah}^h = 0\) for all arcs on path \(k\), and \(m \geq h\). Groups that do not reach their final destination by the end of the reference period can be left on the network without any loss of generality.

**Computation of Crossing Fractions**

To compute crossing fractions from running speeds and delays, an operational definition of arc flows has to be formulated.
For the grouping hypothesis, the average number of users per unit of time on running arc \( a \) during interval \( h \) is given by

\[
\left( \sum_{j,k} F_{jk} \cdot T \cdot \int_{0}^{T} \delta_{jk}^{\text{g}}(t) \, dt \right) / T
\]

Where

\[
\delta_{jk}^{\text{g}}(t) = 1 \text{ if group } (j,k) \text{ is on arc } a \text{ at time } t; \text{ and} \\
\delta_{jk}^{\text{g}}(t) = 0 \text{ otherwise.}
\]

Moreover, for the equal running speed hypothesis, the time spent by group \((j,k)\) on arc \( a \) during interval \( h \) is equal to the traveled length divided by the average running speed, that is

\[
\int_{0}^{T} \delta_{jk}^{\text{e}}(t) \, dt = (s_{ah}^{ik} - s_{ah-1}^{ik})/v_{ah}
\]

Therefore, the average density on arc \( a \) during interval \( h \), which is equal to the average number of users per unit of time divided by the arc length, is given by the expression

\[
\frac{\sum_{j,k} F_{jk} \cdot (s_{ah}^{ik} - s_{ah-1}^{ik})/v_{ah}}{\int_{0}^{T} \delta_{jk}^{\text{g}}(t) \, dt}
\]

The flow \( f_{ah} \) on running arc \( a \) during interval \( h \) can be defined as the product of the average density and the average speed:

\[
f_{ah} = \sum_{j,k} F_{jk} \cdot (s_{ah}^{ik} - s_{ah-1}^{ik})/I_a
\]

Therefore from Equation 16, it turns out that

\[
\alpha_{ah}^{ik} = (s_{ah}^{ik} - s_{ah-1}^{ik})/I_a
\]

Also from Equation 23 it turns out that

\[
\alpha_{ah}^{ik}(s_{ah-1}^{ik}, v_{ah}, y_{ah}^{ik}) = \text{MIN}((T - y_{ah}^{ik}) \cdot v_{ah}/I_a, (1 - s_{ah-1}^{ik}/I_a))
\]

Moreover it results that

\[
s_{ah}^{ik} = s_{ah-1}^{ik} + \alpha_{ah}^{ik} \cdot I_a
\]

Similarly for a queuing arc, the flow can be defined as the average length in flow. For the grouping hypothesis, it turns out that if group \((j,k)\) reaches arc \( a \) during interval \( h \), the corresponding crossing fraction is equal to one, it is equal to zero otherwise:

\[
\alpha_{ah}^{\text{q}}(y_{ah}^{ik}) = \begin{cases} 
1 & \text{if } T - y_{ah}^{ik} > 0 \\
0 & \text{if } T - y_{ah}^{ik} = 0
\end{cases}
\]

For both types of arcs, if group \((j,k)\) stops on arc \( a \) during interval \( h \), it turns out that \( \alpha_{ah} = 0 \) for any arc \( i \) following arc \( a \) on path \( k \). If group \((j,k)\) reaches its destination, it exits from the network and it turns out that \( \alpha_{ah} = 0, m > h, a \epsilon k \).

It can be proven that this relationship is satisfied by the preceding proposed definition of crossing fractions, for groups leaving the network by the end of the simulation period.

### Solution Approach

In this section, the crossing fraction definition described in the previous section is used to build up a fixed-point formulation of the dynamic network loading problem, according to the considerations in section, “Statement of the Problem.”

Summarizing the results of the preceding section, the crossing fraction of group \((j,k)\) on a running arc depends on the running speed and the arrival time at that arc. On the other hand, for a queuing arc, the crossing fraction of group \((j,k)\) depends on the arrival time at that arc.

In turn, according to next preceding section, the arrival time of group \((j,k)\) at arc \( a \) can be sequentially computed for each arc of a given path from running speeds and delays, by Equations 22 through 27.

Hence crossing fraction \( \alpha_{ah}^{ik} \) is a function of running speeds and delays on arcs preceding arc \( a \) on path \( k \). In the case of a running arc it is also a function of the running speed on that arc, whereas if it is relative to a queuing arc it does not depend on the delay on the same arc. Then, it generally results that

\[
\alpha_{ah}^{ik} = \alpha_{ah}^{ik}(s_{ah}^{ik-1}, w_{ah}^{ik-1}, v_{ah}, u_{ah}, z_{ah})
\]

where \( v_{ah}, u_{ah}, \) and \( z_{ah} \) are, respectively, the vectors of running speeds, undersaturation, and oversaturation delays occurred on the network during interval \( h \).

Average running speed is assumed to be function of the vector of the arc flows during interval \( h, f_{ah} \), through usually adopted cost-flow functions:

\[
v_{ah} = v_{ah}(f_{ah})
\]

The undersaturation delay is assumed flow-independent:

\[
u_{ah} = u_{ah}
\]

According to a fluid approximation deterministic model, it turns out that

\[
y_{ah}^{ik} = z_{ah}(q_{ah-1}^{ik}, f_{ah})v_{ah}^{ik}
\]

\[
= \text{MAX}[(q_{ah-1}^{ik}/Q_{ah} - 1) \cdot v_{ah}^{ik}, 0]
\]

where

\[
q_{ah} = \text{queue on arc } a \text{ at the end of interval } h \text{ (assuming } q_{ah} = 0); \\
Q_{ah} = \text{capacity of arc } a \text{ during interval } h \text{ (can vary in different intervals, for example in the case of a variable traffic light system).}
\]

Therefore, the expression for crossing fractions can be formally rewritten as

\[
\alpha_{ah}^{ik} = \alpha_{ah}^{ik}(s_{ah}^{ik-1}, w_{ah}^{ik-1}, q_{ah-1}^{ik}, f_{ah})
\]

If crossing fractions are sequentially computed through this equation for each interval \( h \), values \( \alpha_{ah}^{ik-1}, w_{ah}^{ik-1}, \) and \( q_{ah-1}^{ik} \) relative to previous intervals are known. In this case, therefore, the only unknown arguments are arc flows relative to interval \( h \), and it results that

\[
\alpha_{ah}^{ik} = \alpha_{ah}^{ik}(f_{ah})
\]
Combining Equations 36 and 16, the fixed-point problem (Equation 21) is obtained, which can be decomposed in a sequence of fixed-point problems since $A$ is a low-triangular block matrix:

$$f_n^* = \sum_{j=1}^{n} A_{bj}(f_{n-1}^*) \cdot F_i$$

(37)

Each of the problems (Equation 37) can be solved by usual fixed-point methods, as described in the following algorithm:

$i := 0; f^{(0)} := f_0$

REPEAT

$i := i + 1; e^{(0)} := \sum_{j=1}^{n} A_{bj}(f^{(i-1)}) \cdot F_i$

$f^{(i)} := (\alpha + \beta/i) \cdot e^{(0)} + (1 - (\alpha + \beta/i)) \cdot f^{(i-1)}$

UNTIL $f^{(i)} - f^{(i-1)} \leq \varepsilon$

$f_0^* := f^{(0)}$

where

$f_0 = \text{assigned arc flow pattern},$
$\varepsilon = \text{assigned tolerance vector},$ and
$\alpha, \beta = \text{parameters in the range } [0,1].$

It is worth noting that the results of the algorithm are not affected by the sequence in which groups are examined and loaded on the network.

Comparisons of this algorithm with alternative specifications and an analysis of effective values for parameters $\alpha$ and $\beta$ are reported elsewhere (15). In the following, $\alpha = 0.10$ and $\beta = 0.00$ will be adopted, and the initial flow pattern is assumed equal to the average flow pattern over the previous days for the same interval.

**NUMERICAL EXAMPLES**

In this section some results relative to an application of the proposed procedure to a realistic network are described briefly. The test network refers to the town of Battipaglia, Italy, with about 30,000 inhabitants. Supply data are relative to the real network, global O-D demand has been generated through a simple gravity model, and choice behavior has been modeled by adapting literature models, as described previously.

This example aims to test the proposed procedure on a real case. For this reason no specific conclusions about the case studied or comparisons with observational data are reported.

**Test Network**

The network used to test the model is shown in Figure 2. It has 62 nodes, 168 arcs, 269 O-D pairs, and is connected by 891 paths. A total travel demand of 4,970 users was considered. The parameters adopted for the choice behavior model described previously are as follows:

<table>
<thead>
<tr>
<th>Fraction of users reconsidering</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Their previous day choice</td>
<td>$\Omega = 0.5$</td>
</tr>
<tr>
<td>Reciprocal substitution coeffi-</td>
<td>$\beta_1 = 1, \beta_2 = 1, \text{ and } \beta_3 = 4$</td>
</tr>
<tr>
<td>cients</td>
<td></td>
</tr>
<tr>
<td>Logit variation coefficients</td>
<td>$CV_1 = CV_2 = 0.20 + 0.40$</td>
</tr>
<tr>
<td>Extra utility weight</td>
<td>$\mu = 0.10$</td>
</tr>
<tr>
<td>Filter parameter</td>
<td>$\tau = 0.90$</td>
</tr>
</tbody>
</table>

Davidson's cost functions were adopted for running arcs giving:

$$v_{ma}(f_{ma}) = v_s[1 + 0.2 \cdot f_{ma}/(Q_{ma} - f_{ma})]$$

where $v_s$ is the free-flow speed and $Q_{ma}$ is the arc capacity. The value 0.2 is a calibration parameter that should be estimated by using actual data. For $f_{ma}/Q_{ma} \geq b_n$ (with $b_n$ positive and less than one), the tangent approximation has been considered to avoid computational problems with asymptotic functions. The greater the value $b_n$, the more sensitive to congestion the function is. In the following a value 0.80 is used, unless otherwise stated. For simplicity, no bottleneck was introduced in the network.

The simulation period lasts 60 min (the morning peak hour from 7:30 a.m. to 8:30 a.m.). It has been divided in 12 intervals with a length $T = 5$ min. Users are allowed to leave in the first 6 intervals (from 7:30 a.m. to 8:00 a.m.); the last 6 intervals have been included for system clearing—to allow all users to reach their final destination. A common decided arrival time has been assumed equal to 7:50, with $\delta_1 = 2.5$ and $\delta_2 = 2.5$.

The stationarity test was adopted on the basis of the comparison of the arc flow time means over two successive 10-day periods. Longer periods are not efficient, because they delay the time at which stationarity is recognized. On the other hand, using shorter periods the results of the test can be affected by periodic solutions.
Simulation of Traditional Control Strategies

The effects of some modifications in demand and supply have been simulated to evaluate the capabilities of the proposed model. Simulation scenarios were generated as follows:

- **N1**—an increase of total demand from 4,970 to 6,608; and
- **N2**—an increase of tolerance $\delta_1 - \delta_2 = 7.5$.

Case N1 is aimed at showing the effects of an increase of congestion, and case N2 represents a demand management measure (flexible work times).

The excess generalized cost (computed according to Equation 10) and travel time per user—difference between the actual and the zero-flow values—are compared with the results obtained without any modifications (STD) in Table 1, together with the average percentual changes in departure time and path demand patterns over successive days. Two different values of the variation coefficient of perception error (Equation 15), $Cv = 0.20 \div 0.40$, were used.

As expected, an increase of travel demand causes an increase of the generalized cost and travel time per user (case N1).

An increase of the tolerance band causes a significant reduction of generalized cost per user, and a smaller decrease of travel time. The first effect is a result of the reduction of late or early arrival penalty for users keeping their departure time, whereas the second one can be attributed to elasticity over departure times and a reduction of congestion (case N2), as shown in Figures 3 and 4, which report the departure (continuous line) and arrival (dashed line) profiles for cases N1 and N2.

Generally it seems that quite different values of the coefficient of variation of perception errors cause not great modifications of costs.

In all cases, the modifications in the demand structure with respect to the previous day values are very small, confirming the substantial stability of the day-to-day adjustment process adopted in spite of the quite high influence of the previous
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**FIGURE 3** Departure and arrival profiles for case N1.

![Figure 4](image)

**FIGURE 4** Departure and arrival profiles for case N2.

<table>
<thead>
<tr>
<th>$Cv$</th>
<th>Excess General Cost (min)</th>
<th>Excess Travel time (min)</th>
<th>Changing users (fraction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STD</td>
<td>5.39 6.77</td>
<td>3.48 2.37</td>
<td>0.002 .000</td>
</tr>
<tr>
<td>N1</td>
<td>6.94 8.36</td>
<td>3.40 3.65</td>
<td>0.010 .000</td>
</tr>
<tr>
<td>N2</td>
<td>4.46 5.14</td>
<td>3.00 3.25</td>
<td>0.000 .010</td>
</tr>
</tbody>
</table>
day information in the memory filter ($\tau = 0.9$ in Equation 20).

**Simulation of Informative Control Strategies**

Using the travel demand value equal to 6,608, the effects of the introduction of a pretrip informative system based on historical data has been modeled. The drivers’ reactions to the information provided was simulated by eliminating their inertia to change (the fraction $\Omega$ of users reconsidering the previous day choice was set equal to one, and no “habit” externality was considered, $\mu = 0$) and by assuming a much lower dispersion in their choices with respect to the “predicted costs” given by the system, $C_v = 0.05$. Moreover it has been assumed that time and cost forecasts supplied by the informative system are less dependent on the recent past (filter parameter $\tau = 0.50$ in Equation 20).

Some scenarios were examined considering different “market penetration” of the informative system:

- T1—1 percent of users are informed,
- T2—10 percent of users are informed,
- T3—50 percent of users are informed,
- T4—90 percent of users are informed, and
- T5—100 percent of users are informed.

The results are reported in Table 2, together with the results of case N1 as reference ($i$ denotes informed users).

As expected, informed users experience lower generalized costs than noninformed ones (with a reduction of about 20 percent), and a small increase of travel time, since they have a better perception of the trade-off between travel time, even in congested intervals, and early or late arrival penalty. As an example, Figure 5 shows the departure and arrival profiles for case T2 for noninformed users (above) and informed users (below).

In addition, for more than 50 percent of informed users, generalized costs decrease for both types of users, as the fraction of informed users increases, leading to conditions which are better than the case N1. However, the difference between noninformed and informed users is not greatly affected by the fraction of informed users.

All these effects occur both for low (0.20) and high (0.40) values of the variation coefficient of the perception error of noninformed users; the value of this parameter does not affect the level of costs of informed users, a reduction of about 20 percent and 30 percent, respectively, occurs in comparison with noninformed users.

To show the sensitivity of the network to travel time function specification, the same scenarios have been simulated in Table 2 COMPARISON OF INFORMATIVE STRATEGIES

<table>
<thead>
<tr>
<th></th>
<th>Excess General cost (min)</th>
<th>Excess Travel time (min)</th>
<th>Changing users Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.20</td>
<td>0.40</td>
<td>0.20</td>
</tr>
<tr>
<td>N1</td>
<td>6.94</td>
<td>8.36</td>
<td>3.40</td>
</tr>
<tr>
<td>T1</td>
<td>6.94</td>
<td>8.35</td>
<td>3.39</td>
</tr>
<tr>
<td>T2</td>
<td>6.79</td>
<td>8.39</td>
<td>3.30</td>
</tr>
<tr>
<td>T3</td>
<td>5.35</td>
<td>5.57</td>
<td>3.67</td>
</tr>
<tr>
<td>T4</td>
<td>4.88</td>
<td>4.91</td>
<td>2.93</td>
</tr>
<tr>
<td>T5</td>
<td>4.87</td>
<td>4.85</td>
<td>2.90</td>
</tr>
</tbody>
</table>

Note: ‘i’ denotes informed users.

FIGURE 5 Departure and arrival profiles for case T2 ($b_a = 0.80$).
assuming a value $b_x = 0.90$ instead of 0.80, considering only the lowest value for the variation coefficient for noninformed users. These results are shown in Table 3. The results of the previously examined cases are generally confirmed. However, as a comparison with the results in Table 2, an increase occurs more in generalized cost than in travel time, since the values of travel times for arc flows close to capacity are higher and the users should spread their departure times to avoid congestion, thus less users can be on time. As an example, Figure 6 shows the departure and arrival profiles for case T2 for noninformed users (above) and informed users (below).

The preceding results, although inconclusive, indicate that informative control strategies may lead to better system conditions, in addition, as the fraction of informed users increases the performance of the system as a whole may become better both for informed and noninformed users.

CONCLUSIONS

In this paper some applications of a model recently proposed for the doubly dynamic traffic assignment to a transportation network are described. In particular, the model has been specified and used to simulate the effects of different control measures, ranging from flexible working times to a trip planning informative system on a small but realistic network.

Although the results are by no means conclusive as a result of the exogenous assumptions made especially about users' behavior, they appear to give some insights about both the potential of the model and the effectiveness of alternative control measures.

The results show that the proposed model is a valid tool to simulate the relevant effects of control strategies in different scenarios. It also appears that some control measures cannot be correctly assessed without the explicit simulation of the demand elasticity over departure times and of the day-to-day adjustment process based on users' memory and forecasting.

The effectiveness of an informative system appears to be greatly affected by the type of users' behavior and by the informative strategy followed. Also, the type of control strategy and memory depth play an important role on the network performance.

The results suggest that a careful evaluation is needed to assess the effects on the network performance and the benefits of informative control strategies, and that the impacts on both informed and noninformed users should be taken into account.
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