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Foreword 

Cascetta et al. discuss a dynamic assignment model for a general network, which follows a 
nonequilibrium approach in which flow fluctuations are modeled as a stochastic process and 
includes a model of dynamic network loading for computing within-day variable area flows 
from path flows. The sensitivity and operational characteristics of the model are tested by 
analyzing some effects of control measures on a small realistic network. The authors state 
the results show the proposed model is a valid tool to estimate the effectiveness of some 
traffic engineering measures and/or information systems . 

In the second paper, Hamerslag and van Berkum discuss the use of road transport infor
matics, which aims to optimize the utilization of existing facilities in the transportation system 
serving three main goals: alleviation of congestion, diminution of air pollution, and reduction 
in incidents. The authors discuss providing the road user with information whereby stochastic 
and deterministic assignments are compared for both networks with and without congestion. 
To let information have also effect on destination choice and the spatial distribution of 
activities, the assignment models were combined with different distribution models. Simu
lations show that the amount of kilometers driven decreases when travelers are provided 
with better and more information. 

In the third paper, van Vuren and Waiting discuss the application of the concept of multiple 
user class equilibrium assignment to the modeling of route guidance systems. In particular 
its role in modeling guided and unguided drivers is discussed, as well as its ability to lead to 
guidance strategies that are effective even with a high proportion of drivers equipped . 

In the fourth paper, Smith and Ghali describe a dynamic assignment/control model for 
evaluating urban traffic control schemes and route guidance strategies. The model is based 
on the dynamic assignment program CONTRAM for each fixed-road network subject to a 
given overall pattern of dynamic demand. The model evaluates all eight combinations of four 
responsive traffic control policies and two route guidance strategies on the assumption that 
the route guidance is accurately obeyed. The model given results for all required demand. 

In the next paper, van Grol and Bakker discuss the linear processor array (LPA), which 
is a one-dimensional parallel computer with highspeed buffered interconnections between 
each pair of neighboring process boards, parallel accessible by both a control board and a 
general host computer, forms a transparent concept for the programmer. The optimally 
configured boards together with the high speed intercommunication allow a cost/performance 
improvement of a factor of 100 compared with a minisupercomputer like the Convex Cl. 

In the sixth paper, Papageorgiou and Messmer discuss a deterministic, microscopic mod
eling framework for dynamic traffic phenomena or networks consisting of freeways and/or 
urban streets for nonelastic but time varying traffic demands. A feedback methodology is 
applied to the network model so as to establish dynamic traffic assignment conditions . More 
specifically, a multivariable feedback regulation with integral parts and simple controller are 
developed and tested for a particular network traffic model. 

In the paper, "In-Vehicle Information Systems: Modeling Traffic Networks, and Behavioral 
Considerations", Bonsall and Perry argue that because that sources of data in drivers reaction 
to route guidance is sketchy an interactive route choice simulator might provide substitute 
data. The use of IGOR to collect data under the European Drive initiative is described. The 
authors state that the acceptance of an item of advice depends on its (objective) quality, time 
drivers knowledge of network, and on the extent to which advice is corroborated by other 
evidence. The value of IGOR and its results are discussed. 

In the paper, "Comparative Assessment of Origin-Based and En Route Real-time Infor
mation Under Alternative User Behavior Rules", Mahmassani and Shen-te Chen discuss the 
effects of real-time traffic information, supplied at the origin of the trip or along the way 
(enroute) on the system's performance under alternative behavior rules governing path se
lection in the network. Simulation experiments are performed to investigate the effect on 
overall performance as well as the incidence of benefits (costs) across user information groups 

v 



vi 

of four experimental factors, behavioral rules, governing users' response to real-time infor
mation, sources of information, consisting of point-of-departure or in-vehicle (or both), 
prevailing "initial" conditions in the system and market penetration, i.e., the fraction of users 
with access to real-time information in the network. The results of these simulation experi
ments are discussed. 

In the last paper, "Laboratory Assessment of Driver Route Diversion In Response to In
Vehicle Navigation and Motorist Information Systems", Allen et al. describe the first phase 
of a two part study of driver use of in-vehicle navigation systems. The second phase will 
apply driver behavior data to a traffic simulation model. The objective of the driver behavior 
experiment was to compare the effect of four navigation systems on driver diversion decision 
when faced with traffic congestion. Three of the systems were based on a heading up map 
display. The fourth system consisted of simplified symbolic directions and distance to change 
information. 
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Evaluation of Control Strategies Through a 
Doubly Dynamic Assignment Model 

E. CASCETTA, G. E. CANTARELLA, AND M. DI GANGI 

A within-day and day-to-day dynamic assignment model for a 
general network has been proposed recently. The model follows 
a nonequilibrium approach, in which flow fluctuations are mod
eled as a stochastic process. It includes a model of dynamic net
work loading for computing within-day variable arc flows from 
path flows. In this paper, the sensitivity and the operational 
characteristics of the model are tested by analyzing some effects 
of control measures on a small realistic network. The results of 
these applications show that the proposed model is a valid tool 
to estimate the effectiveness of some traffic engineering measures 
and informative systems. It also appears that some control mea
sures cannot be assessed correctly without the explicit simulation 
of the demand elasticity over departure times and of the day-to
day adjustment process determined by users' memory and 
forecasting. 

Recently, the stochastic process approach to the analysis of 
transportation system dynamics (1,2) has been extended to 
account for both within-day and day-to-day temporal fluc
tuations of demand and flows (3). Following this approach 
the evolution of the system over time is analyzed rather than 
seeking an equilibrium or self-reproducing solution (if any), 
as in within-day constant (4,5) and within-day dynamic equi
librium models. The latter can be developed on the basis of 
deterministic (6, 7) or stochastic (8,9) users' behavior models. 

The stochastic doubly dynamic model, described in this 
paper, allows the simulation of system adjustments following 
network modifications, the role of habit in users' choices, and 
the effects of some informative systems and control strategies. 
In addition, the model can be extended to cover the case of 
real-time informative strategies, allowing users to change their 
path en route. 

In this paper, the general structure of the model is briefly 
outlined. Potential applications to a small real-size network 
are then presented to show the effects of traffic engineering 
measures, different demand structures and levels, and differ
ent types of informative systems. 

DYNAMIC DEMAND/SUPPLY INTERACTION 
MODEL 

Day-to-day dynamics refers to system vanahons occurring, 
between successive reference periods, which can be part of 
the day, (e.g., the morning peak period) or the whole day. 

Dipartimento di Ingegneria dei Trasporti, Universita degli Studi di 
Napoli, FEDERICO II, Via Claudio, 21-80125, Napoli, Italy. 

In the following, the reference period will be called "day" 
and denoted by index "t". 

Within-day dynamics refers to variations taking place within 
the day and is analyzed by dividing the day into nh subperiods. 
In the following, the generic subperiod will be called "inter
val" and denoted by index "h"; with no loss of generality, 
the interval length will be assumed constant and equal to T 
units of time. 

Definitions and Notations 

The transportation system is represented by a network; the 
generic origin-destination (0-D) pair is denoted by i, the 
generic path of the network by k, and the set of indexes 
relative to paths connecting the 0-D pair i by K1• 

The total number of users deciding whether, when, and 
how to travel between each 0-D pair i is denoted by d1; it is 
assumed to be known and constant in each day t. Elasticity 
of the demand level; that is, changes in the number of users 
traveling each day, can be simulated by defining a fictitious 
interval (h = n,. + 1) corresponding to the choice of not 
moving at all. The disutility associated with this alternative is 
defined by the utility of not moving at all. 

Let Ff,k be the flow of users following path k and leaving 
during interval h of day t. These values, arranged in a vector 
F', are assumed to define the state of the system at day t. 
Demand and path flows are related, since 

(1) 

If p'(h,k) denotes the fraction of users leaving during interval 
h of day t and following path k E K1 between the 0-D pair i, 
the path flow can be expressed as: 

F/,k = d1 • p'(h,k) k EK; (2) 

An obvious simplification occurs if the demand temporal 
profile or the departure time fractions p1(h) are fixed. In this 
case, the choice fractions can be expressed as p'(h,k) = p1(h) 
· p'(klh), k E K1• Elasticity of the demand level; that is, changes 
in the number of users traveling each day, can be simulated 
also in this case, by introducing a fictitious path (k = 0) 
between each 0-D pair to simulate, though only descriptively, 
the choice of not moving at all. 

Let n" be the flow on arc a during interval h of day t, and 
f' the corresponding arc flow vector. In a within-day dynamic 
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framework, the definition of arc flow is not unique because 
time and space averages do not coincide any longer. The 
operative definition of arc flow then depends on the modeling 
framework adopted for network loading, as reported in the 
section on the model of users' behavior. 

The correspondence between arc flows, however defined, 
and path flows (network loading mapping) can be formally 
expressed as 

f' = f'(F') (3) 

Let qk be the average generalized travel cost on path k 
leaving during interval h of day t, and C' be the corresponding 
travel cost vector. Path travel costs are generally functions of 
the arc travel costs, which in turn are functions of arc flow 
vector; therefore, the following formal relationship holds: 

C1 = C1(j1
) (4) 

Strictly speaking, travel costs are random variables with 
average values that can be expressed as a function of arc flows 
by means of arc cost functions. The probability of the occur
rence of a given cost vector conditional to the path flow vector 
can thus be expressed by Equation 3 as 

Pr[C'I/'] = Pr[C'if'(F')] (5) 

On the other hand, most assignment models ignore the 
dispersion of travel times around their mean values; in this 
case, the conditional probabilities in Equation 5 can be sub
stituted by the usual expression 

C' = C'(F') (6) 

obtained by combining Equations 3 and 4. 

Stochastic Process Model 

It appears realistic to assume that the number of users F;,k is 
an integer. Then, the number of feasible states, that is, path 
flow vectors with nonnegative components and consistent with 
the demand as defined by Equation 1, is finite. 

For the dispersion of users' behavior and the intrisic ran
domness of some parameters (number of users, network con
ditions, travel costs, times, etc.), it is assumed that the system 
takes different states in different days . Furthermore , these 
states cannot be exactly forecasted by the analyst. 

In other words, the actual values of fractions p'(h,k) for a 
given day cannot be predicted in advance. Therefore, the 
evolution of the system among feasible states in successive 
days can be described as a stochastic process, with properties 
depending on the hypotheses made on users ' behavior and 
network configuration . Interval/path fractions are realizations 
of random variables, whose average values are the choice 
probabilities p'(h,k), which can be obtained by a properly 
defined model (see the next section for an example) . 

The probability Pr[F'] that the system is in a given state F' 
at day t can be computed, at least theoretically, from choice 
probabilities: 
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Pr[F'] = Pr[F'/p'(h,k) 'v'h,k] (7) 

It can be reasonably assumed that users choose paths and 
departure times using information about times and costs that 
have occurred in previous days c -1

, c- 2 , ••• , either be
cause this is the only available information or because it com
plements information supplied by an informative system. 

If some travelers choose using a real-time informative sys
tem , choice probabilities depend also on times and costs in
curred in the current day. More precisely, in the case of a 
real-time trip planning system, departure time and path prob
abilities depend on costs incurred at most up to the departure 
interval, in the case of a real-time route guidance system, path 
choice probabilities depend on costs up to the arrival time 
(computed from the departure time and the travel time). Sim
ilar conditions occur if an adaptive route choice behavior is 
assumed for users. Then the following will result: 

p'(h,k) = p'(h,k)[C', c- 1
, c• - 2

, •• • ] 

Moreover, if it is assumed that users have a limited memory, 
that is they are significantly influenced in their choices at most 
by a limited number (m) of past days, then the following 
results are obtained: 

p'(hk) = p'(h,k)[C,_;, i = 0, . .. , m] (8) 

Since path travel times and costs in congested networks 
depend deterministically or stochastically on arc flows, it turns 
out that the probability that the system is in a given state F' 
at day t depends on the states occupied by the system in m 
previous days . Combining Equations 5, 7, and 8 

Pr[F'/F', p1-1, . .. , p•-m] 

= Pr[F'/p'(h,k)[C' - ;, i = 0, ... , m]] · Pr[C'/F'] 

. Pr[c-1;p1- 1] . . .. . Pr[c• - m/p• - m] (9) 

If path costs are assumed not to be random variables, then 

Pr[F'/F'- 1
, ••• , F' - "'] 

= Pr{F1/p1(hk)[C1- 1(F1- 1), 0 = 1, ... , m]} 

It can be proven, by using results of m-dependent Markov 
chains (2) that the process admits a unique stationary prob
ability distribution and it is ergotic if, in addition to the limited 
memory assumption (Equation 8), the following (sufficient) 
conditions hold : 

1. Choice probabilities, given the same sequence of costs 
relative to the previous day, and possibly to the same day, 
are time homogeneous, that is, invariant with respect to a 
time translation: 

p'(hk)[C,_;, i = 0, . .. , m] = p''(hk)[C''-;, i = 0, . . . , m] 

ifC1- ;=C1' - ;,i=O, ... ,m 

2. For each pair of different states there exists at least one 
sequence of feasible states, with strictly positive transaction 
probabilities, from one to the other. 
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The stated conditions depend only on the assumption that 
behavioral rules are constant over time, and do not depend 
on any assumptions about the particular type of users' choice 
behavior and the information available to them, apart from 
that of finite memory. In other words, different types of choice 
models can be used for departure time and path choice, such 
as random utility or noncompensatory models in so far they 
do not assume that users' experience influence their behavior 
thereafter. 

It is also worth noting that random events modifying net
work performances, such as accidents and bad weather con
ditions, can be included in the proposed framework if their 
occurrence probability law is stable over time. 

Because of the existence and unicity of the stationary dis
tribution, one distribution of path flows can be associated to 
each demand-supply system, independent of the starting con
figuration. Process ergodicity allows the computation of flow 
means and moments through the simulation of only one re
alization of the process. It is worth noting that the mentioned 
properties are satisfied regardless of the type of arc cost 
functions. 

Obviously it is still possible to study transitions between 
two stationary states of the system. In this case, the ergodicity 
property no longer applies, and flow moments must be com
puted over repeated simulations of transients. 

The stationary probability distribution of flows could have 
different modes, denoting a situation comparable to that of 
multiple equilibria. However, in the proposed stochastic proc
ess approach, the whole probability distribution for each arc 
flow can in principle be computed, although in the multiple 
equilibria case no method known to the authors guarantees 
information on all equilibrium configurations. 

Solution Approach 

In the following, a solution approach for computing expected 
values and moments of time-varying arc flows, both in steady 
state and transient conditions, will be described briefly. 

Full specification of the assignment model requires a mod
eling of departure time and path choice, of users' learning 
and forecasting mechanisms, and possibly of the informative 
strategy and users' reactions. Most models proposed in the 
literature to simulate the aspects given previously could be 
adapted to fit into the proposed framework. For instance, 
departure time choice could be simulated by a random utility 
model (10) or by the "bounded rationality" model proposed 
by Mahmassani and Chang (11,12). A possible specification 
will be described in the next section. 

The number of users choosing each departure interval/path 
alternative in a given day can be obtained from choice prob
abilities by using a Monte Carlo simulation or by substituting 
probabilities to fractions. In the latter case, the resulting se
quence is a pseudo realization of a stochastic process. An 
obvious simplification occurs when fractions pKh) are exog
enously given (prefixed demand profile). 

Once that choice fractions and, consequently, path flows 
are known for the current day, arc flows can be computed by 
a dynamic network loading method, as described in a follow
ing section. Arc flows allow the computation of travel times 
and thus the update of travelers' information and forecasts to 
be used for modeling choice probabilities of the next day. 

3 

Flows for each arc of the network and for each interval in 
the reference period can be used for two purposes. The first 

1 is to estimate stationary means and moments for arc flows; 
the second is to estimate means and moments during tran
sients caused by any modification in the network, in the de
mand, or in both the network and the demand. 

The reaching of stationarity can be checked by performing 
a Student's-t test on the differences between average arc flows 
in each interval over two successive sequences of days. 

MODEL OF USERS' BEHAVIOR 

Users' Choice Behavior 

Users' choice behavior has been modeled by the random util
ity model proposed by Small (JO) and reformulated by Ben 
Akiva et al. (13). This model has been slightly modified to 
explicitly introduce a "habit effect" in users' choices . In par
ticular it is assumed that each day only a fraction .fl of users 
reconsider the previous days' choice, and that they give an 
extra utility to the alternative chosen the previous day. 

It is assumed that each user deciding how (path k) and 
when (departure interval h) to travel at day t associates to 
each alternative (h,k) a perceived utility expressed by the sum 
of a systematic utility and a random residual error. 

The systematic utility represents the average predicted util
ity, whereas the random residual takes into account different 
perception errors made by users (e.g., relative to travel times 
and costs) and the dispersion of some characteristics withir 
the population of decision makers (desired arrival times, re
ciprocal substitution coefficients, missing attributes, etc.). 

The systematic utillty Vhk can be expressed using a modified 
version of the model proposed by Small (10) as the sum of 
disutilities relative to the generalized transportation cost and 
to early or late arrival penalty: 

v~k = - (1 - µ,,k) · (131,C~k 

+ MAX{132;[(D; - Bu) - B~k], O} 

+ MAX{133;[B;,k - (D; + B2;)], O}) (10) 

µ,,k = µE[O,l] if (h,k) is the alternative chosen the 
previous day, 

= 0, otherwise this parameter reduces propor
tionally the disutility for the choice of the 
same path and departure time as in the pre
vious day t - 1, and attempts to capture the 
conservative behavior of users; 

c~k = average predicted generalized transportation 
cost along path k starting during interval h, 
on day t; 

B~k = average predicted arrival time, starting dur
ing interval h and moving along path k, on 
day t, computed as (h - 1) · T + T;,k; 

T~k = average predicted travel time along path k 
starting during interval h, on day t; 

D; = desired arrival time, variable with the 0-D 
pair (and category) i; and 
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13u, 13 2,, 133, = reciprocal substitution coefficients, variable 
with the 0-D pair (and category) i. 

This expression assumes that users of 0-D pair i have a 
tolerance interval [ - B", 82,J around the desired arrival time, 
and early or late arrivals cause a disutility proportional to the 
advance or the delay. 

On day t average values of predicted travel time and gen
eralized transportation cost of path k leaving during interv11l 
h can be computed through duly defined filters, which model 
the learning and forecasting mechanisms used by the average 
traveler , including the interaction with an informative system , 
if any . Different filters can be used for different kinds of users, 
for example, commuters versus noncommuters, informed ver
sus noninformed, and so on. 

Systematic utility has been defined assuming the general
ized transportation cost to be equal to the travel time. The 
average perceived travel time has been computed as a weighted 
average of the previous day actual travel time T~// and of the 
previous day average perceived travel time T~k 1: 

t-1 

T;,k = 'T. L (1 - 'T)' - 1 • T;,k' + (1 - 'T)'. T?,k 
i=I 

(11) 

where T?,k = T?,k is a starting value. Values of 'T close to one 
denote a stronger influence of the previous day travel time. 
Similar filters have been proposed by Mahmassani and Chang 
(12) and Iida et al. (14). 

It has been assumed that each day a prefixed fraction of 
users fl takes into consideration the possibility of modifying 
their previous day choice (but they do not necessarily have 
to). The choice probabilities of the users that reconsider their 
choice is simulated through a path/departure time nested logit 
model : 

p'(h,k) = p'(h) . p'(klh) 

p'(klh) = exp[0 1V~k)/L exp[0 1V;,J 

where 

(12) 

(13) 

(14) 

0 1 = Weibull-Gumble parameter of the random residual 
relative to the pair (h,k) , 

0 2 = (1/0~ + l/EF)< - 112J, 

0 = Weibull-Gumble parameter of the random residual 
relative to the interval h only, and 

Yh = (1101) • In Ij exp[0, V~J is the logsum variable rel
ative to interval h. 

If 0 1 = 0 2 the above model reduces to the factorialization 
of a multinomial logit over the pair (h,k). 

As it is known from the logit theory, coefficients 0, are 
inversely proportional to the standard deviation u, of the per
ception error in path and departure time choice, respectively. 
For each 0-D pair values of coefficients 0, have been com
puted by assuming a prefixed value of the variation coefficient 
Cv, for each of them: 

0 1 = Ill(\16 · u;) ~ 1.282/u, 1.282/(Cv, · V) (15) 
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where V is the value of utility obtained by averaging across 
all the alternatives, the average perceived utility as given by 
Equation 10. 

Thus different quality in information can be simulated by 
differentiating all the users of each 0-D pair in two or more 
types (e.g., informed and not informed) with different vari
ation coefficients, and consequently, different values of 0,. 

Users' Behavior and Informative Systems 

Generally users moving between an 0-D pair are assumed to 
choose at their origin the departure interval and a path k0 to 
reach their destination. After leaving the origin, rerouting 
during the trip may occur because of adaptive behavior at 
duly located diversion nodes (possibly at each node of the 
network). Therefore, the actually used path k may be different 
from the initially chosen k0 • The choice probability at day t, 
p'(h,k), can be expressed as 

p'(h,k) = p:(h) . p'(klh) k EK, 

where 

p:(h) = probability of choosing departure interval h for 
a user traveling between 0-D pair i; and 

p'(klh) = probability to follow path k EK, from the origin 
to the destination of 0-D pair i, once departure 
interval h has been chosen (it can be expressed 
as the joint probability that the sequence of paths 
from the origin to the first diversion node, be
tween each pair of successive diversion nodes , 
and from the last diversion node to the desti
nation forms path k). 

An informative system may supply information or indica
tions to users before they start (pretrip) or while they are 
traveling (en route). Moreover, the informative system can 
use exclusively information about the network conditions in 
the previous days (static) or combine them with information 
about the network conditions that occurred during day t (dy
namic or real time) before the departure time (pretrip) or the 
arrival time (en route). Different classes ofusers with different 
types of available information can be taken into account. 

The behavior of users not advised by an informative system 
can be modeled through usually adopted users' choice be
havior models, as the one described in the previous subsec
tion . The same kind of models, with a different parameter 
specification, can be adopted to deal with users advised by a 
static pretrip informative system (an example is given in a 
subsequent section). 

A slight modification is needed in the case of a real-time 
pretrip informative system: Let 

be the choice probability that begins the trip between 0-D 
pair i during interval h of day t; 

'1 - 1 

L: PV = mJ 
111 = 1 

if h = 1 
if h > 1 
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be the choice probability that a user begins the trip during 
interval h or later; and 

p:[j = h/j ;::,: h] = p;(hl{h , h + 1, .. . }) 

be the choice probability that a user begins the trip during 
interval h conditional to leaving not earlier than interval h. 
This can be computed using a choice behavior model (as the 
one described in the previous section) assuming as choice set 
{h, h + 1, ... }. 

Since 

p:(j = hlj;::,: h] . p:[j;::,: h] 

= p ff j = h n j ;::,: h J = p :U = h J 

the choice probabilities p'(h) can be recursively computed as 

'(h){=p;(l/{1,2, . .. }) ( h - 1 ) 

P; = p;(hl{h, h + 1, . .. }) · 1 - ,~/;(m) 
ifh = 1 
ifh > 1 

Once choice probability p;(h) has been computed, the path 
choice probabilities p'(k/h) can be computed through a users' 
behavior model. The resulting stochastic process maintains 
all the previously mentioned stationarity and ergodicity 
properties . 

If a static or dynamic en route informative (or route guid
ance) system is operating for some users, the choice proba
bilities for the departure interval h and the initially chosen 
path k0 can be computed as described previously. Then during 
the dynamic network loading stage at duly located diversion 
nodes (beacons of the route guidance system, or each node 
of the network), users are allowed to reroute onto a new path, 
and so on, until the destination is reached, according to a 
behavior model and the information or indications supplied 
by the route guidance system (as better explained in the next 
section). 

A DYNAMIC NETWORK LOADING METHOD 

In this section, a model for dynamic network loading; that is, 
computation of time-varying arc flows from a given path flow 
pattern in a given day t, is described and compared with other 
state-of-art models. A solution algorithm is also presented 
(3). In the following, superscript twill be omitted for the sake 
of simplicity. 

Notation 

Notations used in this section are as follows. Vectors and 
arrays are not explicitly cited. 

k = path, 
a = arc, 

a' = arc (if any) following arc a on path k, 
h = interval, 
j = interval, 

(j ,k) = group leaving during interval j and trav
eling on path k, 

!ah = arc flow, 
Fik = path flow, 

la = running arc length, 
qah = queue at the end of interval, 

Qah = capacity, 
s~~ = abscissa on running arc, 

Uah = u.1o = undersaturation delay, 
v.h(fh) = running speed, 

~~ = waiting time for queuing arc, 
Yik = arrival time at arc a, 

ah . . 
y jk· = arnval time at arc a', 

a"h 
zah(y!~J = overs.aturatio~ delay, and 

a.ik = crossmg fraction. 
ah 

Statement of the Problem 

5 

Previously it was stated that the relationship between arc and 
path flows in a within-day dynamic context is not trivial. It 
was also observed that arc flows are not even uniquely defined 
in this case . It is still possible to express the relationship 
between path and arc flows , however defined, in a way that 
is formally similar to the within-day uniform case. 

Denoted by ~~E[0 , 1], the fraction of path flow Fik contrib
uting to arc flow fa1,, named crossing fraction, the flow on arc 
a can be expressed by 

(16) 

If arc a does not belong to path k , or the starting interval 
of flow Fjk follows interval h(j > h), or flow Fik does not 
occupy arc a during interval h, the fraction a.~~ is equal to 
zero. 

Crossing fractions can be arranged in matrices such as 
A 1,1 = {a.{~,}~, arc-path crossing matrix between arc-flows dur
ing interval h and path flows leaving in interval j. Denoted 
by fh , the arc flow vector during interval h and by Fi , the path 
flow vector leaving during interval j, Equation 16 can be stated 
in matrix form as follows: 

h 

f,, = L A,,j . Fj (17) 
j=l 

For the whole day Equation 16 can be expressed as 

f =A· F (18) 

where 

f = arc flow vector for the whole day, 
F = path flow vector for the whole day, and 
A = arc-path crossing matrix for the whole day formed by 

matricesAhi withA,,i = 0 (if h < j, A is a low triangular 
block matrix) 

It is worth noting that the arc-path crossing matrix A is a 
generalization of the usual arc-path incidence matrix, because 
the following should result: 

nh 

2: a.~1<,.. = 1 (19) 
111 = 1 
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if all the users entering the network during interval j leave it 
in some interval h ~ }. 

Generally, crossing fractions o.~\ depend on the definition 
adopted for arc flows, the network topology, and the time 
needed to reach arc a traveling on path k . Therefore, they 
depend on the travel times on arcs preceding arc a along path 
k, which in congested networks are function of the arc flows. 
Hence, it generally results that 

A = A(f) (20) 

Therefore combining Equations 18 and 20 the following 
fixed-point problem is obtained: 

f* =A(!*) · F (21) 

A dynamic network loading method is essentially an algo
rithmic definition of crossing fractions, that is of relationship 
o.~~. = a.~~.(!) needed to solve Equation 21. 

It is worth noting that in noncongested networks in which 
travel times and delays are constant and independent of arc 
flows, the arc-path crossing matrix does not depend on arc 
flows and Equation 21 reduces to f* = AF, as in the case of 
within-day constant demand. 

Several methods have been proposed to solve the dynamic 
network loading problem, which in any case could be solved 
by a discrete simulation technique (microsimulation), al
though at the expense of a large computational effort. Gen
erally, these methods give different results depending on the 
different hypotheses adopted. 

Some methods do not explicitly formulate and solve the 
fixed-point problem (Equation 21). They are based on a gen
eralization of network loading procedures used in static de
terministic user equilibrium (6,7). A different method to in
directly solve the problem (Equation 21) has been proposed 
recently by Vythoulkas (9). This model is based on the dis
cretization of a differential equation for each arc, expressing 
the relationship between the time derivative of the number 
of users on the arc and the difference between inflow and 
outflow . 

All the preceding methods rely on assumptions that do not 
rule out some counterintuitive results such as overtaking be
tween vehicles traveling on the same path and vehicles leaving 
in different times. In addition, these methods can hardly be 
extended to include en route diversions from the initially cho
sen path, because of the computational burden of keeping the 
identity of diverted path flows. 

In the following, a new method for dynamic network load
ing is described, which directly solves the fixed-point problem 
(Equation 21), thus overcoming some of the drawbacks of the 
other proposed methods. 

General Hypotheses and Definitions 

The set of all users leaving in the same interval j and following 
the same path k is called group or packet (j ,k) . All users of 
a group are assumed to experience the same trip as the group 
leader, whose departure occurs at a prefixed instant (the mid
dle or the beginning) of the interval. Hence, if an arc is oc
cupied by the leader of a group during an interval, it is oc-
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cupied by all the users belonging to that group (grouping 
hypothesis). 

This assumption appears acceptable for usual 0-D demand 
flows and interval lengths . In any case its realism can be 
improved by reducing the interval duration, or by subdividing 
a group into smaller units . Currently, an enhanced model for 
dynamic network loading relaxing this hypothesis is being 
developed by the authors. 

In the following it is also assumed, for simplicity, that a 
user group follows the path chosen before starting the trip 
until its destination is reached. However, the described method 
can be easily extended to include while-trip rerouting. In this 
case , at duly located diversion nodes (eventually each node 
can be a diversion node) , group (j,k) traveling on path k may 
reroute on a new path k' from the diversion node to the 
destination, thus becoming group (j,k - k'). This can be the 
result of a simple adaptive behavior or of the interaction with 
a route guidance system, providing indications or information. 
In both cases, a choice model is needed to represented users' 
reactions resulting in a change from path k to path k'. 

Two types of arcs requiring different modeling approaches 
will be considered in the following: 

•Running arcs (e .g., a stretch of a street) : for which the 
time needed to leave the arc is continuously spent along its 
length; and 

•Queuing or waiting arcs or bottlenecks (e.g., a junction 
approach): for which delay occurs only at the end of the arc, 
assumed of null length, because of queuing due to capacity 
constraints. 

Obviously the simuiated network can include both types of 
arc. 

Let v ah be the average running speed on running arc a, with 
length la , during interval h. Running speed is assumed to be 
the same for all users traveling on the arc during interval h 
(equal running speed hypothesis), regardless of when they 
have entered the arc. 

Let u.h be the undersaturation delay for queuing arc a, 
during interval h. Undersaturation delay is assumed to be the 
same for all users entering the arc during interval h (equal 
undersaturation delay hypothesis) regardless of when they have 
entered the arc. 

Let z~\ be the oversaturation delay for group (j,k) joining 
the queue at bottleneck arc a during interval h . It is assumed 
to be equal for all the users of group (j,k) (group specific 
oversaturation delay hypothesis) and depending on the arrival 
time of group (j,k) at arc a during interval h. For undersaturat
ed conditions, the oversaturation delay is equal to zero. 

Group Movements on the Network 

Let y~~. E[O, T] be the arrival time of group (j ,k) at arc a during 
interval h. It is meaningfully defined only if arc a belongs to 
path k and interval j precedes interval h, that is j :s h (other
wise it is assumed equal to zero by convention). In the fol
lowing it is always assumed that arc a belongs to path k, and 
interval j precedes interval h, that is j :s h. Let a' be the arc 
(if any) following arc a on path k. Naturally the exit time 
from arc a of group (j,k) is equal to the arrival time at arc 
a' . 
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If group (j,k) has not yet reached arc a during interval h, 
y~1. = O; vice versa if group (j,k) has already left arc a before 
interval h, y~1. = T. Moreover, it is assumed that the arrival 
time is equal to zero for the first arc occupied during interval 
h. 

The difference, T - y~1,, between the interval length Tand 
the arrival time y~\ at arc a is the time still available to group 
(j ,k) to move on arc a during interval h. 

A group (j,k) arriving at a running arc a during interval h 
needs a time l.fva,, to entirely cover the arc. It can be proven 
that the exit time from arc a [or the arrival time at the next 
arc a' (if any) on path k)J and the abscissa reached on arc a 
by group (j,k) by the end of interval h are given by (also 
shown in Figure 1) 

Yjk 
a'h 

sjk 
ah 

MIN[T, Y~1. + Ua - s~1. - 1)lva,,] 

MIN[/"' s~\ - 1 + (T - y~1.) · v",,] 

(22) 

(23) 

assuming that 

Yjk -
ah -

y~\ = 
y~\ = 

0 if arc a is the first occupied by group (j,k) during 
interval h; 
0 if group (j,k) has left from arc a before interval h; 
T if group (j,k) has not yet reached arc a by the end 
of interval h; 

s~'Q = 0 
s~\ = 0 if group (j,k) has not yet reached arc a by the end 

of interval h; and 
s~\ = la if group (j,k) has left from arc a by the end of 

interval h. 

If group (j,k) enters queuing arc a during interval h, the 
time needed to exit the arc is equal to the total delay: uah + 
z~\, whereas the time still available to move is given by the 
difference T - y~\. 

s 

r 
l 

t 

Jk 
~.h 

t 

T 

FIGURE 1 Group movement for a running arc. 

h 
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If u.,, + z~1. :S T - y~t group (j,k) leaves arc a during 
interval hand enters the next arc a' (if any) on path k at time 

(24) 

Vice versa, if T - y~\ < u",, + z~\, it remains on the arc. Let 

w~1. = Ua11 + z~1. - (T - Y~~.) > 0 (25) 

be the time needed by group (j,k) to leave arc a at the end 
of interval h (residual waiting time). 

If group (j,k) is still on queuing arc a at the beginning of 
interval h + 1, it should stay queuing for a time w~1 .. If it 
results that T :S w~1,, the exit time from arc a for group (j,k) 
or the arrival time on the next arc a' (if any) on path k is 
given by 

(26) 

otherwise it should stay on arc a for a time 

(27) 

If group (j,k) reaches its destination during interval h, it 
leaves the network and it turns out that s~1. = la or w~1. = 0 
for all arcs on path k, and m 2'. h. Groups that do not reach 
their final destination by the end of the reference period can 
be left on the network without any loss of generality. 

Computation of Crossing Fractions 

To compute crossing fractions from running speeds and delays, 
an operational definition of arc flows has to be formulated. 

a 

T 



8 

For the grouping hypothesis, the average number of users 
per unit of time on running arc a during interval h is given 
by 

( ~ Fjk . T . r o~\(t) dt) IT 
Where 

o~~.(t) = 1 if group (j,k) is on arc a at time t; and 
o~1.(t) = 0 otherwise. 

Moreover, for the equal running speed hypothesis, the time 
spent by group (j,k) on arc a during interval his equal to the 
traveled length divided by the average running speed, that is 

r o~\(t) dt = (s~\ - s~\ - 1)lv.,, 

Therefore, the average density on arc a during interval h, 
which is equal to the average number of users per unit of time 
divided by the arc length, is given by the expression 
2-Fik · (s~\ - s~\_ 1)1( v.,, · I.) 
jk 

The flow !ah on running arc a during interval h can be 
defined as the product of the average density and the average 
speed: 

Therefore from Equation 16, it turns out that 

Also from Equation 23 it turns out that 

= MIN{(T- y~1.)· v.hll., (I - s~\-/la)} (28) 

Moreover it results that 

S~~. = s~1.- 1 + ex~\ · la (29) 

Similarly for a queuing arc, the flow can be defined as the 
time average in flow. For the grouping hypothesis, it turns 
out that if group (j,k) reaches arc a during interval h, the 
corresponding crossing fraction is equal to one, it is equal to 
zero otherwise: 

rJk ( ik ) f = 1 if T - ,11(~. > 0 
ah Y ah l = 0 if T - y1k = 0 tth 

(30) 

For both types of arcs, if group (j,k) stops on arc a during 
interval h, it turns out that ex{~ = 0 for any arc i following arc 
a on path k. If group (j,k) reaches its destination, it exits 
from the network and it turns out that ex~~" = 0, m > h, 
a E k. 

It can be proven that this relationship is satisfied by the 
preceding proposed definition of crossing fractions, for groups 
leaving the network by the end of the simulation period. 
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Solution Approach 

In this section, the crossing fraction definition described in 
the previous section is used to build up a fixed-point for
mulation of the dynamic network loading problem, according 
to the considerations in section, "Statement of the Problem." 

Summarizing the results of the preceding section, the cross
ing fraction of group (j,k) on a running arc depends on the 
running speed and the arrival time at that arc. On the other 
hand, for a queuing arc, the crossing fraction of group (j,k) 
depends on the arrival time at that arc. 

In turn, according to next preceding section, the arrival 
time of group (j,k) at arc a can be sequentially computed for 
each arc of a given path from running speeds and delays, by 
Equations 22 through 27. 

Hence crossing fraction o.~~. is a function of running speeds 
and delays on arcs preceding arc a on path k. In the case of 
a running arc it is also a function of the running speed on that 
arc, whereas if it is relative to a queuing arc it does not depend 
on the delay on the same arc. Then, it generally results that 

(31) 

where vh, uh, and z" are, respectively, the vectors of running 
speeds, undersaturation, and oversaturation delays occurred 
on the network during interval h. 

Average running speed is assumed to be function of the 
vector of the arc flows during interval h, fh, through usually 
adopted cost-flow functions: 

(32) 

The undersaturation delay is assumed flow-independent: 

(33) 

According to a fluid approximation deterministic model, it 
turns out that 

(34) 

where 

qah = queue on arc a at the end of interval h (assuming 
qaO = O); 

Q.,, = capacity of arc a during interval h (it can vary in 
different intervals, for example in the case of a var
iable traffic light system). 

Therefore, the expression for crossing fractions can be for
mally rewritten as 

(35) 

If crossing fractions are sequentially computed through this 
equation for each interval h, values s~\_ 1 , w~\ - 1 , and qa1i - i 

relative to previous intervals are known. In this case, there
fore, the only unknown arguments are arc flows relative to 
interval h, and it results that 

(36) 
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Combining Equations 36 and 16, the fixed-point problem 
(Equation 21) is obtained, which can be decomposed in a 
sequence of fixed-point problems since A is a low-triangular 
block matrix : 

h 

r:: = L A,.lfZ·) . Fi (37) 
i~I 

Each of the problems (Equation 37) can be solved by usual 
fixed-point methods, as described in the following algorithm: 

i: = O; J<0l: = fo 

REPEAT 

i: i + 1; 

h 

L A,,lJU-1)) Fi 
1 ~ 1 

j<il: = (a + 13/i) . e(i) + (1 - (a + 13/i)) . r -l) 

uNnLJUl - r -1) s E 

/,,: =JU> 

where 

f 0 assigned arc flow pattern, 
E = assigned tolerance vector, and 

a, 13 = parameters in the range [0,1]. 

It is worth noting that the results of the algorithm are not 
affected by the sequence in which groups are examined and 
loaded on the network. 

Comparisons of this algorithm with alternative specifica
tions and an analysis of effective values for parameters a and 
13 are reported elsewhere (15) . In the following , a = 0.10 
and 13 = 0.00 will be adopted, and the initial flow pattern is 
assumed equal to the average flow pattern over the previous 
days for the same interval. 

NUMERICAL EXAMPLES 

In this section some results relative to an application of the 
proposed procedure to a realistic network are described briefly . 
The test network refers to the town of Battipaglia, Italy, with 
about 30,000 inhabitants . Supply data are relative to the real 
network, global 0-D demand has been generated through a 
simple gravity model, and choice behavior has been modeled 
by adapting literature models, as described previously. 

This example aims to test the proposed procedure on a real 
case. For this reason no specific conclusions about the case 
studied or comparisons with observational data are reported . 

Test Network 

The network used to test the model is shown in Figure 2. It 
has 62 nodes , 168 arcs , 269 0-D pairs , and is connected by 
891 paths. A total travel demand of 4,970 users was consid-

9 

• 

·-

• centroid 

O node 

FIGURE 2 Test network. 

ered. The parameters adopted for the choice behavior model 
described previously are as follows : 

Fraction of users reconsidering 

Their previous day choice 
Reciprocal substitution coeffi-

cients 
Logit variation coefficients 
Extra utility weight 
Filter parameter 

Parameter 

n = o.s 

~ 1 = 1, ~2 = 1, and ~3 = 4 
Cv, = Cv2 = 0.20 -;- 0.40 
µ = 0.10 
'T = 0.90 

Davidson's cost functions were adopted for running arcs 
giving: 

v.,,(f.1,) = v) [l + 0.2 · f. ,,l(Q.,, - fa,,)] 

where v" is the free-flow speed and Q0 ,, is the arc capacity. 
The value 0.2 is a calibration parameter that should be esti
mated by using actual data . For fa1/Q 0 ,, ~ ba (with ba positive 
and less than one), the tangent approximation has been con
sidered to avoid computational problems with asympotic func
tions . The greater the value ba, the more sensitive to conges
tion the function is. In the following a value 0.80 is used, 
unless otherwise stated. For simplicity , no bottleneck was 
introduced in the network. 

The simulation period lasts 60 min (the morning peak hour 
from 7:30 a.m. to 8:30 a. m. ). It has been divided in 12 intervals 
with a length T = 5 min . Users are allowed to leave in the 
first 6 intervals (from 7:30 a.m. to 8:00 a.m.); the last 6 in
tervals have been included for system clearing-to allow all 
users to reach their final destination . A common decided 
arrival time has been assumed equal to 7:50, with 01 = 2.5 
and 02 = 2.5. 

The stationarity test was adopted on the basis of the com
parison of the arc flow time means over two successive 
10-day periods. Longer periods are not efficient, because they 
delay the time at which stationarity is recognized . On the 
other hand , using shorter periods the results of the test can 
be affected by periodic solutions. 
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Simulation of Traditional Control Strategies 

The effects of some modifications in demand and supply have 
been simulated to evaluate the capabilities of the proposed 
model. Simulation scenarios were generated as follows: 

• Nl-an increase of total demand from 4,970 to 6,608; 
and 

• N2-an increase of tolerance 51 ~ 52 = 7.5. 

Case Nl is aimed at showing the effects of an increase of 
congestion, and case N2 represents a demand management 
measure (flexible work times) . 

The excess generalized cost (computed according to Equa
tion 10) and travel time per user-difference between the 
actual and the zero-flow values-are compared with the re
sults obtained without any modifications (STD) in Table 1, 
together with the average percentual changes in departure 
time and path demand p;itterns over successive days. Two 
different values of the variation coefficient of perception error 
(Equation 15), Cv = 0.20 -:- 0.40, were used. 

As expected, an increase of travel demand causes an in
crease of the generalized cost and travel time per user (case 
Nl). 

An increase of the tolerance band causes a significant re
duction of generalized cost per user, and a smaller decrease 

' I 
,.------~ 
I 
I 

,. ----- , 
: I 
t I 
I I 
I I 
I I 
I I _____ ... ~ 

'----·--, ......___ I 

' 
r ----J 

FIGURE 3 Departure and arrival profiles for case NL 
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FIGURE 4 Departure and arrival profiles for case N2. 
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TABLE 1 COMPARISON OF DEMAND MANAGEMENT 
STRATEGIES 

Excess Excess Changing 
General Cost Travel time users 
(min) (min) (fraction) 

Cv 0.20 0.40 0.20 0.40 0.20 0.40 

STD 5.39 6.77 3.48 2.37 .002 .000 
Nl 6.94 8.36 3.40 3.65 .010 .000 
N2 4.46 5.14 3.00 3.25 .000 .010 

of travel time . The first effect is a result of the reduction of 
late or early arrival penalty for users keeping their departure 
time, whereas the second one can be attributed to elasticity 
over departure times and a reduction of congestion (case N2), 
as shown in Figures 3 and 4, which report the departure (con
tinuous line) and arrival (dashed line) profiles for cases Nl 
and N2. 

Generally it seems that quite different values of the coef
ficient of variation of perception errors cause not great mod
ifications of costs. 

In all cases, the modifications in the demand structure with 
respect to the previous day values are very small, confirming 
the substantial stability of the day-to-day adjustment process 
adopted in spite of the quite high influence of the previous 

i 1111terval 

interval , 
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day information in the memory filter ( T 

20). 

Simulation of Informative Control Strategies 

0.9 in Equation 

Using the travel demand value equal to 6,608, the effects of 
the introduction of a pretrip informative system based on 
historical data has been modeled. The drivers' reactions to 
the information provided was simulated by eliminating their 
inertia to change (the fraction !1 of users reconsidering the 
previous day choice was set equal to one, and no "habit" 
externality was considered, µ = 0) and by assuming a much 
lower dispersion in their choices with respect to the "predicted 
costs" given by the system, Cv = 0.05. Moreover it has been 
assumed that time and cost forecasts supplied by the inform
ative system are less dependent on the recent past (filter pa
rameter T = 0.50 in Equation 20). 

Some scenarios were examined considering different "mar
ket penetration" of the informative system: 

• Tl-1 percent of users are informed, 
• TI-10 percent of users are informed, 
• T3-50 percent of users are informed, 
• T4-90 percent of users are informed, and 
• T5-100 percent of users are informed. 

The results are reported in Table 2, together with the results 
of case Nl as reference (i denotes informed users). 

As expected, informed users experience lower generalized 
costs than noninformed ones (with a reduction of about 20 
percent), and a small increase of travel time, since they have 
a better perception of the trade-off between travel time, even 
in congested intervals, and early or late arrival penalty. As 

de•and 
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TABLE 2 COMPARISON OF INFORMATIVE STRATEGIES 

Excess Excess Changing 
General cost Travel time users 
(min) (min) Fraction 

Cv 0.20 0.40 0.20 0.40 0.20 0.40 

Nl 6.94 8.36 3.40 3.65 .010 .000 
Tl 6.94 8.35 3.39 3.65 .010 .000 
ia 5.45 5.51 3.72 3.97 .020 .000 
T2 6.79 8.39 3.30 3.53 .005 .010 
i 5.35 5.57 3.67 3.88 .018 .024 
T3 6.37 7.67 2.93 2.93 .002 .000 
i 4.88 4.91 3.27 3.33 .006 .000 
T4 6.40 7.53 2.47 2.38 .000 .000 
i 4.87 4.85 2.90 2.90 .006 .003 
TS i 6.51 6.51 2.65 2.65 .010 .010 

NOTE: •; denotes informed users. 

an example, Figure 5 shows the departure and arrival profiles 
for case T2 for non informed users (above) and informed users 
(below). 

In addition, for more than 50 percent of informed users, 
generalized costs decrease for both types of users, as the 
fraction of informed users increases, leading to conditions 
which are better than the case Nl. However, the difference 
between noninformed and informed users is not greatly af
fected by the fraction of informed users. 

All these effects occur both for low (0.20) and high (0.40) 
values of the variation coefficient of the perception error of 
noninformed users; the value of this parameter does not affect 
the level of costs of informed users, a reduction of about 20 
percent and 30 percent, respectively, occurs in comparison 
with noninformed users . 

To show the sensitivity of the network to travel time func
tion specification, the same scenarios have been simulated 
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FIGURE S Departure and arrival profiles for case T2 (b. = 0.80). 
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FIGURE 6 Departure and arrival profiles for case T2 (b. = 0.90). 

assuming a value b. = 0.90 instead of 0.80, considering only 
the lowest value for the variation coefficient for noninformed 
users. These results are shown in Table 3. The results of the 
previously examined cases are generally confirmed. However, 
as a comparison with the results in Table 2, an increase occurs 
more in generalized cost than in travel time, since the values 
of travel times for arc flows close to capacity are higher and 
the users should spread their departure times to avoid conges
tion, thus less users can be on time. As an example, Figure 
6 shows the departure and arrival profiles for case T2 for 
noninformed users (above) and informed users (below). 

The preceding results, although inconclusive, indicate that 
informative control strategies may lead to better system con· 
ditions, in addition, as the fraction of informed users increases 
the performance of the system as a whole may become better 
both for informed and noninformed users. 

TABLE 3 COMPARISON OF INFORMATIVE STRATEGIES 

Excess Excess 
General cost Travel time Changing users 
(minutes) (minutes) Fraction 

Cv 0.20 0.20 0.20 
Nl 8.70 3.84 .010 
Tl 8.70 3.83 .010 
i" 7.27 4.14 .015 
T2 8.66 3.78 .000 
i 7.24 4.10 .000 
T3 9.07 3.48 .036 
i 7.62 3.81 .074 
T4 7.68 2.82 .021 
i 6.04 3.41 .060 
TS i 6.08 3.38 .048 

NOTE : 'i denotes informed users 

CONCLUSIONS 

In this paper some applications of a model recently proposed 
for the doubly dynamic traffic assignment to a transportation 
network are described. In particular, the model has been 
specified and used to simulate the effects of different control 
measures, ranging from flexible working times to a trip plan
ning informative system on a small but realistic network. 

Although the results are by no means conclusive as a result 
of the exogenous assumptions made especially about users' 
behavior, they appear to give some insights about both the 
potential of the model and the effectiveness of alternative 
control measures. 

The results show that the proposed model is a valid tool to 
simulate the relevant effects of control strategies in different 
scenarios. It also appears that some control measures cannot 
be correctly assessed without the explicit simulation of the 
demand elasticity over departure times and of the day-to-day 
adjustment process based on users' memory and forecasting. 

The effectiveness of an informative system appears to be 
greatly affected by the type of users' behavior and by the 
informative strategy followed. Also, the type of control strat
egy and memory depth play an important role on the network 
performance. 

The results suggest that a careful evaluation is needed to 
assess the effects on the network performance and the benefits 
of informative control strategies, and that the impacts on both 
informed and noninformed users should be taken into 
account. 
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Effectiveness of Information Systems in 
Networks With and Without Congestion 

RuDI HAMERSLAG AND Emc C. VAN BERKUM 

The use of road transport informatics (RTI) is a recent devel
opment that optimizes the use of existing facilities in the trans
portation system and serves three main goals: alleviation of 
congestion, diminution of air pollution , and reduction of inci
dents . RTI instruments deal with traffic information. Examples 
of RTI systems are pretrip planning, roadside displays, radio data 
system-traffic message channel, and in-car navigation. To model 
the effects of providing the road user with information a method 
is used in which stochastic and deterministic assignments were 
compared for both networks with and without congestion . To let 
information also effect destination choice and the spatial distribu
tion of activities, the assignment models were combined with 
different distribution models. The amount of information that 
travelers have was translated to a "level of uncertainty" measure. 
The more informed a traveler is, the lower the level of uncer
tainty . Since. the effects appeared to be network dependent, a 
number of different networks were examined. Simulations show 
that the amount of kilometers driven decreases when travelers 
are provided with better and more information. 

The use of road transport informatics (RTI) is a recent de
velopment that optimizes the use of existing faciliti es in the 
transportation system and serves three main goals: alleviation 
of congestion, diminution of air pollution, and reduction of 
incidents. RTI instruments deal with traffic information. Sys
tems such as pretrip planning, roadside displays, radio data 
system-traffic message channel, and in-car navigation are all 
part of RTL From a planners' viewpoint, it is essential to 
know the possible impact of RTI on the traffic system. One 
way to predict effects of RTI is to model individual travel 
behavior and to incorporate information explicitly as a model 
component. In this way, the effect of information on travel 
behavior can be simulated . Before this can be done, however, 
it is necessary to model the current situation, in which the 
traveler is not perfectly informed and therefore makes non
optimal choices. 

In many existing models it is assumed that people have 
perfect knowledge of all travel alternatives . This assumption 
means that the usefulness of providing information to trav
elers cannot be determined. In the approach presented in this 
paper, the classic four-stage model is central. The key issue 
is, however, that the perceived travel times instead .of the 
objective travel times are being used in all stages. Therefore, 
a measure of uncertainty is introduced. Uncertainty affects 
not only route choice , but also destination choice and the 
spatial distribution of activities. A further assumption is that 

R. Hamerslag, Departments of Civil Engineering and of Mathematics 
and Informatics, Delft University of Technology, P.O. Box 5048, 
2600 GA Delft, The Netherlands. E. C. van Berkum, Bureau Gou
dappel Coffeng, P.O . Box 161, 7400 AD Deventer , The Netherlands. 

information reduces uncertainty. So by using models in which 
route choice, distribution, or location of activities or all three 
are influenced by the (perceived) travel times ~nd the out~ 
comes for different levels of uncertainty are compared, it is 
possible to get an insight in the effects of information. 

RELATED STUDIES 

In recent years, many approaches have been presented to 
provide insight into the possible benefits of information sys
tems in transport . 

The feasibility of the Comprehensive Automobile Traffic 
Control project (I) was studied by using a simulation model 
in which the noninformed users choose their route on the 
basis of various factors, such as travel time, length of the 
route, number of lanes, number of turns, and so on, and the 
informed users choose their route solely on the basis of travel 
time. It was found that in Tokyo travel time could be reduced 
by 6 percent and fuel consumption by 5 percent. Tsuji et al. 
(2) investigated the effectiveness of a route guidance system 
by using a mathematical model. Among other factors, they 
used travel time reduction as a measure of effectiveness. The 
outcomes, however, must be related to the heavy assumptions 
under which the model is valid . The reduction in travel time 
was found to be 11 percent. van Vuren (3) tried to model the 
effectiveness of route guidance by using a multiuser class equi
librium and stating that the noninformed users behave greed
ily, as in an deterministic user equilibrium, whereas the in
formed users behave according to the principle of a system 
optimum. The results were found to be unrealistic because 
the uninformed users were better off. 

Koutsopoulos and Lotan ( 4) modeled the impact of infor
mation on travelers by using a stochastic user equilibrium and 
stating that information systems reduce the variance in travel 
time. They found a reduction in travel time of about 5 percent , 
dependent on the assumed reduction in variance. 

Mahmassani and Jayakrishan (5) modeled the effectiveness 
of a real-time information system on a small test network with 
three parallel highways and a number of switching possibili
ties . The researchers chose one information supply strategy 
and focused on the users' reaction by defining them as bounded 
rational individuals . An important result was that the system 
performance might actually worsen by myopic local actions 
of the drivers. Van Berkum and van der Mede (6) presented 
a dynamic approach that simulates rational, uncertain, per
sistent individuals who base their decisions on experience and 
have a limited knowledge of alternatives . 
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The approach that is followed in this paper is an extension 
of the work of Koutsopoulos and Lotan (4). The situation of 
recurrent congestion was also studied in this research. But 
whereas Koutsopoulos and Lotan restricted the effects of bet
ter information to route choice, the impact on destination 
choice and the location of activities has also been studied here. 
Another difference is that the amount of uncertainty in their 
approach was initially too small. Further, they examined one 
network, whereas different networks are studied here. Be
cause the results are network dependent, it is difficult to com
pare results , but the results they found on route choice are 
on the same order of magnitude as the results presented in 
this paper. The results gained from the present research are 
not comparable with the results found by Mahmassani and 
Jayakrishan. They studied the reaction of people on dynamic 
traffic information that reports the actual traffic conditions. 
When drivers react myopically, this information becomes in
valid. An adjustment process will occur, which in the end will 
lead to an equilibrium. This equilibrium is focused on in this 
paper. This further implies that the information given to the 
drivers is in some sense not real-time information but rather 
future-time information. 

MODELING APPROACH 

General 

The main hypothesis of this study is that the fact that people 
are uncertain about travel times on links has more effects than 
only on route choice. There will also be effects on destination 
choice as well as on the spatial distribution of activities. People 
make trips because they want to perform activities that are 
spatially separated . In the traditional four-stage models, the 
spatial distribution of activities is fixed. In this study models 
are used that include the spatial distribution of activities as 
endogenous. Users choose a route by minimizing some meas
ure of cost. In this study travel time will only be used as cost. 
Travelers do not possess perfect information about the net
work they travel on. This means that people do not minimize 
the objective time but rather the perceived travel time. 

Destination choice can also be modeled by using a cost 
minimization procedure (8) . Because of the observation made 
previously , this means that in determining the origin
destination (0-D) flows, the perceived cost or travel time 
must also be used . A basic assumption here is that route choice 
is made on the basis of the same perceived travel times as 
destination choice and the location of activities are made. 
Traffic information affects the perception of travel times in 
the network. The perceived travel times will be modeled as 
stochastic variables whose distribution is influenced by the 
amount of available information. 

The approach that has been followed uses the traditional 
four-stage model as a basis , although an adjusted form has 
been developed. The following assumptions are therefore 
needed: 

• All people base their decisions on what they know; and 
• People base their route and destination decisions on the 

same perceived travel time. 
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In order to make the approach not too complex the following 
limitations have been adopted: 

• The total number of trips is constant under all levels of 
uncertainty; 

• All people have access to the same level of information; 
• Information is assumed to be good and true ; and 
• No distinction has been made between different modes 

and purposes. 

Route Choice 

Link travel times on the network are defined as stochastic 
variables . The variance in travel times-that travel times are 
unpredictable to a certain extent-may be understood as un: 
certainty of travelers. Consequently, users will have different 
perceptions of travel times on the links . 

A deterministic user equilibrium (DUE) can be defined as 
the situation in which no traveler can improve his or her travel 
time by unilaterally changing route (9). This definition as
sumes that every traveler has an exact knowledge of travel 
times and flows on all links in the network . A stochastic user 
equilibrium (SUE) can be defined as the situation in which 
every traveler thinks that he or she cannot improve the travel 
time by unilaterally changing routes (9,10) . This definition 
assumes that travelers have different perceptions of travel 
times. Comparing a SUE with a DUE enables estimating the 
effect of providing information to travelers (or reducing their 
uncertainty) on the traffic system (4,11), because this com
parison can be translated as comparing travelers with exact 
knowledge of all travel times in the network with travelers 
with different perceptions of travel times in the network. 

In networks without congestion the DUE assignment be
comes a simple all-or-nothing assignment , where the SUE 
assignment becomes a classic stochastic assignment (12,13). 
The impedance Zap of a link a in a network for person p is a 
function of a number of variables X 0 k such as time, cost, and 
distance and their relative importance r3k plus some measure 
of uncertainty. We define 

(1) 

where e0P is a noise term. The resulting route choice model 
depends on the distribution of e ap · It is supposed that eap is 
normally distributed with mean 0 (13), which yields a probit 
model for route choice. The introduction of the noise term 
e0P can be explained by stating that (a) behavior cannot com
pletely be explained by all x.k's, (b) individuals have different 
perceptions of the X 01:'s and their relative importance there
fore may differ , and (c) individuals are uncertain about the 
exact value of the xak's, especially because these values differ 
in time. Instead of impedance, generalized cost, or general
ized time only travel time will be considered as a measure for 
deterrence in this study. 

The travel time on a link a in a network without congestion 
is 

z~ Z 0 + ex • R · YZ;; (2) 
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where 

za = mean travel time of link a, 
R = draw from a normal [N(0,1)] distribution, and 
o. = factor determining the variance (from now o. will be 

called level of uncertainty). 

The value of o. is dependent on the chosen dimension (14). 
Given ;in 0-0 matrix, o. can be determined by comparing 
true with model flows. When the dimension is minutes, it has 
been estimated that 0.5 < o. < 1 for a regional network with 
relatively few alternative routes (15). Furthermore, Bovy (14) 
developed an efficient methodology for estimating o. from 
observed flows. 

In reality the uncertainty will, among other things, be a 
function of the frequency with which a person travels between 
a certain 0-D pair. The lower the frequency, the higher the 
uncertainty. In this study, the uncertainty is assumed to be 
equal for all travelers. 

The travel time of a link in a network with congestion is 

z~ = z~ + o. · R · vz:; (3) 

with 

(4) 

where 

Za the mean travel time of link a, 
q0 = the flow on link a, 
c. the capacity of link a, 
R a draw from a normal [N(0,1)] distribution, 
o. = the level of uncertainty, and 
T = a parameter dependent on the definition of capacity. 

Destination Choice and the Location of Activities 

Because the distribution process is a utility maximization pro
cess (or disutility minimization), information will also have 
impact on destination choice resulting in a distribution of flows 
and the location of activities. In this study, the following 
interaction model with elastic constraints is used (16): 

Subject to 

where 

= number of trips between i and j, 
= equilibrium factors , 

polarities, 
objective travel time between i and j, 
arrivals and departures, and 

(6) 

difference between objective and perceived travel 
time between zones i and j. 
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In solving the model, the terms 1/(1 + g) and 1/(1 + h) 
become important. These terms will be called elasticities. Thus 
when g and h are both 0 the elasticities become 1 and the 
model turns into the classic gravity model with fixed con
straints. To coordinate spatial planning, transportation de
velopment, and spatial development, the model with elastic 
constraints was developed. The value of the equilibrium fac
tors in Equation 6 is a function of the extra effort needed to 
comply with the constraints. In poorly accessible areas, the 
value is high and, inversely, in easily accessible areas the value 
is low. When the number of arrivals and departures is seen 
as dependent, though not exclusively, on the accessibility, the 
objectives in Equation 5 must become elastic. 

Combining the Assignment and the Distribution Model 

To determine the effects of information on route choice, route 
and/or destination choice , and/or the location of activities, 
the following models must be compared: 

• In the case of no congestion, a distribution model with 
and without elastic constraints will be compared with the same 
model but combined with a stochastic Burrel assignment. 

• In the case of congestion, first the DUE assignment will 
be combined with the distribution model without (10,17) and 
with elastic constraints (18). Second, the same combination 
will be made, but with the SUE assignment. 

To combine a SUE assignment with a distribution model, 
including the assumption that both models deal with the same 
perceived travel times, it is necessary to determine how the 
perceived travel times must be used in the distribution stage. 
In the proposed distribution model there is one value for 
travel time between each 0-D pair. In reality this travel time 
is different for every individual (perceived travel time). Start
ing with zijrp> the perceived travel time between i and j along 
route r of person p, person p chooses that route with the 
smallest perceived travel time. Therefore, it holds that 

(7) 

Suppose the population B is divided in two groups, Bl and 
B2. Persons belonging to Bl find route 1 the best, and persons 
belonging to B2 do not, so 

Z,pp s Z;jrp V p E Bl and r =I= 1 (8) 

For persons belonging to B2 it holds that 

(9) 

So 

Zij.p s Z;;ip V p E (Bl U B2) (10) 

Suppose there are N persons in B, then 

1 1 
Z;; = N L Z;; P and Z;Jl = -N L Z;;ip 

p p 
(10.1) 
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Using Equation 10 it holds that 

(10.2) 

The same result can be derived for every router, so 

(11) 

Thus the perceived travel time between any 0-D pair used in 
the distribution stage is always less than or equal to the per
ceived travel time of any of the chosen routes between the 
OD pair. 

The difference between the best route and the travel time 
between an 0-D pair is dependent on the network. When, 
for instance, one route is by far the best so that every traveler 
between that OD pair will choose that route, the equal sign 
in Equation 11 holds for this particular route. When there is 
a spreading over the routes for all r the less than sign will 
hold. When the level of uncertainty ex becomes larger, the 
spreading in routes becomes larger and Z,i will decrease, or 
in other words the difference between model travel time and 
the mean perceived travel time of the objectively seen best 
route (which is by definition the objective travel time of the 
best route) becomes larger. So in the distribution stage the 
following travel time is used: 

Where z,i is the mean perceived travel time of the objectively 
seen best route between zone i and j; d,i is an increasing 
function of ex (obviously when ex = 0, also d,i = 0). 

Models and Algorithms 

To study the effects of more or better information on route 
choice the "A model" is used, which is a stochastic equilib-

OAR 

NETWORK 

LINK 

TIMES 

OAPA- DELAY 

CITIES TIMES 

FIGURE I A model, congestion. 
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rium assignment with a given, fixed 0-D matrix. To study 
the effects on destination choice and on the resulting 0-D 
flows too, the "A + D model" is used. In this model, a 
stochastic equilibrium assignment and distribution with fixed 
constraints are combined. In the 0-D matrix, the numbers 
of departures and arrivals are fixed for each zone. The cell 
volumes solve Equation 5 subject to Equation 6 with g 
h = 0. 

To study the effects of activities on the locations, the "A + 
D + L model" is used. In this model, a stochastic equilibrium 
assignment and distribution with elastic constraints are com
bined. In the 0-D matrix, the numbers of departures and 
arrivals are variable for each zone, but the total number of 
trips is fixed. The cell volumes solve Equation 5 subject to 
Equation 6 with g and h not necessarily equal 0. 

In Figures 1 through 4, the separate algorithms for the 
congestion situation are depicted. Basically, the methodology 
as proposed by Evans (17) is followed. The steps that have 
to be executed more than once because the draw must take 
place m times have been depicted with a thick line. In the 
case of no congestion, the step where new travel times are 
computed becomes trivial. 

A generalized description of the used algorithm is 

1. Read network; 
2. Draw link travel times for every link; 
3. Determine travel times from shortest routes between 

every 0-D pair; 
4. Repeat No. 2 and No. 3 m times; 
5. IF model =A THEN 

read 0-D matrix 
ELSE determine mean travel times with the travel times 

per draw determined in No. 3. Determine 0-D ma
trix with elastic constraints (A + D + L) or with 
fixed constraints (A + D) using a Gauss-Seidel in
teration procedure to solve Equation 5 subject to 
Equation 6; 
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MATRIX 
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6. Subdivide the 0-D matrix in m equal parts and load them 
to the routes determined in No. 3, yielding loads q! for link 
a; 

7. load link a in iteration i the network with q~ = 

[q~- I . (i - 1) + q!]li; 
8. In case of congested networks: determine new travel 

times; and 
9. Go to No. 2 until stop criterion is reached. 

EXPERIMENTS 

The experiments were performed using the research facilities 
of the Teacher Friendly Transportation Programs V90.2 (19). 
In the stochastic assignments m, the number of draws was 4 
and the number of iterations was 8. Because for every tree 
of shortest paths, new travel times were drawn, the total 
number of draws is 32 times the number of zones. Conver
gence was no problem in all test networks. The number of 
iterations was far less than expected in a combined distribution
assignment procedure (10,20). 

Networks 

Earlier it was observed that the spreading of chosen routes 
determines to some extent the value of dij. The amount of 
spread is not only dependent on the size of the variance as 
used in the stochastic assignments, but also on the presence 
of (relevant) alternative routes. Obviously in a situation in 
which there are hardly any alternative routes, the spread will 
be small. Therefore it is important to investigate different 
networks . In this study four regional networks with a diameter 
of about 40 km (called REGIO , RING, SLOW, and CBD) 
and one urban network with a diameter of about 15 km (TOWN) 
were examined. For the regional networks only, the situation 
without congestion is considered. For the urban network both 
the situation with and without congestion are considered. 

In Figures 5 to 7 some of the networks with their spreading 
of activities and flows are shown. In Figure 8 the notation of 
the activities is shown. The networks RING, SLOW, and 
FAST are the same size (number of links, number of nodes, 
distances) as CBD. 

FIGURE 5 Network CBD. 

FIGURE 6 Network REGIO. 

FIGURE 7 Network TOWN. 

M()(e Ongins 

More destinations 

FIGURE 8 Notation of 
activities. 
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In Figure 8 the radius of the outer circle is proportional to 

(12) 

The radius of the inner circle is proportional to 

(13) 
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The inner circle is open when 

(14) 

The description of the networks is as follows: 

• CED-network with speedways (100 km/h) pointed to a 
central zone; other roads are 40 km/h ; 

•FAST-network with only speedways (100 km/h); 
• REGIO-network like "CBD", but more dense near the 

center; 
• RING-network with speedways in a ring around a cen

tral area; 
•SLOW-network with only secondary roads of 40 km/h; 

and 
• TOWN-urban network; there are no trips to or from 

the surrounding areas. 

Level of Uncertainty, a 

The simulations have been performed for all networks with 
levels of uncertainty ex = 0, ex = 0.5 , and ex = 1. For the 
network TOWN ex = 0.3 and ex = 0.8 were also taken into 
account. 

Results 

The results of the simulations for the urban network with and 
without congestion are given in Tables 1 and 2. Results for 
the regional networks without congestion are given in Tables 
3, 4, and 5. For all networks, the amount of carkilometers 
(vehicle miles) increases when the level of uncertainty in
creases. Because provision of information can be translated 

TABLE l CARKILOMETERS FOR 
TOWN NETWORK, WITHOUT 
CONGESTION, UNDER DIFFERENT 
LEVELS OF UNCERTAINTY (KM FOR 
ex = 0 ARE 100) 

a A A+D A+D+L 

1.0 117 128 130 

0.7 112 119 121 

0.5 104 107 LOB 

0.3 LOI 102 103 

0.0 100 100 100 

TABLE 2 CARKILOMETERS FOR 
TOWN NETWORK, WITH 
CONGESTION, UNDER DIFFERENT 
LEVELS OF UNCERTAINTY (KM FOR 
ex = 0 ARE 100) 

a A A+D A+D+L 

1,0 124 129 136 

0,7 118 121 126 

0.5 106 109 110 

0.3 102 103 103 

0.0 100 100 JOO 
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in a smaller level of uncertainty, it can be stated that providing 
road users with information reduces the amount of carkilo
meters. The results show that the gains differ per network. 
A network means not only the set of links and nodes, but 
also the initial tripends. This observation implies that it is 
hard to compare the results of other studies with one another 
and with these results, because different networks are used 
in all studies . 

The results for the networks as listed in Tables 3, 4, and 5 
are more or less comparable. These results were calculated 
with models that did not deal with congestion . The results for 
the TOWN network show a larger increase in carkilometers 
when ex increases (See Table 2). This can be explained by the 
fact that the TOWN network obviously contains more alter
native routes than all the other networks. The spread in route 
choice will be bigger for this network since there simply exist 
more alternatives. Because the network outcomes in Tables 
3 to 5 reflect few alternative routes, the effect on route choice 
is small compared with the effect on destination choice (com
pare the outcomes in Tables 3 and 4). The extra effect on the 
location of activities is also small compared with the effect on 
destination choice (compare the outcomes in Tables 4 and 5). 
When looking at the network TOWN, the effects on route 
choice are the largest. Change in destination choice and in 
the location of activities are marginal compared with this ef
fect. Because this network is more realistic than the other 
ones , this observation may be generally true . By comparing 
Tables 1 and 2, it follows that the effect of the provision of 
information is larger in the network with congestion than 
without congestion. 

TABLE 3 CARKILOMETERS DRIVEN FOR DIFFERENT 
NETWORKS, UNDER DIFFERENT LEVELS OF 
UNCERTAINTY WITH THE A-MODEL (KM FOR ex= 0 
ARE 100) 

a CBD RING SLOW FAST REGIO 

1.0 102 J03 101 105 J03 

0.5 JOO 103 lOJ 101 JOl 

0.0 100 100 100 JOO JOO 

TABLE 4 CARKILOMETERS DRIVEN FOR DIFFERENT 
NETWORKS, UNDER DIFFERENT LEVELS OF 
UNCERTAINTY WITH THE A+D-MODEL (KM FOR ex= 
0 ARE 100) 

a CBD RING SLOW FAST REGIO 

1.0 108 109 112 120 111 

0.5 102 103 105 107 103 

0.0 100 100 100 100 JOO 

TABLE 5 CARKILOMETERS DRIVEN FOR DIFFERENT 
NETWORKS, UNDER DIFFERENT LEVELS OF 
UNCERTAINTY WITH THE A+D+L-MODEL (KM FOR 
ex = 0 ARE 100) 

a CBD RING SLOW FAST REG IO 

1.0 113 113 J 13 123 115 

0.5 103 103 105 107 104 

0.0 100 100 100 100 100 
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CONCLUSION 

Trips and activities are a result of decisions people make. 
These decisions concern route and destination choice as well 
as activity choice. The actual choices depend on the perceived 
travel times, rather than on the objective travel times. As a 
result, travelers think they choose the best route, but this 
route is not necessarily the best from an objective point of 
view. Also destinations are chosen because they appear to be 
close. This causes extra, unnecessary carkilometers. 

The approach presented in this paper has a number of 
assumptions and limitations about information: 

• Information is seen as an abstract entity; it is not possible 
to evaluate a specific information system or different types of 
information. 

• Because of the equilibrium approach the presented method 
is able to predict the long-term effects of the provision of 
information in a situation of recurrent congestion. 

The results of this study should be looked at in light of these 
assumptions as well as in light of the limitations this approach 
has. 

It was proven that the perception of two or more inde
pendent routes is always less than or equal to the perception 
of each of two or more routes together. The travel time of 
the chosen route is systemically being underestimated. Pro
viding information reduces the difference between perceived 
travel time and objective travel time. This has an impact on 
the choice of route, destination, and activity. As a result, the 
amount of carkilometers decreases. The different test cases 
show that the form of the network, with respect to the pres
ence of alternative routes, is of importance. Further, the sim
ulations show that in a situation with congestion, the decrease 
of carkilometers is larger than in the situation with no conges
tion. Currently it is not possible to quantify the effects of 
information precisely because the present and future values 
of ex are not exactly known, uncertainty will only partially be 
influenced by information, and only a part of the travelers 
will use the information. On the other hand, through route 
guidance, delays on intersections may be minimized (21) and 
the influence that information about incidents could have is 
neglected. With the above considerations in mind it seems 
valid to state that information systems may decrease the amount 
of carkilometers in urban networks by 15 to 20 percent and 
in regional networks by 5 to 10 percent. 
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Multiple User Class Assignment 
Model for Route Guidance 

TOM VANVUREN AND DAVID WATLING 

The application of the concept of multiple user class equilibrium 
assignment to the modeling of route guidance systems is the con
cern of this paper. In particular, its role in modeling guided and 
unguided drivers is discussed, as well as its ability to lead to 
guidance strategies that are effective even with a large proportion 
of drivers equipped. A review of previous route guidance model 
work is given. A multiple user class model of route guidance is 
then proposed and the properties of such a model are discussed . 
Finally, a presentation of simulation results obtained from such 
a model, for two real-life networks and for a number of route 
guidance scenarios, is given. 

One of the basic implicit assumptions in standard assignment 
methods is that drivers and vehicle attributes are identical; 
they do not differ from one another in either their travel cost 
definition or their vehicle size or vehicle performance. 

APPLICATION OF MULTIPLE USER CLASS 
ASSIGNMENT TO ROUTE GUIDANCE 

Dafermos (1) was probably the first to realize the limitations 
of this assumption, and to propose as a remedy a multiple 
user class (MUC) model, which takes differences between 
drivers and between vehicles into account. These classes may 
differ in (a) vehicle type or size, (b) travel cost definition, 
and (c) network restrictions (2). Within each class, however, 
driver and vehicle attributes are identical. Typical classes could 
be lorries (particularly in conjunction with lorry bans), com
muters (minimizing some measure of generalized cost), busi
ness travelers (minimizing travel time), and tourists (following 
road signs). 

In a MUC assignment model all classes are to be assigned 
to the network in interaction with each other, so that in equi
librium for each class "no-one can improve his or her (per
ceived) travel cost by unilaterally changing route," and in that 
respect MUC assignment is clearly an extension to the stan
dard, single class assignment model. 

The relevance of the MUC concept for route guidance mod
eling is evident. In a situation with some kind of in-vehicle 
route guidance at least two user classes can be defined: those 
who are equipped, and those who are not. In fact three groups 
could even be distinguished; namely, those who follow com
plete guidance, those who follow partial guidance (because 
they either lose their way or their confidence in the advice), 
and those who do not follow guidance at all. Each of these 
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user classes would have a different cost definition and possibly 
even different network restrictions (e.g., if the guidance net
work does not include all existing roads for environmental or 
computational reasons). 

A number of cost definitions for each user class can be 
distinguished on the basis of one's representation of route 
choice in reality and the assumed routing criterion in the 
guidance system. The assumptions made in our model are 
illustrated in the following table and will be discussed next. 

Guided 
Unguided 

Case 

A 

UE 
SUE 

B 

so 
SUE 

c 
SUE 
SUE 

The authors believe that drivers currently make perceptual 
errors in their routing decisions. If it is assumed that these 
will be removed by the guidance system, a combination of 
stochastic user equilibrium (SUE) and user equilibrium (UE) 
assignment, as in case A, will occur. Along the same lines, a 
combination of guided drivers following a system optimum 
could be envisaged, so as to improve network conditions ex
plicitly, and unguided ones following a SUE route pattern, 
as in case B. 

Then, if it is expected that the system not provide flawless 
information (because of communication delays or forecasting 
errors), the two classes could both follow a SUE (case C), 
but the variance in randomized link travel times would be 
lower for the equipped vehicles. In fact, the model presented 
here allows for all three guidance criteria to be implemented 
simultaneously, to given proportions of the equipped drivers, 
although for the purposes of the numerical results described 
later, the three cases will only be examined individually. For 
brevity, throughout this paper cases A, B, and C will often 
be referred to as the UE routing .strategy, the SO routing 
strategy, and the SUE routing strategy, respectively. 

The tool of MUC assignment now allows the investigation 
of the various future scenarios by comparing resulting network 
costs of different guidance strategies, and by changing the 
proportion of drivers per user class, the spread in link time 
errors, and the level of congestion, using real-life networks. 
In this paper, the development of such a route guidance sim
ulation model, based on MUC assignment, will be described 
and selected simulation results will be presented. 

PREVIOUS ROUTE GUIDANCE MODEL WORK 

Earliest reported route guidance related model work was car
ried out by Kobayashi (3) who used a simulation model to 
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assess benefits of the Comprehensive Automobile traffic Con
trol System (CACS) route guidance system by comparing 
shortest routes for guided drivers with routes for nonguided 
drivers on the basis of road length, number of lanes, per
centage of trunk lanes, and number of right and left turns. 
The network consisted of 99 intersections and 286 directional 
links; Kobayashi estimated a maximum total possible reduc
tion in travel time in this network of 6 percent, at a level of 
take-up of 50 to 75 percent , compared with observed travel 
times in Tokyo . Tsuji et al. (4) set up a mathematical model, 
on the basis of the stochastic nature of travel time, even under 
guidance. The proportion of guided vehicles was assumed so 
small, that no influence on nonguided vehicles was expected. 
Comparing the expected travel time of guided routes with 
those of alternative routes, they estimated an expected re
duction in travel time for guided drivers of approximately 11 
percent, which compared well with the observed reduction in 
the CACS system of some 12 percent. Al-Deek et al. (5) 
compared shortest route travel times with the observed route 
pattern using TRANS YT-7F in the Los Angeles SMART cor
ridor, and found that for recurring congestion the travel time 
savings of route guidance would be negligible (less than 3 min 
per trip of on average 25-min length). A similar approach was 
adopted by Rakha et al. (6) who compared routes based on 
free flow costs (for unguided drivers) and those based on 
minimum costs (for guided drivers). These assumptions are 
clearly not valid in conge~ted situations, which probably ac
counts for the possible total network travel time savings they 
recorded of up to 21 percent. An interesting finding of their 
simulations was, however, that a large proportion (85 percent) 
of total possible savings was achieved with the first 20 percent 
of equipped vehicles. 

Breheret et al. (7) used the heuristic dynamic assignment 
model CONTRAM (8). They assumed unguided drivers to 
follow an approximate stochastic user equilibrium on the basis 
of prevailing conditions, whereas guided drivers followed op
timum routes on the basis of current conditions. If multiple 
routes were calculated in an attempt to find a user equilibrium 
reassignment, guided drivers obtained travel time benefits of 
up to 15 percent; most of these benefits were obtained before 
a level of take up of guidance of 10 percent of the driver 
population. In this model, the reassignment of guided drivers 
benefited nonequipped drivers also with travel time reduc
tions of up to approximately 4 percent. Finally, under these 
assumptions most of the total network travel time savings (of 
up to some 5 percent of total travel time) was achieved at a 
level of take-up of approximately 20 percent [see for e.g., 
Rakha et al. (6)] . If, however, reassignment for guided drivers 
was calculated by a single, shortest route, total network, travel 
times invariably increased, which indicated possible problems 
with systems that advise single routes. Even when unguided 
drivers were allowed to reassign because of the changed con
ditions, resulting network travel time savings of such a system 
were negligible or negative . Smith and Russam (9) also re
ported on a CONTRAM-based model study, in their case of 
the possible benefits of AUTOGUIDE in London. Whereas 
unguided vehicles were assumed to base their routes on the 
average demand pattern and subsequent link costs, guided 
vehicles were routed along actual optimum routes (for a ran
domly perturbed trip matrix). They found an estimated av
erage journey time saving of 6 to 7 percent for guided vehicles, 
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which actually decreased with an increase in take-up. Un
equipped vehicles benefited also by the guidance system, with 
travel time reductions of up to 3 percent, resulting in overall 
network travel time savings of 2.5 to 6.0 percent. 

Van Vuren et al. (JO) employed a MUC assignment model 
to investigate the situation in which unguided drivers follow 
a user equilibrium while guided drivers are assigned according 
to a system optimum. These researchers were mainly con
cerned with conditions on the cost function that guaranteed 
existence and uniqueness of a solution. Their main finding 
was that for a combination of system optimal and user equi
librium drivers and for the family of cost functions considered, 
only a polynomial cost function gave rise to a convex min
imization problem (hence guaranteeing existence and unique
ness properties). Further discussion of these findings appears 
subsequently. Numerical results given by Van Vuren et al. 
were limited. Koutsopoulos and Lotan (11) assumed that route 
guidance would reduce the perception errors in link travel 
time estimates by participating drivers, so that their model 
consists of a stochastic user equilibrium assignment of two 
user classes with different variances in the (normal) distri
bution of random perturbations in perceived link costs; these 
cost functions did not satisfy conditions for existence and 
uniqueness, as derived by Daganzo (12). Scenarios they in
vestigated on a 204-node network were level of information 
(influencing the perception errors by guided drivers), per
centage of take-up, and the level of recurring congestion. 
Clearly, an increase in the quality of information resulted in 
a reduction in perception errors by guided drivers, and there
fore in a reduction in their travel times. The advantage of 
guided drivers over unguided drivers in average travel time 
was roughly 4 percent, independent of the level of take-up, 
and an increase in congestion actually reduced the benefits 
of route guidance. Although these results are obviously rather 
limited, the most important finding by Koutsopoulos and Lo
tan is that in their model unguided drivers did not benefit at 
all from the improved route choice by the guided vehicles. 
This finding conflicts with the generally held belief [see for 
e.g., Jeffery (13) and Smith and Russam (9)] that route guid
ance benefits nonusers too. 

For a corridor consisting of three parallel highways plus 
connecting links, Mahmassani and Jayakrishnan (14) built a 
model based on route-switching assumptions for drivers that 
receive dynamic network information. The main conclusions 
for this simple network were as follows. For optimum resulting 
travel times both for the equipped drivers and for the system 
as a whole, route switching should only take place if the 
alternative route for the trip remainder is at least 20 percent 
shorter than the existing route, indicating possible instability 
problems for systems that advise optimum routes (like ALI
SCOUT and AUTOGUIDE), as compared with systems that 
provide in-vehicle information (such as PATHFINDER). 
Second, benefits for individual drivers decreased with an in
crease in participation, whereas benefits for the system as a 
whole (generally) increased with such an increase; above 50 
percent participation the increase in benefits was negligible. 

The results of these various model studies are clearly rather 
ambiguous. Hypotheses about the route choice and interac
tion of guided and unguided drivers strongly influence the 
model outcomes. Often the models used in these studies are 
heuristic or they are only valid under rather strong assump-
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tions. This is not to belittle the importance of these model 
studies: it merely shows the current problems in understand
ing and anticipating the behavior of future route guidance 
systems. 

DEVELOPMENT OF THE MODEL 

The MUC model of a route guidance system will now be 
introduced, building on the concepts described in the first 
section of this paper. The demand for travel (as represented 
by the mean origin-destination matrix) is assumed to be fixed, 
as are the network supply conditions. It is also assumed that 
the whole network is available to the guidance system. Av
erage cost-flow relationships are supplied for each link. In all 
cases, "cost" is measured in terms of travel time and so the 
words cost and time will be used interchangeably. 

The model consists of four user classes, the demand level 
for each being a fixed (known) proportion of the origin
destination matrix. Three of the user classes correspond to 
vehicles equipped with a guidance device, and for two of these 
three equipped classes it is assumed further that the guidance 
system is provided with perfect information and that the guided 
drivers adhere totally to the route recommendations. The first 
class consists of unguided drivers, each of which aims to min
imize his or her own personal cost of travel, but in general 
fails to do so because of imperfect knowledge of the traffic 
conditions. This class is modeled by a SUE, the "perceived 
cost" for each link following some specified distribution (dis
cussed later). The second class is a subset of the equipped 
vehicles wherein each driver is guided so as to minimize his 
own personal travel cost. The perfect information assumed 
to be available to the guidance system is used to eliminate 
the perception errors, that is, they follow a Wardrop user 
equilibrium. The third class consists of a second subset of the 
equipped drivers, which are guided so as to minimize the total 
system cost [system optimal (SO)), again using the perfect 
information available. The fourth class consists of the re
maining equipped drivers. The aim of the guidance system 
for this class is again to recommend routes according to a UE 
pattern; however, to represent the effect of errors in the jour
ney time prediction methods or of drivers not adhering com
pletely to the recommendations, they are modeled by a SUE, 
but with a distribution for the stochastic variations, which is 
different from that of the unguided drivers. 

The four user classes interact with one another, in the sense 
that the flows of one user class affect the costs, and hence the 
route choice, of the other user classes. In this way, the as
sumption is that under such steady-state conditions, the un
guided drivers will tend to change their routes in response to 
the new route choice of the guided drivers. 

Van Vuren (10) concluded that for a guidance system with 
user equilibrium unguided drivers and system optimal guided 
drivers, the only link cost functions c0 of the family which was 
established by Van Vliet et al. (2) to ensure existence and 
uniqueness of a multiple user class equilibrium were of the 
polynomial form: 

(1) 

where 
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Fa = the total flow on link a, 
da a constant representing fixed effects such as free 

flow travel time, 
b. a constant, and 

k (>0) a link independent constant. 

In the more general four user class model considered here, 
the same result of Van Vliet et al. (2) cannot be used because 
the properties were established only for the deterministic cost 
case, whereas here a mixture of stochastic and deterministic 
costs are used. Results established by Daganzo (12) may be 
used, however, for a similar (though more general) family of 
cost functions to those of Van Vliet et al., but for the case in 
which some of the classes may have stochastic costs. Then, 
in a similar way to Van Vuren et al., by applying the work 
of Daganzo, it follows that the equilibrium for our more gen
eral four user class model is guaranteed to exist and be unique 
(with respect to link flows and user class/link costs) for cost 
functions of the form in Equation 1. In this case, c0 is the 
actual link travel time for all drivers. In the assignment, how
ever, each class will be associated with a different cost: the 
unguided drivers making random perception errors with 
Equation 1 as the mean; the guided SUE drivers experiencing 
different random errors because of imperfect recommenda
tions, and so on; the guided SO drivers using marginal costs 
corresponding to the actual costs (Equation 1); and the guided 
UE drivers using the actual costs (Equation 1). That Dagan
zo's results may be applied to guarantee the above conditions 
on the equilibrium may be verified as follows. 

It is well known that a system optimal assignment in the 
one user class case with link costs c0 may be obtained by a 
user equilibrium assignment with marginal link costs c~ given 
by 

To obtain, then, the required routing pattern with actual link 
costs (Equation 1), the user class costs ca, for link a and user 
class i must be 

ca3 = da + (k + 1) [b.F~] 

where user class 1 consists of the unguided drivers, and the 
remaining classes are the guided drivers, following (respec
tively) UE, SO, and SUE routing; perceived costs are there
fore stochastic for user classes 1 and 4, and deterministic for 
user classes 2 and 3. It may be seen that the user class cost 
functions above are indeed of the form required to apply 
Daganzo's work. Furthermore, Daganzo's conditions require 
that the variance of the perceived journey time distribution 
is flow independent. This condition has been noted variously 
by authors investigating the single user class stochastic user 
equilibrium case: Sheffi and Powell (15), Daganzo (16) and 
Sheffi (17). In the last reference, Sheffi suggests-for a probit
based route choice model-the use of a standard deviation 
of link a perceived cost of 0c0 a, where C00 is the free-flow 
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travel time and 0(>0) is a constant. In the guidance model 
proposed here, normally distributed perception errors for the 
unguided drivers are used, but with a standard deviation of 
ec;JE, where c;'E is the travel cost for link a corresponding to 
a (deterministic) user equilibrium flow pattern for all drivers. 
This is preferred because it is more closely related to the idea 
that larger perception errors are made with larger travel times 
and greater congestion, rather than using the free-flow travel 
time which may be more related to the physical characteristics 
of the link (for example, an uncongested freeway would have 
a relatively large free-flow travel time and would thus counter
intuitively tend to result in large perception errors). The guided 
SUE drivers are modeled in the same way, except that their 
link travel time standard deviation is 'l'c;'E, where O < 'I' 
< 0 (i.e., guidance tends to reduce the size of the errors made 
by equipped drivers). The errors are distributed indepen
dently among user classes and among links. It is noted that 
this model is somewhat unrealistic in one respect, because the 
journey time prediction methods will tend to be more precise 
with larger levels of take-up-data on actual travel times 
relayed to the guidance system from the beacons will relate 
only to equipped vehicles, and so an increase in level of take
up will essentially lead to an increase in sample size. It would 
be expected, then, that the variance of the random errors 
would be a decreasing function of the level of take-up. Be
cause no suitable relationship of this kind was available, how
ever, it was necessary to retain the assumption of a constant 
error variance relative to the proportion of vehicles equipped. 

Finally, Daganzo proposes a solution algorithm for the mul
tiple user class equilibrium problem with stochastic costs, which 
is essentially an extension of the method of successive aver
ages, as introduced by Sheffi and Powell (15). Convergence 
of this algorithm to the equilibrium solution is guaranteed for 
the cost functions considered here. Daganzo's scheme was 
implemented as follows: 

1. Set f~9l = 0, a, i, where flt;l refers to the estimate of the 
equilibrium user class flows at iteration r. Set r = O. 

2. Calculate f:,<'l from 

p<r) = 'V J(~) - L.J a1 

and hence the costs clt;l corresponding to £(rl (V a, i). 
3. For each user class i 

(a) Sample a set of link error terms 0"' (V a) from the 
specified probability distribution, by a pseudo-randomi
zation process, and set 

(b) Perform an all-or-nothing assignment for this user class 
using the randomized costs Clt;l-yielding a set of user 
class link flows glt;l (Va) 

( c) Set 

flt;+ 1l = (1 - 1/r)flt;l + 1/rg~jl (V a) 

( d) Set 
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and recompute the costs corresponding to Fl'l-store again 
in clt;l (Va) -

(4) Set r = r + 1 and return to Step 2 until the predetermined 
number of iterations are complete. 

The main advantage of the guidance strategy described in 
the preceding may be seen to be that it anticipates the effect 
of rerouted traffic on travel times in the network, and in this 
way, directs traffic to one or more routes. It would be hoped 
that such an approach would be effective even with a high 
proportion of equipped vehicles (and this will be investigated 
for the test networks studied here). The single route strategies 
currently being considered for field trials [Von Tomkewitsch 
(18) and Belcher and Catling (19)] are likely, on the other 
hand, only to be of use when the proportion of equipped 
vehicles is small, so that rerouted traffic has only a relatively 
small effect on delays [see the earlier comments on the find
ings of Breheret et al. (7)]. Increasing the frequency at which 
such single route strategies are updated as the level of equipped 
vehicles increases is clearly one possibility, but there are lim
itations on this frequency imposed, for example, by the time 
it takes to communicate information from the beacons to the 
guidance system. In the future, then, as the popularity of route 
guidance grows, multiple route strategies are likely to be an 
essential component of the guidance system. 

A second notable feature of the model is that it supposes 
unguided drivers will respond to the new routes taken by the 
equipped vehicles, and will aim to choose new routes which 
minimize their personal (perceived) travel cost. Given that 
an equilibrium-based assignment is accepted here as a rea
sonable approximation to the long-term average route choice 
under steady state conditions, then the assumption seems nat
ural that unguided drivers will-in the long run-still seek 
minimum cost routes when guided drivers are in the network. 
It is recognized, however, that this is a strong behavioral 
assumption, neglecting any loyalty drivers might have had to 
their chosen routes before guided drivers were introduced 
[compare with Mahmassani and Jayakrishnan (14)], and would 
in any case be much more difficult to justify in situations where 
a frequently updated dynamic route guidance system was in 
operation. 

TEST RESULTS 

The guidance strategy was implemented using an adaptation 
of the simulation model SATURN (20) and the solution al
gorithm of Daganzo, as described previously. The two real
life networks considered were those of Weetwood (an area 
of Leeds) consisting of 70 zones, 104 intersections, and 440 
links; and of Barcelona consisting of 110 zones, 820 intersec
tions, and 2,547 links. The cost functions used were of the 
form of Equation 1, where k was given the value 5 for both 
ne_twor~s. (The two networks had been calibrated originally 
usmg different powers in the cost functions on different links
the value 5 was chosen as it was approximately the average 
of all these powers, in both cases). 

For each network, the guidance model was implemented 
under the following: 

1. Three different demand levels: 100 percent, 130 percent, 
and 160 percent of the observed origin-destination flows, cor-
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responding to an average network speed (before guidance) 
of approximately 15, 25 , and 35 km/h, respectively; 

2. Nine different levels of equipped vehicles: 0 percent , 5 
percent, 10 percent, 20 percent, 30 percent, 50 percent, 70 
percent, 90 percent, and 100 percent; and 

3. Three different routing criteria: with equipped drivers 
either all guided as a UE, all guided as a SO, or all guided 
as a SUE (with two different levels of error in this latter case). 

Finally, to decide upon a suitable value for a parameter 0, 
which determines the link travel time variances for the un
guided drivers, an idea from Breheret et al. (7) is used. For 
a number of values of 0, the average inefficiency /(0) is cal
culated by 

/(0) = 100 (p(0) - 1) % 

where 

(
0
) = Total system travel time under SUE(0) 

p Total system travel time under UE 

and where SUE(0) means an SUE assignment for the whole 
origin-destination matrix , with parameter 0. That is, assuming 
that drivers are aiming to follow a UE, /(0) is a measure of 
the average excess travel time incurred by their perception 
errors. 

For the purposes of this paper, for a given network, a value 
for 0 is then chosen which gives rise to an inefficiency of the 
order of 5 to 6 percent for each of the demand levels consid
ered. The reasoning behind this is that various studies have 
shown that the percentage wastage caused by drivers not ful
filling their objective of choosing the minimum time or min
imum distance route is of this order-for example, Lunn (21) 
estimated the average excess on all journeys in Great Britain, 
excluding commuter trips, to be at least 5 percent of total 
costs; Wootton et al. (22) arrived at figures of 4 to 6.5 percent 
indficiem:y; am! Jeffrey (13), f101H analyzing times and dis
tances corresponding to a sample of journeys made in the 
United Kingdom, concluded that the average inefficiency of 
drivers was around 6 percent. The use of inefficiency to build 
a suitable route choice model for unguided drivers is ap
pealing, in that it allows the calibration of the model against 
observed data (though in a very coarse manner). 

It should be emphasized here that although the use of inef
ficiency in this way appears to be a sensible one, it has the 
disadvantage that in specifying a value for 0, the system ben
efit of UE guidance at 100 percent take-up is directly deter
mined, and the benefits of other scenarios are clearly greatly 
affected by the value chosen. It means therefore that the 
model should not be used to infer absolute measures of the 
effects of route guidance; its purpose is to compare the effects 
of different levels of take-up, demand levels, routing strate
gies, and so on. 

The values of 1(0) for a number of values of 0 are given in 
Figures 1 and 2. For Weetwood, there is a clear pattern of 
an increased 1(0) with increased 0, or greater demand. The 
value 0 = 0.3 is chosen for the purposes of further investi
gation, giving an average inefficiency of 6 percent over the 
three demand levels. For the Barcelona network, the pattern 
is somewhat different, with much less difference between de-
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mand levels and with the possibility of 1(0) decreasmg with 
greater demand (demand level 1 showing greatest inefficien
cies). IL is still lhe case, however, that 1(0) is an increasing 
function of 0. The value of 0 = 0.4 is chosen for future study. 

There are two studies with which some comparison may be 
drawn on this point of modeling unguided drivers. Breheret 
et al. (7), in using a uniform error structure for perceived 
costs (with flow dependent range), found the relationship 
between inefficiency and spread parameter to be highly net
work dependent and demand dependent-because of this, 
and because they give no indication as to the size of the 
networks or the absolute levels of congestion, it is difficult to 
draw any further parallels with this work. Koutsopoulos and 
Lotan (11), on the other hand, used a very similar "before 
guidance" model to that considered here, the most notable 
disparity being their use of a flow dependent perception error 
variance of <!>ca( Fa). For their study on a network of a similar 
size to Weetwood, they used a value of<!> = 0.5, which gave 
rise to an inefficiency of around 4 percent (relative to the 
UE, <!> = 0, case) for the three demand levels considered . 

It is evident that quite large values of the spread parameters 
are required to give realistic inefficiencies. In one respect this 
is unappealing, since-as it makes sense to truncate the per
ceived travel time distributions at zero-the randomization 
may be biased (although for the values considered here the 
bias will tend to be very small). A factor of greater concern 
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is that in using the approach proposed in this paper to model 
unguided drivers, some of the deficiencies of the model in 
reproducing a realistic route choice criterion are contained in 
0. There is part of the inefficiency, therefore, which cannot 
be recovered by route guidance. In routing all guided drivers 
as a SUE, a third component (in addition to errors in the 
information used by the guidance system and the nonadher
ence of equipped drivers to the recommended routes), which 
contributes to the error terms, may be regarded as lack-of-fit 
of the model to the observed value of 6 percent inefficiency
the observed value was calculated by comparing minimum 
time routes with what drivers actually did, and so also ac
counts for drivers who were not intending to follow minimum 
time routes. 

The model was applied to the networks described , with 
unguided drivers modeled by a SUE with 0 = 0.3 for Weet
wood and 0 = 0.4 for Barcelona. From initial studies of the 
Weetwood network, it appeared that to obtain a reasonable 
degree of convergence , a large number of iterations would 
be required-the stopping criterion chosen was the comple
tion of 200 iterations. Although this may have been the case 
too for Barcelona, the size of the network meant that such a 
large number of iterations would be computationally prohib
itive, and so only 30 iterations were carried out in this case . 
The results are given in Figures 3 to 14. In the figures on 
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100 

system benefit (expressed in terms of total travel time, Figures 
3 to 5 and 9 to 11), each of the four strategies is represented
for example, the trend labeled SUE(0.2) refers to the strategy 
in which all equipped vehicles are guided according to a SUE 
with 'I' = 0.2. In the figures on individual benefits (Figures 
6 to 8 and 12 to 14), results relating to the UE (broken line) 
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and SO (continuous line) routing strategies only are given, 
with each separated into guided (star symbol) and unguided 
(square symbol) vehicles. So that, for example, in Figure 6 
the label "Guided (UE)" refers to guided drivers under the 
strategy in which all equipped drivers are guided as a UE
that is, case A in Table 1-and "Unguided (UE)" refers to 
unguided drivers under the same strategy. 

The first point to note is that in a small number of situations, 
there is evidence of strange behaviour-first, in Figure 5, for 
Weetwood at demand level 3 with 100 percent of vehicles 
equipped, the total travel time arising from SO routing is 
greater than that arising from UE routing, which clearly should 
not be the case. For Barcelona at higher demand levels (Fig
ures 10 and 11) a similar problem is evident-for example, 
in Figure 11, an assignment with 70 percent guided according 
to a SO routing gives a smaller total travel time than a 100 
percent SO routing. This point will be addressed further in 
the next section. 

For the system benefit (as measured by total travel time), 
it can be seen that for all of the routing strategies considered 
and for both networks, guidance offers an improvement over 
the base (no guidance) situation, for all levels of equipped 
vehicles and all demand levels considered. In all cases, the 
travel time saving becomes greater as the level of take-up 
increases (with one or two exceptions-see preceding com
ments on convergence), following an almost linear trend in 
the Weetwood case. Below a 50 percent take-up, the per
centage saving in total travel time tends to be higher with 
higher demand levels, although in all cases the differences 
between demand levels are not great. Concentrating specif
ically on the UE and SO routing strategies, Figures 3 to 5 
show that for Weetwood, the percentage saving in total travel 
time due to guidance increases with demand for most levels 
of take-up-for example, between 10 and 90 percent take
up, UE routing gives savings of 0.5-4.0 percent, 0.9-5.6 
percent, and 1.0-7.1 percent, respectively, for demand levels 
1, 2, and 3; SO routing, on the other hand, gives respective 
savings of 0.7-6.4 percent , 0.8-6.6 percent, and 0.8-7.0 per
cent. The differences between demand levels are, however, 
not great, and the same is true for the Barcelona network. 
In this latter case, though, there is a slight decrease in the 
benefits attainable at higher levels of take-up as demand in-

29 

creases (Figures 9 to 11)-the savings for 10-90 percent take
up are 0.9-6.0 percent, 1.2-5.5 percent, and 1.2-5.3 percent 
under UE routing for demand levels 1, 2 and 3 respectively, 
and under SO routing the respective savings are 1.5-8.5 per
cent, 1.5-7. 7 percent, and 1.8-5.8 percent. On the whole, 
for both networks, the pattern is as one may expect, with an 
increase in total travel time savings as decreases for SUE 
routing (down to 'I' = 0 for UE routing), all of these giving 
rise to larger total travel times than SO routing. 

For the benefit to individuals (the percentage decrease in 
average travel time with the guidance system in operation) , 
it may be seen that for a UE routing, equipped drivers are 
always better off with guidance. A striking feature is that this 
benefit is approximately constant for all levels of take-up
notably, the benefit is achieved at a very low percentage of 
equipped vehicles (in fact at 1 percent take-up, not shown in 
the graphs), and does not decrease notably at higher partic
ipation levels. From Figures 6 to 8, it may be seen that under 
UE routing, guided drivers save around 4 percent, 5 percent, 
and 6 percent respectively for Weetwood demand levels 1, 2 
and 3, whereas (Figures 12 to 14) the savings are around 8 
percent, 7 percent, and 6 percent for Barcelona demand levels 
1, 2 and 3. Under such a routing scenario, the change in travel 
time for unequipped drivers is always small relative to the 
benefit to guided drivers (always less than 3 percent, and 
usually less than 1 percent, with an actual disbenefit for the 
Barcelona network at demand level 1), although there appears 
to be slightly greater benefit to them as congestion increases 
from demand level 1 to demand level 3. In most of the sit
uations, the benefit to individual unguided drivers also tends 
to increase with level of take-up. 

With SO routing, there is a disbenefit to individual guided 
drivers on average, for lower levels of take-up (low being 
levels of equipped vehicles less than of the order of 10 to 30 
percent); for higher levels of take-up, on the other hand, 
guided drivers experience a saving in travel time which in
creases with level of take-up. Above 50 percent take-up the 
savings for equipped drivers under SO routing are 3 to 7 
percent for Weetwood and 5 to 9 percent for Barcelona, de
pending on level of take-up and demand level. The journey 
time saving for unguided drivers tends to be somewhat larger 
here than with UE routing, particularly at lower levels oftake
up, with guided and unguided drivers benefiting similar amounts 
at higher levels of take-up. 

Comparing the UE and SO routing strategies for both net
works, it may be seen that UE guidance will always benefit 
the equipped drivers most, with only limited benefits to the 
unequipped drivers, but giving rise to considerable system 
benefits. Not surprisingly, SO routing primarily benefits the 
unguided drivers-at the expense of the guided drivers-at 
lower levels of equipped vehicles. However, equipped drivers 
start benefiting too when their numbers increase. At the high
est levels of equipped vehicles (more than 50 to 70 percent), 
under such a routing strategy the guided drivers may even 
benefit more than the unguided drivers, despite being guided 
to minimum marginal cost routes. The system benefits of SO 
routing are higher than with UE routing, but may not warrant 
the disbenefits to equipped drivers at lower participation 
levels. 

In this paper, there has only been space to discuss a rela
tively small number of features of the guidance model; in 
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various other papers (23-25), a description of many other 
aspects is given, such as the effect on distance traveled; the 
performance in situations of unforeseen variability; the influ
ence of the reactions of unguided drivers; properties of the 
recommended routes ; and guided drivers' acceptance of SO 
advice. 

CONVERGENCR 

The simulations reported in this paper have used the com
pletion of a specified number of iterations of the solution 
algorithm as a stopping criterion . In this section , the aim is 
to briefly investigate the influence of this stopping criterion, 
particularly with respect to the problem results identified ear
lier. As examples, Barcelona demand level 3 (100 percent 
take-up) and Weetwood demand level 2 (5 percent take-up) 
will be considered under UE and SO routing. 

Although convergence indicators do not appear to have 
been proposed for use with Daganzo's algorithm, some work 
has been done in this area with the standard method of suc
cessive averages in the one user class SUE case. It is noted 
that a choice of indicator on the basis of similarity of link 
flows between iterations is not altogether straightforward, 
because the search direction is a random variable and the step 
size (l/r) is fixed (unlike, for example, the Frank-Wolfe al
gorithm for the deterministic UE problem)-a good discus
sion of this point is given by Sheffi (17). Sheffi and Powell 
(15) have, however, proposed an indicator/, for this problem: 

I = °"' s<rl/"° p<rl r L...uL.ia 
U ( I 

where for each link a, F~'> ands~» are, respectively, the sample 
mean and sample standard deviation of the flow estimates for 
that link on the last m iterations, for some user-specified m . 
The indicator was used as a stopping criterion (/, < 0.0005, 
with m = 5) for Barcelona demand level 3 with 100 percent 
take-up , for each of UE and SO routing ; the results at con
vergence were: 

UE 
so 

No. of ileralions 

25 
33 

Tola/ /ravel time 

28,836.0 
28 ,692.9 

The SO strategy now gives rise to a smaller total travel time 
than the UE one, needing a larger number of iterations to 
reach the same degree of convergence . Extending the defi
nition of !,, to the multiple user class case was then achieved 
by applying it to the total link flows; this makes more sense 
than studying the user class flows separately, since our results 
only guarantee uniqueness of the total link flows. For the 
Weetwood network with 5 percent guided (m = 5, I,, < 
0.00005), the results obtained were: 

UE 
so 

No. of iterations 

217 
203 

Total travel time 

4,088.5 
4, 113.4 

and the progress of the algorithm is illustrated in Figure 15 
(with respect to the indicator/,, and Figure 16 (with respect 
to total travel time). Although total travel times again appear 
to suggest a slower convergence for the SO strategy than the 
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FIGURE 16 Convergence with respect to total travel time 
(Weetwood, S percent guided, demand level 2). 

UE strategy, this is not apparent in the indicator !,,, and in 
fact the algorithm under SO routing is terminated before that 
under UE routing. The same problem encountered with the 
fixed number of iterations case is evident here, with SO rout
ing giving rise to a higher total travel time than UE guidance . 
Because of this inconsistency in the performance of the in
dicator (other scenarios tested reinforced this inconsistency), 
it was decided to retain the stopping criterion of a fixed num
ber of iterations, although this is clearly an area in which 
more work is needed . 

CONCLUSION 

A model of a route guidance system has been proposed in 
terms of a multiple user class equilibrium assignment, with 
vehicles divided into equipped and unequipped classes, the 
former being subdivided further dependent on the routing 
criterion used and the quality of the information supplied. 
Guidance is used to route vehicles either to a user equilibrium 
or to a system optimum flow pattern, assuming that without 
guidance drivers aim to follow a user equilibrium but fail to 
do so because of perception errors in their evaluation of travel 
times . Furthermore, unequipped drivers are assumed to re-
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spond to the new route choice of guided drivers, and seek a 
new user equilibrium routing. 

For cost functions of a particular polynomial form, it is 
shown that such routing strategies, in combination with the 
route choice of unequipped drivers, are guaranteed to lead 
to a unique and stable equilibrium flow pattern with respect 
to total link flows. 

The main advantage of such an equilibrium-based strategy 
is that it spreads the traffic between multiple routes on each 
origin-destination movement, and so would be expected to 
lead to effective guidance even when a high proportion of 
drivers are equipped with a guidance device. The test runs 
on two real-life networks were used to investigate such a 
property, as well as the performance of the strategies in sev
eral different scenarios. It was seen that both user equilibrium 
and system optimal guidance generally reduced the total sys
tem travel time, the benefit being an increasing function of 
the level of take-up. The level of congestion appeared to have 
less effect on the benefits than the percentage guided, al
though there was some indication of slightly greater percent
age savings in more congested situations below 50 percent 
take-up. 

Under UE routing, individual guided drivers experienced 
a significant reduction in average travel time, this being ap
proximately constant (on the order of 5 percent, varying with 
demand level) for all levels of take-up . Unguided drivers also 
tended to benefit from such guidance, but always to a much 
lesser degree than guided drivers (usually less than 1 percent 
reduction in average travel time); their savings tended to in
crease as the percentage of equipped drivers or the level of 
congestion increased. 

SO routing was found to lead to a slightly greater reduction 
in total travel time than UE routing, particularly in the least 
congested scenarios. The effects on individual groups of driv
ers are, however, quite different in the two cases. SO routing 
was seen to primarily benefit unequipped drivers, significantly 
improving their position in comparison with UE routing. At 
lower levels of take-up (10 percent or less) this saving tends 
to be at the expense of equipped drivers, who may experience 
an increase (of as much as 5 percent in the extreme) in average 
travel time due to guidance. For higher levels of take-up , 
equipped drivers will benefit too from SO routing, with the 
saving in average travel time growing in similarity (lending to 
the order of 5 percent) as the level of take-up increases . 

In terms of future research, if the model proposed here is 
to be used further there is a need to determine a suitable 
convergence indicator for the solution algorithm-possibly 
on the basis of development of an objective function for the 
problem, or on a "gap" function monitoring route-based 
properties-to overcome the problem of apparently different 
convergence rates of UE and SO routing. 

There is also a need for a better modeling both of unguided 
drivers-in particular, their response to the implementation 
of route guidance-and of guided drivers, with quite different 
reactions likely to occur when system optimal as opposed to 
user equilibrium routing is recommended. Furthermore, re
lationships are needed between the level of take-up of guid
ance and the level of errors in the journey time prediction 
algorithms, the latter tending to decrease as the sample from 
which the prediction is made (i.e., the guided drivers) in
creases in size. 
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Taking a wider view, the limitations of the model used here 
have to be recognized; the strategies have been assessed in a 
steady-state framework, under long-term average network 
conditions and demand. Under a rolling program of research 
funded by the Science and Engineering Research Council of 
Great Britain, Fundamental Aspects of Full-Scale Dynamic 
Route Guidance, one strand of the work being carried out at 
Leeds is a fundamental assessment of network models, with 
an emphasis on the representation of dynamics, variability, 
and driver behavior. The specification, and subsequent de
sign, of such a model is seen as an important stage in the 
future evaluation of route guidance systems. 
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New Dynamic Model to Evaluate the 
Performance of Urban Traffic Control 
Systems and Route Guidance Strategies 

M. J. SMITH AND M. 0. GHALI 

A dynamic assignment/control model for evaluating urban traffic 
control schemes and route guidance strategies is described in this 
paper. The model, which has been developed recently at the 
University of York, United Kingdom, uses the dynamic assign
ment program CONTRAM. For each fixed road network , subject 
to a given overall pattern of dynamic demand, the model currently 
evaluates all eight possible combinations of (a) four responsive 
traffic control policies, and (b) two route-guidance strategies. The 
model assumes that the route-guidance is accurately obeyed. The 
model gives results for all required demand levels. Preliminary 
results of applying the model to one artificial network and one 
realistic network are also presented. Further extensions are in 
hand to take some account of (a) drivers' variable compliance 
with guidance, (b) the effects of different traffic signals following 
different control policies, and (c) drivers' ability to select their 
own departure time. At the moment, the model requires that the 
road network is fixed, and does not seek to mimic the dynamics 
associated with the beginning and end of an incident. Good com
munications with drivers will help to ensure that the guidance 
advice is obeyed; but for system-optimal-like guidance strategies 
a supportive, well-communicated, road pricing system may also 
be necessary to obtain such obedience. The model described here 
will clearly be useful for assessing the consequences of different 
road pricing strategies in a dynamic setting. 

A dynamic assignment model to evaluate traffic control sys
tems and route guidance strategies is needed. The perform
ance of urban road traffic networks is of major importance 
for travelers, nontravelers, transportation engineers, and town 
planners . Yet there is currently no computer model which is 
trusted to provide realistic estimates of traffic network 
performance . 

Current simulation programs (such as NETSIM) accurately 
represent small-scale interactions but do not model route
choice decisions and, on the other hand, most current as
signment programs do not have accurate, dynamic, simula
tions of the detailed interactions between traffic flows and 
signal controls at junctions ; nor do they allow a range of 
control systems. 

It is clear that, in reality, network performance depends on 
both network-wide properties and on the intimate detail of 
particular junctions including the effects of traffic control, at 
least in part because both affect the routing decisions of driv
ers. So there is no escape from the need to somehow estimate 
the networkwide effect of local interactions (including re
sponsive control and drivers' route choices) if network per
formance is to be accurately estimated. 

Department of Mathematics, University of York, Heslington, York 
YOl SDD, United Kingdom. 

Recent attempts to study the benefits of route guidance 
have made this need more clear and more urgent; the Eu
ropean DRIVE project is now sharply feeling the lack of a 
reliable, reasonably fast, network model which can test var
ious control and routing strategies in a realistic , dynamic, 
setting. 

While the need for a good dynamic assignment model has 
been highlighted by the particular current wish to evaluate 
dynamic route guidance strategies, such a model is also es
sential if we are to evaluate responsive traffic control systems 
even if route guidance is not involved. Responsive control 
systems, without route guidance, are becoming increasingly 
sophisticated and increasingly used; a thorough scientific eval
uation of these systems is very Jong overdue. The only way 
to perform such an evaluation is by using a good, flexible, 
dynamic, control/assignment program. 

Mahmassani et al. (1) acknowledge the difficulty of as
sessing the likely performance of a real urban traffic network; 
they suggest that "the complex interactions in a traffic net
work effectively preclude the analytic derivation of macro
scopic network-level relationships from the basic principles 
governing microscopic traffic behaviour . . .. " Mahmassani 
et al. proceed to outline an approach to network modeling 
using Herman and Prigogine's (2) two-fluid theory of town 
traffic, and give some results of simulation experiments. These 
authors acknowledge the limited nature of their experiments, 
which do not allow for either drivers' route choices or the 
detailed influences possible with modern responsive control 
systems. 

A new dynamic model for assessing traffic control system 
and route guidance strategies is described in this paper. This 
model has been obtained by extending the dynamic assign
ment program CONTRAM (3-5), developed in 1978 by 
the Transport and Road Research Laboratory in the United 
Kingdom. 

THEORETICAL BACKDROP 

The need to take account of the effect of control on assign
ment was pointed out by Allsop (6). Smith (7-10), Smith et 
al. (11) and Smith and Ghali (12) have studied the theory 
involved when control and assignment are combined, and 
Heydecker (13) has pointed to some difficulties which arise 
when detailed models of junctions are incorporated into an 
assignment model. Throughout this theory demand is sup
posed to be steady as time varies. 
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Smith and Ghali (14) present some control/assignment re
sults for a gently rising rush hour and a new theoretical ap
proach to dynamic assignment with fixed signals. The dynamic 
assignment theory is severely limited by the assumptions needed; 
nonetheless the authors are not as pessimistic as Mahmassani 
et al. 

RECENT TECHNOLOGICAL ADVANCES AND 
THEIR IMPLICATIONS FOR NETWORK MODELS 

Traffic control systems that respond cleverly and rapidly to 
existing traffic flows and queues are now capable of being 
provided. Using new communication methods, it is hoped that 
the ability to respond to the needs of individual travelers will 
come soon; by giving route guidance, or by choosing signal
settings which are appropriate for certain routes, for example. 
And the practicality of road pricing has increased dramatically 
as a consequence of "smart cards." 

But these technological opportunities have not been matched 
either by a corresponding improvement in our understanding 
of road traffic networks or by corresponding developments 
in the computer modeling of traffic networks; there is a sub
stantial risk that technological solutions to urban congestion 
will be designed with an inadequate theoretical background, 
and imposed on real-life networks without proper evaluation. 
Indeed it is likely that some technologically sophisticated traffic 
control schemes are now aggravating the congestion which 
they were designed to reduce! It would surely be best to 
reduce-or even eliminate-the possibility of this happening 
with route-guidance; by immediately (a) ensuring the devel
opment of a sound theory, and (b) developing a good dynamic 
traffic assignment program. 

DESIGNING AND TESTING A TRAFFIC 
CONTROL SYSTEM 

The obvious way to test the networkwide effect of an urban 
traffic control scheme is by using computer programs. The 
lack of an appropriate network model means that such tests 
are currently impossible; and so control systems are often first 
tested on the real-life road networks themselves. [See Hol
royd, et al. (15), Holroyd and Robertson (16), Tarnoff (17), 
and Henry et al. (18), for example.] Such tests are expensive, 
and (at least when the network is congested) are difficult to 
interpret because of demand and other changes which, in real 
life, cannot be controlled, and have major effects. Moreover 
the results of these tests have often been negative, and some
times very negative, at least when congestion is severe. 

The neeu lo conlrol cerlaiu aspects of the problem even 
during computer tests has recently led to the creation of an 
option which fixes certain demand and routing aspects of 
NETSIM; without such options meaningful control experi
ments become difficult and essentially unrepeatable. Such 
options, fixing certain aspects of the problem while the effect 
of varying others is studied, cannot exist in real life! 

Assuming that we wish to create a computer program which 
models a particular road traffic network with particular traffic 
signals and a specified dynamic demand; the central questions 
we seek to answer arc: 
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1. For a given control response, what dynamic traffic flows 
will occur? 

2. How should traffic signals respond to changing traffic? 

Question 1 is a problem of prediction, given a specified control 
system operating in a specified way. Question 2 will also apply 
to a particular network equipped with particular control fa
cilities; hut this question is far more open-ended than Ques
tion 1; designing a good control response is far harder than 
predicting the outcome of a specified response. It is essential 
that Question 2 is answered if good control systems are to be 
designed. 

DESIGNING AND TESTING A TRAFFIC 
CONTROL/ROUTE GUIDANCE SYSTEM 

If dynamic route guidance is considered as a possibility for 
influencing road traffic, Questions 1 and 2 become 

1'. For a given control response, and a given route-guidance 
strategy, what dynamic traffic flows will occur? 

2'. How should traffic signals and routing advice respond 
to changing traffic? 

If the signals and the route guidance are intended to react 
quickly to current traffic conditions, then Question 2' requires 
a rapid response. This will be the case, in particular, if re
sponse to an incident is to be provided. None of these ques
tions can be answered convincingly now because (a) the re
quired theory is insufficiently developed, and (b) the tools 
necessary to study congested network performance, by using 
simulation on computers, do not exist. 

The Sharp Questions 

While the main function of Science is to explain and predict, 
an important function of mathematical models is to pose "sharp 
questions." Answers to Questions 1 and l' will clearly be 
fulfilling the main function to some degree-but Questions 
2 and 2' are sharp questions that require the careful devel
opment of a theory as well as the careful development of a 
rigorous dynamic model to test the theory. Sharp questions 
are important because they force one to try to get to the heart 
of the matter. The theory of traffic control and route choice 
in a dynamic setting is currently in a very underdeveloped 
state, and an appropriate dynamic network model involving 
both route-choice and traffic control does not exist. 

Requirements of a Traffic Control/Route Guidance 
Network Model 

For any specified network it would be sensible to use the 
network model so as to determine (traffic control policy, route
guidance strategy) pairs which produce good results, on the 
particular network, when taken together. [The new modifi
cation of the CONTRAM program allows this to some degree. 
As currently formulated, the program shows the conse
quences of a (control policy, route guidance) pair on the 



Smith and Ghali 

assumption, at the moment, that the route guidance is 
obeyed.] 

If the model is really very fast, and includes a reasonable 
estimate of drivers' reaction to guidance, then the model could 
be used for on-line control and guidance; otherwise (and this 
is certainly the only hope at the moment) the model should 
be utilized off-line to generate a library of (traffic control 
policy, route guidance strategy) pairs and hence a library of 
(control, guidance) plans which are selected on-line in the 
light of current traffic conditions. 

TWO EXISTING MODELS 

There are two network models which have been used for 
assessing traffic management schemes in the United King
dom. Both attempt to embrace both local detail and the net
workwide assignment of traffic to routes according to rea
sonable route-choice principles; they are called CONTRAM 
and SATURN (19). Broadly speaking, SATURN captures 
the variety of local junction interactions better than 
CONTRAM, while CONTRAM has a more accurate repre
sentation of drivers' route-choice decisions in a dynamic, rush
hour, context. Of course, it is plain that in designing an as
signment model which represents both junction detail and the 
dynamics of route-choice, some compromises have to be made. 
An extremely detailed dynamic assignment model with ex
tremely precise local detail would, in the current state of the 
traffic modeling art, have an impossibly long running time on 
large realistic networks. In trying to improve upon current 
models it must be borne in mind that there are some theo
retical problems which arise when accurate junction detail is 
included in a traffic assignment model: with certain junction 
delays assignment algorithms may not converge, and may also 
converge to different answers if the process is begun at dif
ferent starting points; see Heydecker (13) . 

Neither CONTRAM nor SATURN, as they stand, is able 
to answer Question 2' very well because both lack the flexi
bility to represent various control options conveniently and 
both have only one routing principle. Nonetheless both 
CONTRAM and SATURN have been used to test various 
route guidance scenarios; Breheret et al. (20) and Smith and 
Russam (21) used CONTRAM to assess, respectively, the 
likely benefit of (a) guiding drivers along their best routes 
accurately, and (b) using AUTOGUIDE in London. Van 
Vuren and D. Watling, in a paper in this Record, have used 
SA TURN model to estimate the likely benefits of route guid
ance under a variety of circumstances. These studies both 
required detailed changes to the standard program. 

In the work at the University of York CONTRAM was 
modified so that is can deal with a variety of control policies 
and a variety of route-guidance possibilities . It is hoped that 
the extended model will be used to test a whole spectrum of 
(traffic control policy, route guidance strategy) combinations. 
In this paper first results are given; the methods are more or 
less readily applicable to most real-life networks, although at 
this stage the model assumes that route guidance is obeyed. 

Charlesworth (22) obtained similar control results in 1977 
by linking a well-known steady-state assignment program to 
the TRANSYT signal optimization procedure. Although the 
dynamic assignment program CONTRAM and different sig-
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nal optimization procedures are used in the present research, 
the basic idea is similar to that suggested by Allsop and em
ployed in Charlesworth's paper. 

CONTRAM 

CONTRAM is a dynamic assignment model which represents, 
in a realistic manner, queueing delays as they vary in time 
and the routing changes which these time-varying delays are 
likely to cause. CONTRAM contains an option for setting 
the traffic signals according to a natural equisaturation policy, 
as well as a fixed-time option in which program users specify 
fixed signal settings. The program finds the dynamic flow 
pattern in which all drivers are using their least-time routes. 
This flow pattern will be called a user-equilibrium. Thus for 
any fixed signal-settings CONTRAM finds the user equilib
rium consistent with these fixed settings; or alternatively 
CONTRAM finds the user-equilibrium consistent with a nat
ural equisaturation policy. Having found the user equilibrium, 
CONTRAM prints out many figures which indicate the per
formance of the network. Much information about CON
TRAM is contained in three reports, by Leonard et al. (3), 
Leonard and Gower (4), and Taylor (5) published by the 
Transport and Road Research Laboratory (in the United 
Kingdom). 

New CONTRAM Extensions 

In this paper we outline some extremely recent modifications 
and extensions of CONTRAM carried out at the University 
of York, United Kingdom. These allow the user to estimate 
the performance of traffic networks under a somewhat wider 
variety of (traffic control policy, route guidance strategy) com
binations . We shall also give some results of applying our new 
version of CONTRAM to one artificial and one realistic 
network. 

We have modified CONTRAM to accommodate 

• A second route-choice strategy, and 
• two further control policies . 

The route-choice principle is that, perhaps because they are 
guided, drivers choose to travel along routes whose links have, 
in total, the least local marginal cost. Here the local marginal 
cost of traversing link i, beginning at some time t, is the 
additional cost caused to all users of this particular link by 
one additional vehicle entering this link , at this time; assuming 
that the signal-settings (and other drivers' route-choices) re
main fixed. These routes do not cause least increase in the 
total travel time spent on the network; they are not routes of 
minimum marginal cost-they are routes of minimum local 
marginal cost. If the signal settings are fixed, the flow pattern 
which CONTRAM then calculates will be called a local 
system-optimal flow pattern for those fixed signal-settings. 

The two further control policies are P0 and local delay
minimization. The policy P0 is introduced and discussed fur
ther in Smith (7-10). Operating in a steady-state context, the 
policy P0 maximizes the capacity of a network (provided cer
tain natural conditions are met). 
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The local delay-minimization policy minimizes delay at each 
junction for the dynamic flows which currently impinge on 
that junction. (The policy does not minimize delay for the 
network because it ignores two effects of a control change at 
the "current" junction. First, it ignores changes in the flows 
impinging on downstream junctions arising from changes in 
the throughput at the current junction. Second, it ignores 
routing changes as drivers react to changed travel times.) Our 
local delay-minimization policy chooses green-times which 
maximize throughput at each junction on the assumption that 
the junction is isolated. 

Table 1 summarizes the (traffic control policy, route guid
ance strategy) combinations that can be studied with the pro
gram. Of these eight combinations only two come with the 
original CONTRAM. On the other hand, some of these com
binations are unnatural and so would not be of much interest. 
We can also model mixtures in which some vehicles follow 
the user-equilibrium strategy and some follow the local system 
optimal strategy, and in which some junctions are controlled 
according to one control policy and some are controlled ac
cording to another. Furthermore, a spectrum of routing strat
egies between local system optimal routing and user equilib
rium routing and a similar spectrum of control policies can 
be modeled. These possibilities allow the estimation of the 
likely consequences of only partial driver and signal compli
ance with the guidance strategy and the control policy re
spectively. Plainly, a truly vast spectrum of control/routing 
possibility is opened up, although not all combinations are of 
interest. 

Modeling Assumptions and Their Relevance 

As far as current results are concerned, the road network, 
including such items as the lane markings and saturation flows, 
is regarded as fixed; so incidents are not being modeled di
rectly at the moment. All the results here are concerned solely 
with the minute-to-minute and day-to-day interaction be
tween the control system and the routing strategy, assuming 
that network characteristics stay the same and any guidance 
is accurately obeyed. We shall primarily be concerned with 
this interaction when there is significant or severe recurrent 
congestion on at least part of the network. 

The results involving local system optimal routing will be 
most relevant if a supportive road pricing system is either in 
force or being contemplated. But these results are also rel
evant if guidance is related to an incident or special event on 
the network which (a) renders drivers' knowledge of the net-
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work ineffective, and (b) creates a more urgent need to max
imize effectiveness. Nonetheless in this paper no incident re
lated results are presented, and the road pricing issue is not 
commented upon. The model would perhaps be useful if the 
network is changed for a significant period of time by an 
incident; as it could be applied to this altered network. But 
at the moment the model does not apply to the transient 
dynamics which immediately follow the beginning and the end 
of an incident. 

Here the departure times of vehicles are supposed given. 
The program was extended further to allow for the ability of 
drivers to choose their departure time in the light of antici
pated congestion and their desired time of arrival. 

RESULTS 

In presenting the results we have chosen to imitate the graph
ical form of the ordinary single link cost flow function; but 
here we draw a graph of total travel cost (or time) as the 
demand level increases. To obtain the graphical results, first 
a network, a control policy, a dynamic demand, and a (con
trol, routing) pair are chosen. Then, for a proportion p of the 
fixed demand, the modified CONTRAM model is used to 
determine the dynamic (traffic control policy, route guidance 
strategy) pair which satisfies both the route-choice strategy 
(user equilibrium or local system optimal) and the control 
policy (fixed-time, equisaturation, P0 , or local delay
minimization at the moment). Then the total travel cost (or 
time) incurred is calculated for this proportion p. Finally we 
have increased the demand level p from 0 to 1, in steps of 
0.1, and plotted the total cost as a function of p, joining the 
ten data points by a smooth curve. 

In the results presented in the next subsection, the equi
saturation policy and the local delay-minimization policy are 
called equisat and delmin, respectively. 

First Realistic Results 

These are summarized in Figures 1 and 2. For each demand 
level there are eight possible total costs according to the (con
trol policy, routing strategy) combination employed. (Some 
combinations are of little interest.) For an increasing sequence 
of time-varying demands, the number of vehicle minutes spent 
for each control/routing combination is shown. The results 
suggest that on this network local system optimal route
guidance, if totally complied with, together with either of the 

TABLE 1 TABLE SHOWING THE (CONTROL, GUIDANCE) PAIRS WHICH 
CAN BE TESTED DY (a) THE ORIGINAL CONTRAM PROGRAM, AND (b) 
THE NEW EXTENDED VERSION OF CONTRAM 

CONTROL 

POLICY 

Fixed time 

Equisaturation 

Local delay minimisation 

GUIDANCE STRATEGY 

User equilibrium Local system optimum 

CONTRAM Extended CONTRAM 

Extended CONTRAM Extended CONTRAM 

Extended CONTRAM Extended CONTRAM 

Extended CONTRAM Extended CONTRAM 



Smith and Ghali 

- ·-·-······--·-· .. --·-- EQUISAT 
J-------DELMIN 

Z l.OES 1?0 
H - - -- --- -FIXED 

::<: 
:r: 
ril 0 . 8ES 

c. 
E-< 0 . 6E5 
UJ 

0 

u 

...:! 

..: 
E-< 

0.4E5 

0 0.2E5 

E-< 

0. 4 
E M A N 0 

0. 0. 8 
L E V E L p 
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and four control policies. 
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FIGURE 2 Performance with local system optimal 
routing and four policies. 
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two familiar policies, may be expected to reduce total travel 
times by at least 20 percent; and that the control policy (with 
no route guidance) may be expected to cause the total travel 
time to vary by about 10 percent. The equisaturation policy 
is a natural extension of the well-known Webster's method 
to our current case in which there are queues . It is the exist
ence of these results which holds promise for the future; the 
actual results presented here are relatively unimportant
they derive from one undoubtedly unrepresentative network. 
Here only these further observations on this example are 
made: 

1. The performance of the equisaturation policy improves 
dramatically under local system optimal routing. 
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2. Local delay minimization is the best control policy with 
both routing assumptions. 

The most important feature of these results is their existence; 
bearing in mind that they derive from a pretty realistic dy
namic model of a realistic congested road network. The net
work is shown in Figure 3; a much altered part of a town in 
England ; and the stage structure of some junctions is shown 
in Figure 4. 

0 ORIGIN/DESTINATION 

FIGURE 3 Network geometry. 
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FIGURE 4 A selection of signal stages. 
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Results Obtained Using an Artificial Network 

In these tests only user-equilibrium routing was considered. 
Figure 5 gives the network geometry: the unlabeled junctions 
are signal-controlled and those marked Fare fly-overs or very 
large junctions offering, on average, zero or very slight hin
drance to traffic flow. Two different choices for the unlabeled, 
controlled, junctions were considered. In the first, all eight 
signalized junctions are identical and symmetrical; the results 
are shown in Figure 6. In the second, each central route is 
far wider (in fact six times wider), at the signalized junctions, 
than the outer eight routes. The results here are given in 
Figure 7. With symmetrical equal junctions, P0 and the equi-

FIGURE 5 An eight signalized-junction artificial network. 
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FIGURE 6 Performance of the network when the 
signalized junctions are symmetrical. 
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FIGURE 7 Performance of the network when the 
signalized junctions are unsymmetrical. 

saturation policy are identical and so give the same perfor
mance, and local delay-minimization is much worse; with the 
wide central route, P0 and local delay minimization have sim
ilar performances and the equisaturation policy is much worse. 
The results shown in Figures 6 and 7 suggest that the com
parative performances of different control policies are likely 
to be highly dependent on the detailed structure of the net
work being considered. 

CONCLUSION 

Performance estimates, summarized in Figures 1 and 2, for 
all eight combinations of four traffic control policies and two 
ronting strategies (on a realistic network) using our extensions 
to the CONTRAM dynamic assignment program were ob
tained. The results suggest that, for this network and a rigid 
demand, performance gains due to signal control policies are 
likely to be of the same order of magnitude as performance 
gains deriving from route guidance (with road-pricing). The 
results for the artificial network suggest that the best signal 
control policy will probably depend on the network being 
considered: judging by these results alone, it is unlikely that 
a single best control policy exists. The central conclusion is 
that CONTRAM, together with the extensions described here, 
is likely to be a very useful tool for assessing the performance 
of signal-controlled road networks whether route guidance is 
involved or not. In Figures 1 and 2 each graph represents 10 
data points (1 for each demand level); each dala poinl Jerives 
from one CONTRAM assignment/control equilibration; and 
CONTRAM uses 13 time slices. So these eight graphs rep
resent about the same information as that obtained in 10 x 
13 x 8 = 1,040 static assignments. 
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Special-Purpose Parallel Computer for 
Traffic Simulation 

H. J. M. VAN GROL AND A. F. BAKKER 

Traffic simulations are widely used for long- and medium-term 
forecasting of traffic. Now-a-days, with the growing problem of 
queues during rush hours, the demand arises for dynamic traffic 
management and, therefore, short-term forecasting. Apart from 
the need for new, adapted dynamic assignment models the second 
important part in thi~ new develoµmeul is the 1e4uiieu wmµu
tational power. Most commercially available computers are un
able to produce an accurate forecasting for the next 5 to 30 min. 
within the desired time and budget. Analysis of existing assign
ment models and their most time consuming part-shortest path 
finding-has shown that the main structure of the models can be 
parallelized. The use of parallelism thus seems apparent. Several 
general purpose parallel computers, such as N-cubes, are com
mercially available. However, apart from being more expensive, 
they loose a large part of their expected performance by the 
amount of necessary interprocessor communications. Addition
ally, the programming of such computers has turned out to be 
more difficult than expected. A simple linear array of typically 
16 processors, the so called Linear Processor Array (LPA) is 
proposed. This one-dimensional parallel computer with high-speed 
buffered interconnections between each pair of neighboring pro
cessor boards, parallel accessible by both a control board and a 
general-purpose host computer, forms a transparent concept for 
the programmer. The optimally configured boards together with 
the high speed intercommunication allow a cost/performance 
improvement factor of 100 compared with a minisupercomputer 
like the Convex Cl. LP A should be a powerful tool for future 
developments of on-line traffic control, route guidance, ramp 
metering, among other things. 

Many transportation planning and control activities involve 
traffic simulations for medium- and long-term forecasting. 
The existing models are efficient enough to do this within the 
desired time. With larger networks, the simulation time in
creases rapidly. Furthermore, with the growing importance 
of dynamic traffic management (because building new roads 
is considered not to be a desired solution anymore), the de
mand for short-term forecasting grows. Existing models do 
not meet these demands, neither in time nor in accuracy. 

Apart from the development of new adapted dynamic as
signment models, the time constraints require thought about 
the necessary computing power. With most commercially 
available computers it is not possible to produce an accurate 
forecasting for the next 5 to 30 min within the desired time 
and budget. The use of special-purpose computers will open 
ways to a desired solution. 

A cost-effective answer to this problem is given in this 
paper. To start with, the existing assignment models and the 
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development of the new dynamic models will be investigated. 
This will lead to a simplified representation of assignment 
models in which the algorithm is analyzed to find possible 
optimizations. It will be shown that the main structure of the 
models can be parallelized. After a short discussion about the 
use of general-purpose computers and an introduction to 
special-purpose computers, the use of special-purpose hard
ware for traffic routing problems will be discussed. This will 
lead to the proposed Linear Processor Array (LPA), which 
will be explained in detail. Finally, some preliminary results 
will be presented and the expected performance improvement 
will be given in conclusion. 

TRAFFIC SIMULATION MODELS 

Traffic simulation models or, more specifically, network as
signment models have evolved from the simple, static assign
ment models (all-or-nothing assignment) to the more complex 
dynamic assignment models (three dimensional assignment 
model). In the past, the models have mainly been used for 
long- and medium-term forecasting and have played an im
portant role in transportation development schemes. Long 
computations are manageable in these cases. The computa
tion time, however, will grow rapidly with more complex 
models, larger networks and so on. A third important objec
tive, short-term forecasting, has recently gained attention. 
Short-term forecasting is used for dynamic traffic manage
ment, which deals with on-line networkwide traffic control, 
route guidance, and ramp metering, for example. Short-term 
forecasting, in the range of 5 to 30 min, will impose a time 
constraint on the simulations. All together there exist enough 
reasons to justify a search for methods to speed up the cal
culations. Improvements can be made on both the algorithm 
side and the computer side. In the remainder of this paper 
possible improvements on the algorithm side will be concen
trated on. 

First, the collection of assignment models will be looked at 
to find a generalized form. Although the reader will be fa
miliar with the models, they will be summarized. 

Categorization of the Models 

The simplest model is the all-or-nothing model. This model, 
however, does not take into account the multiple routes dif
ferent travelers, from one origin-destination (0-D) pair, take 
in reality; nor does it take into account the load dependence 
of travel times or time dependence in general. The remaining 
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models can be split into three categories, on the basis of their 
resolution of these three deficiencies. The corresponding al
gorithms are, respectively , the stochastic, the equilibrium, 
and the dynamic assignment algorithms. A few examples of 
each category will now be listed. 

Stochastic Assignment 

The principle of stochastic assignment is to simulate the route 
choice by assuming the traveler does not have perfect knowl
edge about his route. There are two essentially different sto
chastic assignment methods. The first one iteratively performs 
all-or-nothing assignments on the basis of randomly adjusted 
arc travel times. The assignment at each iteration is a fraction 
(1/number of iterations) of the total assignment. The maxi
mum number of possible routes between one origin and des
tination is equal to the number of iterations. The second 
method consists of only one or two iterations but results in a 
large number of taken routes . Both methods have been de
scribed in detail in Van Vliet (1) . These methods are mainly 
used in noncongested networks. 

Equilibrium Assignment 

In this category, the travel times depend on the traffic load. 
Multiple routes are found at equilibrium. The equilibrium is 
based on the principle of Wardrop (2): "The traveltimes of 
all used routes between an origin and a destination are equal 
to or smaller than the traveltimes of the unused routes. No 
traveler can shorten his journey by switching to another route." 
There are several ways to reach the equilibrium: methods 
with a theoretical background and more ad hoc methods. The 
practical difference is the number of iterations necessary to 
reach the equilibrium and the amount of work in each iter
ation. At the end of each iteration travel times are recalcu
lated. Methods include 

•Equilibrium: the equilibrium assignment is computed us
ing optimization techniques. At each iteration the old assign
ment is compared with a new all-or-nothing assignment. The 
resulting assignment is the optimal weighting between these 
assignments. This is done until no significant improvement 
can be made. 

• Capacity restraint: the network is iteratively loaded and 
unloaded, according to a predefined recipe. 

• Fixed demand incremental: the network is iteratively loaded 
with a decreasing amount 1/(i + 1), where i is the iteration 
number. 

Dynamic Assignment 

Instead of observing the assignment in one time interval , as
suming the total amount of traffic on a route to be evenly 
spread along the route, time aspects are taken into account. 
In other words, by dividing the observed interval into a num
ber of periods, travelers are only contributing to the load of 
an arc in the period in which they are really using it. Since 
travelers do not start their journey all at once, the 0-D matrix 
is defined for each period separately. 
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One dynamic assignment method is described by Hamerslag 
(3,4). For each period an all-or-nothing assignment is com
puted, resulting in an all-or-nothing assignment in three di
mensions (time and space). Techniques from the previous 
categories are used to find a realistic assignment. The number 
of iterations, required in the former algorithms, is now mul
tiplied by the number of simulated periods. This method can 
realistically simulate traffic in congested networks. It is pos
sible to simulate temporary decreasing capacities caused by, 
for instance, accidents or ramp metering. 

Summary 

It can be concluded that all algorithms are repetitive all-or
nothing assignments. The workload (computational load) comes 
almost entirely down to the all-or-nothing assignment. To 
speed up the computation, optimizing the all-or-nothing 
assignment must be concentrated on. 

The All-Or-Nothing Assignment 

The all-or-nothing assignment, as the name suggests, assigns 
"all" traffic to a single shortest route and "non" to the others. 
It will, therefore, compute the shortest path between each 
0-D pair and assign the associated amount of traffic to each 
consecutive arc along that path. 

# Compute the all-or-nothing assignment 
for each 0-D pair in the network { 

Compute the shortest path between origin and destina
tion 

Assign the path 

It is more efficient to calculate shortest path trees (spt's), 
because the corresponding parts of the shortest paths from 
one origin to several destinations can be long. Thus 

# Compute the all-or-nothing assignment 

for each origin in the network { 

Compute the spt 

Assign the spt 

We will now examine the algorithm in more detail. 

Shortest Path Finding Algorithms 

There are four main techniques of finding shortest paths: 

•Heuristic technique-one-to-one; 
• Algebraic technique-all-to-all; 
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• Combinatorial technique-one-to-all; and 
•Optimizing technique-one-to-all. 

For this study, the heuristic technique is not suitable (one-to
one) and the algebraic technique is inefficient and uses much 
memory. This leaves the combinatorial and the reoptimizing 
techniques. The reoptimizing technique is the fastest tech
nique and is based on the reoptimization of an existing spt 
for origin u to a new spt for origin v. As it is a more complex 
algorithm, consumes a large amount of memory, and is only 
about two times faster, one might prefer to use the combi
natorial technique . 

The algorithms using the combinatorial technique can be 
split into two groups, the label-correcting and the label-setting 
algorithms. The labels are the values associated with each 
node in the network representing the cost of traveling coming 
from the present origin-node (root of the spt). 

The following algorithm is a general shortest path finding 
algorithm: 

# Compute the spt 

Initialize dv = oo , v E N - {r}, dr = 0 

Init_ Q Q = {r} 

While (Q 1= <!>) { 

Select_node select u E Q; Q Q - {u} 

for each (u, v) E FS(u) { 

if (d., + c., ,v < dv) { 

Pv = u 

d,, = d., + c., ... 

Update_Q Q Q U {v} 

For an explanation of the symbols used, see Appendix . 

The tree is built from the root; therefore, these algorithms 
are also called tree-builder algorithms. The set Q contains the 
nodes that need to he examined. All ;ilgorithms ;ire simil;ir 
except for the way Q is maintained in Init_Q, Select_node , 
and Update_Q. The efficiency of the algorithm depends on 
the way this is done. The minimum computation time is reached 
when Init_Q, Select_node, and Update_Q cost minimal time. 

Well-known algorithms are Moore (5) , which is a label
correcting algorithm and Dijkstra (6) , which is a typical 
label-setting algorithm. A more detailed description can be 
found in (7-10). A simple label-setting algorithm is one that 
simply sorts the entries in Q, (S-ord) . It has a time complexity 
of O(m.n), where mis the number of arcs in the network and 
n the number of nodes. The fastest algorithm using the com-
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binatorial technique is a threshold algorithm (T-calc) , which 
combines the good qualities of both the labeling methods . 
Although, in principle, the computational complexity of this 
algorithm is O(n .2") , and thus about the worst possible, in 
practice it behaves like O(n) and is robust. For the mainte
nance of Q it uses a combination of methods: address cal
culation and a lifo-procedure (last-in-first-out) [see van Grol 
& Bakker (JJ)]. In this way, the algorithm dependent parts 
(Init_Q, Select_node and Update_Q) cost minimal time . The 
differences between the methods increase with growing net
work size. Having reduced the time complexity of the spt to 
O(n) the time complexity of the assignment part will now be 
examined . 

Assignment 

The simplest way of assignment is to follow the 0-D path and 
assign the associated amount . The following is the procedure 
to assign one shortest path tree (q 0 , a EM contains previously 
assigned loads): 

# Assign the spt for origin 

for each destination in the network { 

u = destination 

while u is not equal to origin { 

qP""' = qP"·" + OD(origin, destination) 

u = p., 

In this way the arcs near to the ongm are assigned many 
times. The time complexity is O(n.lr) = O(n.n), where l, is 
the mean number of arcs in a path. 

A more efficient method can be obtained by simultaneously 
assigning several 0-D elements to an arc. Supposing that l" 
is the level in the tree (the number of nodes counted from 
the origin), all nodes can be sorted according to their level. 
Starting at the highest level, the following procedure can be 
executed. 

# Assign the spt for origin 

K = {l ... n}, S., = 0, u E N 

# Sort the nodes in set K top-level down 

Sort K 

for each node u from K { 

qP""' = qP•·" + OD(origin,u) + S., 
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The set K contains all nodes with their levels. This reduces 
the complexity of the assignment to O(n) but sorting K has 
a complexity of O(n.log n). By using an addressable array, 
L(), to sort the nodes by their level we can reduce the total 
complexity to O(n). The algorithm then becomes 

# Sort levels of spt for origin 

L( .) = 0 

for each node u { 

L(l..) = L(l..) U {u} 

# Assign the spt for origin 

S,, = 0, u EN 

for each level top down { 

for each node u in the set L(Jevel){ 

qP""' = qp,,u + OD(origin,u) + S,, 

Summary 

A complete description of the algorithm can be found in the 
Appendix. The overall computational complexity (path find
ing and assignment) for one spt is now O(n). This means that 
a number of operations is executed on each node and O(n) 
is thus the minimum complexity. Only the number of oper
ations can now be minimized. The computational complexity 
of the all-or-nothing assignment is O(n2). A good implemen
tation of this algorithm is the best that can be done. A major 
improvement could only be achieved by an implementation 
in assembler. 

Two observations can be made. First, it can be seen that 
the computations of the spt's are independent. This allows 
the use of parallelism. The second observation is that the all
or-nothing assignment is mainly a data flow problem. All 
network data will flow through the algorithm several times, 
whereas the number of operations on the data is minimal. 
Bearing this in mind, the possible use of special-purpose hard
ware is discussed in the next section . 

SPECIAL-PURPOSE HARDWARE 

First, the use of general-purpose computers in traffic simu
lations will be discussed, because these limitations motivated 
the current research into using special-purpose hardware. The 
principles of the special-purpose computers are described next. 
Third, dedicated architectures for traffic simulations will be 
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focused on. After an introduction to the proposed LPA , a 
more detailed description of the LP A, dedicated for traffic 
simulations, will conclude the section. 

General-Purpose Computers 

Standard traffic simulations usually run on general-purpose 
computers, such as microcomputers, workstations, and main
frames. For small networks and simple algorithms, the turn
around time of the simulations is satisfactory for most 
applications. Moving from microcomputer to mainframe or 
minisuper workstations significantly improves performance 
and visualization, but larger networks and more complex as
signment algorithms require supercomputer power. However, 
the cost and the limited availability of supercomputers elim
inate this option. 

In general, commercially available computers were de
signed to solve all problems, and are not tailored to efficiently 
solve a typical problem such as found in traffic simulations. 
To improve the cost to performance ration, or to bypass hard
ware limitations of general-purpose computers, one can 
design and build a special computer, the architecture of which 
maps perfectly on the problem or algorithm involved. This 
approach can be considered a low-cost alternative to 
supercomputers. 

Special-Purpose Computers 

Special-purpose computers are designed to efficiently carry 
out a particular task at supercomputer speed. In general, they 
cannot handle any other task, or, if they can, the performance 
will be poor. However, a design can cover a class of problems, 
and thus can be used for a wide range of applications without 
performance penalty. The special-purpose computer is de
signed on the basis of the problem, problems, algorithm, or 
algorithms to be used, and allows an architecture that explores 
parallel and pipelined operations wherever applicable. It 
allows problem-dependent memory organization, problem
adapted basic instruction set, and so on with the purpose to 
improve the total performance of the computer. 

Special-purpose computers range from single-purpose to 
multi-purpose computers and they differ in the flexibility of 
programming them. 

•Single-purpose computers. Single-purpose computers have 
a basic instruction set that will only cover the operations re
quired for the task it has been designed for. This approach 
allows the algorithm to be hardwired, which guarantees an 
optimal speed. Fixed-wired parallel and pipelined architec
tures restrict the flexibility to modify the algorithm, but leave 
open the possibility to vary enough parameters to motivate 
the effort to design such a machine. The cost to performance 
ratio of this type of computer is low (factor 100 better than 
supercomputers) and they are available 24 hr/day for the com
puter experimentalist. A variety of single-purpose computers 
have been successfully exploited in signal processing and com
putational physics (11-14). 

•Multi-purpose computers. Multi-purpose computers are 
designed to efficiently solve a class of problems rather than 
a single problem. These architectures reflect the common 
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property of the algorithms involved and can be programmed 
to solve a problem from the class of problems it was designed 
for. High-level languages are used (C and F77) to program 
the computer. The speed is obtained by using many processor 
nodes interconnected by a communication network that is 
suitable for the class of algorithms involved. The architecture 
of the nodes is kept simple but effective to allow the con
struction of efficient compilers. The choice of processor, 
memory structure and size, interconnection network, and word 
length characterize the multi-purpose computer. They can be 
shared memory or distributed memory machines running in 
single-instruction multiple-data or multiple-instruction 
multiple-data mode. Flexibility and programmability of these 
computers are traded for ultra speed as in single-purpose 
computers. However, the newest commercially available 
microprocessors are fast, the architecture is scalable, and can 
result in a cost to performance ratio improvement by two 
orders of magnitude compared with supercomputers. 

So-called general-purpose parallel computers, such as 
N-cubes, may use fast processor nodes, but their memory 
architectures and their slow interconnection networks do de
crease the overall performance dramatically. Only between 
10 and 20 percent of the advertised peak performance is reached 
by careful programming. Existing parallelizing high-level lan
guage compilers are still far from ideal. Automatic decom
position of sequential program flows of problems that are 
often parallel in nature is not an efficient way to obtain fast 
codes for parallel computers . 

In practice, the user has to choose a network topology and 
program the nodes to use that network efficiently. Often 
topologies are chosen to be ring structures, so that the 
programmer can implement the algorithm without begin dis
tracted by more exotic topologies . Still, the node inter
connections are slow because of their all topology structure. 

A Special-Purpose Computer For Traffic Simulations 

To select or design a computer for traffic simulations, the 
algorithm has to be examined for possible parallel or pipelined 
operations. As the algorithms involved are still in develop
ment, thus demanding flexibility , a single-purpose computer 
will not be considered. Decomposition of the total problem 
into coupled parallel processes is a way to find a scalable 
parallel architecture. The node architecture, memory size, 
and interconnection channel will then determine the final 
computer. 

As shown previously, a time critical part of the algorithms 
used in traffic simulations is the calculation of n shortest path 
trees (spt's), where n is the number of nodes in the network. 
It was concluded that the spt's can be independently calcu
lated, thus allowing us to decompose the problem into n prob
lems of one spt. Using n processor boards, all the spt's can 
be calculated in parallel. This will improve the simulation 
speed by order n. In a parallel computer, with P processor 
boards , n/P spt's can be calculated on each board, which gives 
a speed-up factor of P. The latter solution is preferable for 
reasons of scalability, especially for large n. Each processor 
board will need all network information, thus P times the 
amount of memory needed to store the network is the minimal 

TRANSPORTATION RESEARCH RECORD 1306 

total memory size. Minimizing P to keep memory costs down 
is compensated by making the processor boards as fast as 
possible, and keeps the overall performance high. In the pre
ceding assignment schemes, this decomposition also holds. 
However, to find the total load per arc, the partial arc loads 
must be accumulated. It is necessary, therefore, to efficiently 
interconnect the processor boards. Here, a pipeline structure 
in which each processor board is one pipe stage of the whole 
pipe can be used. Consequently, the processor boards are 
ordered in one string to construct this pipeline. One high
speed data channel from each board to its neighbor board is 
sufficient to obtain a fast pipeline. The accumulated arc loads 
are collected in the last pipe stage (last processor board in 
the string). To start the next iteration, the updated network 
has to be broadcast to all processor boards. When all pro
cessors are connected to a common bus, broadcasting can be 
accomplished using one talker and P listeners on this bus (see 
Figure 1). Before going into details of the design, a more 
generalized architecture that will cover the above architecture 
ideas for traffic routing simulations but can be used for other 
purposes as well (multi-purpose computer) is discussed. 

LP A Architecture 

An LP A is a one-dimensional array of identical processor 
boards, each of which is connected to its two neighboring 
boards only by a data bus. In addition, the boards share a 
common data-, address-, and control-bus, which is also in
terfaced to a general-purpose host computer. One processor 
board is configured as a control board, which supervises the 
chain of processor boards through a special control bus (see 
Figure 2). 

A large class of problems in computational physics (both 
authors work in this field) can be solved using this parallel 
architecture. A natural domain decomposition allows the 
mapping of different subdomains on different processors . All 
subdomains can be processed simultaneously. In general, the 
calculations in a subdomain need data from the other sub
domains, but when "local environment problems" are 

FIGURE I Data flow in the traffic assignment problem 
mapped on an array of P processor boards. 

host control control & slatus bus 

64 64 

nATA & ADDRESS BUS 

FIGURE 2 Global architecture of LPA. 

64 
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involved, such as in finite difference calculations, only the 
directly neighboring subdomains are contributing to the 
results. For this class of problems, the domain can be decom
posed by slicing in just one direction. Each domain slice is 
mapped onto one processor, and each processor communi
cates only with its two neighboring processors. The host passes 
data and programs to the LP A and collects results of the 
calculations by means of the common bus. The processor 
architecture, the local memory and the interface to the two 
neighboring processor boards are optimized to tackle the 
problem they are designed for. 

LP A for Traffic Simulations 

LP A architecture is well suited for the traffic-routing problem. 
Programs and network data, which are (mostly) identical on 
the different boards, can be broadcasted tc· the processor 
boards. Each processor node requires enough memory to con
tain all network information and the locally calculated results. 
At the start of every iteration (all-or-nothing assignment), the 
network information on all the processor nodes is identical. 
Then, every node starts to calculate its share of the total 
number of shortest paths instructed by the control board. 
Clearly, this calculation is intensive. A fast processor is needed 
for all floating point calculations. In addition, because a lot 
of data are involved, the memory interface is important. Bus 
contention should be avoided at all times. This is partly solved 
by the parallel approach taken, with independent nodes and 
distributed memory, but a fast memory interface tuned for 
this particular problem is still called for. 

The processor needs to be selected primarily on grounds 
of floating point calculation speed. The fastest processor avail
able today is the Intel i860 Microprocessor. It contains a core 
unit, floating point unit, and instruction and data caches on 
one chip. Theoretical speeds are 40 million instructions per 
sec (MIPS) and 80 million floating-point operations per sec 
(MFLOPs). Practical speeds using high-level languages such 
as C and Fortran are in the order of 15 MFLOPS. Hand coded 
assembly is capable of performing between 30 and 80 MFLOPS, 
depending on the algorithm, and the amount of vectorization 
and pipelining that can be employed. Furthermore, the Intel 
i860 can execute integer and floating point operations in par
allel and has a 64-bit-wide memory bus. 

Because of the speed at which the processor processes data, 
the memory interface has become the only bottleneck. The 
rate at which data can be retrieved from and stored into 
memory determines the overall processing speed. The net
work information is typically scattered through memory, thus 
rendering the on-chip (small) data cache practically useless. 
Therefore, the interface to the dynamic memory (use of static 
memory only would be too expensive) is vital. 

At the end of each iteration, every board has calculated 
part of the load for every arc. These partial loads can be 
accumulated in a pipelined fashion using the connections to 
the neighbor boards: every board receives the partial loads 
from its right neighbor, adds its own partial loads, and hands 
the results to its left neighbor. Finally, the accumulated partial 
loads are handed to the control board (which is the left-most 
board), which can start the next iteration by broadcasting the 
updated network. 
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The connections between the boards are realized by first
in first-out buffers (FIFOs), which are 64-bit-wide memory 
components that move data in receiving order to the neighbor 
board (size of buffer is several kByte). The FIFOs are used 
to automatically synchronize the asynchronous processors, 
and buffer data sent between them. This allows the processor 
nodes to act autonomously and send data whenever ready. 
The control board is not needed to synchronize nodes or 
buffer data. All processor nodes can use their FIFOs con
currently, allowing for maximum throughput. 

RESULTS 

It was previously shown that the performance of traffic sim
ulation programs can be improved and how special-purpose 
hardware can be used to reduce the computing time and the 
cost involved. The improvements expected by using special
purpose hardware will now be defined. 

First, the improvement by parallelization will be consid
ered. Using an architecture by the LPA concept is proposed, 
with 16 i860-based processor boards, an improvement of a 
factor 16 compared with one i860-based processor board can 
be expected. Although this seems obvious, most computers 
with parallel processors are unable to improve their perfor
mance by the number of processors they use-compared with 
one processor [see (15,16)]. The improvement is justified by 
the negligible overhead in interboard communication. The 
interboard communication, required to accumulate the arc 
loads and to broadcast network data, does not increase with 
the number of processor boards and is small compared to the 
total computation. 

An operating system running on a computer allows the users 
to use all kinds of facilities, such as file-support, 1/0 in gen
eral, multitasking, scheduling, timing and so on. Using such 
an operating system will decrease the overall performance of 
the system. By avoiding most of these facilities some perfor
mance improvement can be gained. The operating systems 
running on the LP A nodes will allow the minimum amount 
of facilities to run the problem efficiently. 

Second, the expected performance of the LP A with some 
general-purpose computers that are commonly used are com
pared. The i860 is a fast processor as explained previously. 
The processor alone is already in competition with several 
fast general-purpose computers. Some test runs have been 
executed on the Intel Microprocessor Software Development 
system-STAR860-which is an AT-386 with an i860 CPU 
based add-on card. This board is not optimally configured, 
and can thus be improved on the performance in the final 
design. 

Comparison tests have been run on a Convex Cl, several 
differently configured Silicon Graphics (SG, R3000, 33-25-20 
MHz, 64k-Byte cache), a MicroV AXIII, aMicroDutch (68020), 
an Hewlett Packard Workstation (HP, 68030), and a personal 
computer (AT-386, 25Mhz, 64kByte cache). The Convex Cl 
is a vector processor with an architecture resembling a Cray 
supercomputer. Although not the fastest, it is a widely used 
computer. The test programs were written in C. Two shortest 
path tree algorithms discussed previously, S-ord and T-calc, 
were used. The assignment was done in two different ways, 
the 'simple' assignment and using levels, also described pre-
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viously. For the implementation of the algorithms we can use 
pointers or indexing. The calculations can be done in integers 
or in floating point notation. The resulting computing times 
are given in Tables 1-3. 

On all computers available optimizers were used. The net
work used contained 3,347 nodes, 9,394 arcs, and an arc to 
node ratio 2.8. As comparison, a network of 17,931 nodes 
was also used. The computing times given are the all-to-all 
times; an all-or-nothing assignment with each node as origin 
and destination. The i860 is not the fastest processor in Table 
1 because of its memory configuration. The Silicon Graphics 
(33MHz) has an advantage of having a 64kByte cache. This 
advantage disappears when a larger network is used (see Table 
3). With integer indexing the i860 is always superior. Next to 
an upgrade of the i860 from 33 MHz to 40 MHz, the processor 
board can be improved by using a pipelined-multibank mem
ory instead of the single-bank memory implementation on the 
STAR860. 

CONCLUSIONS 

The use of special-purpose hardware is only legitimate when 
the task to be performed is time critical and the budget is 
limited. It was shown that the STAR860 is two times as fast 
as the Convex Cl. The performance of a single i860-based 
processor board, in comparison to the STAR860, can be im
proved by a factor of about 2, using a faster version of the 
i860 and a better memory architecture. 

The price of a single i860-based processor board is mainly 
determined by the memory cost and, depending on the amount 
of memory, is estimated to be between $5,000 and $10,000. 
A 16-board LPA together with a general purpose host, of 
about $40,000, and additional costs of manufacturing of about 
$15,000 amounts to a total cost of less than $0.3 million. The 
price of a Convex Cl, however, is about $0.6 million, and 
thus leads to another factor 2 in cost to performance im
provement. Hence, a 16-board LPA will give a cost to per
formance improvement of a factor 100 compared to a Convex 
Cl. For future developments of on-line traffic control, route
guidance, ramp metering and so on, the LPA should be a 
powerful tool. 
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TABLE 2 THE DIFFERENCE IN COMPUTING TIMES 
BETWEEN USING A SIMPLE ASSIGNMENT METHOD AND 
ONE USING LEVELS 

Data-struct: 
Pointer 

spt-alg T-calc S-ord 

Assignment Levels No-levels Levels No-levels 

SG (20 MHz) 266 703 315 751 
SG (25 MHz) 260 665 302 701 
SG (33 MHz) 161 438 189 464 
STAR860 190 535 202 548 

NOTE: The times are given for two spt algorithms and on several computers. 
The network size N = 3,347. SG is Silicon Graphics. 

TABLE 3 THE DIFFERENCE IN 
PERFORMANCE OF THE COMPUTERS ON 
NETWORKS WITH DIFFERENT NETWORK 
SIZES 

Size 

Convex Cl 
SG (25 MHz) 
SG (33 MHz) 
STAR860 

3,347 

411 
260 
161 
190 

17 ,931 

683 
581 
417 
319 

NOTE: The times given are in case of N = 3,347, all
to-all, in case of N = 17,931 , 1,000 spt's. The spl
algorithm used was T.calc and the assignment uses 
levels. SG is Silicon Graphics. 

ALL-OR-NOTHING ASSIGNMENT 

The following is a description of the algorithm used to perform 
the all-or-nothing assignment. This is an optimal algorithm 
depending on the way Init_Q, Select_node, and Update_Q 
are implemented. The symbols used are defined as follows: 

N, M = set of all nodes, arcs in the network; 
n, m = number of nodes, arcs in the network; 

FS(v) = the foreward star representation of node v, 
defines the network; 

OD(r,v) matrix, number of travelers going from node 
r to v; 

TABLE 1 COMPUTING TIMES IN SECONDS ON A NUMBER OF COMPUTERS 

Pointers Indexing 

Data-struct: Floating Point Integer Floating Point Integer 
Notation: 
spt-alg T-calc S-ord T-calc S-ord T-calc S-ord T-calc S-ord 

Microdutch 4,307 6,155 2,626 2,989 6,372 10,284 4,352 6,966 
AT-386 1,485 2,137 733 674 1,807 2,823 840 1,305 
Micro V AXlll 1,180 1,712 1,119 1,324 1,830 3,004 1,635 2,585 
HP 1,149 1,562 789 764 1,674 2,683 1,133 1,747 
Convex Cl 411 535 315 382 515 744 384 565 
SG (20 MHz) 266 315 237 273 268 365 230 341 
SG (25 MHz) 260 302 238 270 319 407 276 393 
SG (33 MHz) 161 189 139 164 222 286 187 268 
STAR860 190 202 185 192 235 283 179 240 

NOTE: The program, either T-calc or S-ord, is implemented with pointers or indexing and the calculations in 
either integer or floating point notation. The assignment is implemented with the use of levels. The network 
size N = 3,347. HP is Hewlett Packard , SG is Silicon Graphics. 
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c., cu,v = used arc length (arc travel time) for arc a from 
node u to node v; 

dv = calculated distance (travel time) from the origin 
node to node v; 

Pv = previous node from node v in the shortest path 
tree (spt), defines the spt; 

Iv = level of node v in the shortest path tree; 
q., qu,v = calculated load on the arc a, from node u to node 

v; 
r = current origin-node (root); 

Q = temporary set, contains nodes to be examined; 
L(n) = set containing all nodes from spt on level n; and 

Sv = temporary, traffic load going up to node v. 

In short, the all-or-nothing assignment looks as follows: 

# Compute the all-or-nothing assignment 

for each origin in the network { 

Compute the shortest path tree 

Sort levels 

Assign the spt 

The subroutines lnit_Q, Select_node, and Update_Q are not 
defined here. Although crucial to the efficiency of the algo
rithm, the functionality remains the same. The calculated loads 
from preceding assignments are kept in qa, a E M. 

# Compute the shortest path tree for origin r 

Initialize dv = oo, v E N - {r}, d, = 0, I, = 1 

Init_Q Q = {r} 

While (Q -4= <!>) { 

Select_node select u E Q; Q Q - {u} 

for each (u, v) E FS(u) { 

if (du + C.,,v < d,,) { 

Pv = u 

/v = /u + 1 

dv = d., + Cu,v 

Update_Q Q Q U {v} 
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# Sort levels 

Initialize L(.) 0 

for each node u { 

L(lu) = L(lu) U {u} 

# Assign the shortest path tree 

Initialize S., = 0, u EN 

for each level top down { 

for each node u in the set L(level) { 

qP•·" = qp.,u + OD(r,u) + Su 
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Dynamic Network Traffic Assignment and 
Route Guidance Via Feedback Regulation 

MARKOS PAP AGEORGIOU AND ALBERT MESSMER 

A deterministic, macroscopic modeling framework for dynamic 
traffic phenomena on networks consisting of freeways and urban 
streets is presented for nonelastic but time-varying traffic de
mands. A feedback methodology is applied to the network model 
to establish dynamic traffic assignment conditions. Specifically, 
a multivariable feedback regulator with integral parts and a simple 
bang-bang controller are developed and tested for a particular 
network traffic model. Because of three fundamental features 
(low computational effort, low sensitivity with respect to un
known demands and compliance rates, and integrated design pro
cedure), the feedback concept appears attractive for a broad class 
of traffic control problems including route guidance systems. 

Dynamic modeling and control of a multidestination traffic 
network is generally considered to be a highly complex prob
lem. There is no generally applicable macroscopic mathe
matical model describing dynamic phenomena of traffic flow 
on street or freeway networks to the best of the authors' 
knowledge. Nevertheless, traffic network models are urgently 
needed both as simulation tools and as a basis for developing 
efficient route guidance strategies. Perhaps the most advanced 
concept so far for macroscopic dynamic modeling of multi
destination networks is the one proposed by D' Ans and Gazis 
(1). In their work, however, D'Ans and Gazis assume that 
the route choice of drivers with a given origin and destination 
is fixed and known. In this paper, dynamic modeling and 
control of traffic networks including traffic assignment are 
considered. A basic assumption is that traffic demand at the 
origins of the network is considered to be deterministic and 
independent of the traffic conditions in the network. Consid
eration of elastic demands is left to future investigations. 

The model presented in this paper was developed on the 
basis of a dynamic traffic network model framework that was 
initially presented elsewhere (2). The model consists of three 
interacting parts: 

1. A traffic flow part describing traffic flow evolution along 
network links; 

2. A traffic composition part describing propagation of traffic 
composition for substreams with different destinations; and 

3. A dynamic assignment part, which routes traffic sub
streams so as to guarantee dynamic user optimum conditions 
in real time. 

The dynamic assignment part may be used both for modeling 
and for control purposes (e.g., in the context of a route guid-

Lehrstuhl fiir Steuerungs- und Regelungstechnik, Technische 
Universitiit Miinchen, Postfach 20 24 20, D-8000 Miinchen 2, FR 
Germany. 

ance system). A feedback concept is proposed for develop
ment of the dynamic assignment part (Item 3). 

DYNAMIC MODELING OF TRAFFIC NETWORKS 

A precise mathematical framework for deterministic, macro
scopic modeling of traffic networks has been published else
where (2). Therefore, in this paper only the basic approach 
and the resulting model structure will be outlined. 

Definitions 

Consider a traffic network represented by a directed graph. 
(See Figure 1.) N and M denote the sets of network nodes 
and links, respectively. Let In and On be the sets of links 
entering and leaving the nth node, respectively. It is assumed 
that traffic demands d,i (veh/h) arriving at origin nodes i E D 
and being routed through the traffic network to some desti
nation nodes j E S, where D and S denote the sets of origin 
and destination nodes, respectively. A node may belong either 
to Dor to Sor to both or to none of them. The traffic demand 
being routed through the network is denoted by qm and Q'", 
m E M, the traffic volume (veh/h) entering and leaving the 
link m, respectively. In each link there may be traffic subflows 
destinated to different destinations j. We denote by 'Ymi (f,,,), 
j E Sm, the composition rate, that portion of q,,, (Q'") destin
ated to Node j, where S,,, is the set of destination nodes, which 
are reachable via Link m. Note that 

(1) 

always holds. Hence, the number of independent composition 
rates for a link is equal to the cardinality of S,,, minus one. 

Modeling of Network Nodes 

A model of a network node n should be capable of calculating 
qm, 'Ymi form E On on the basis of d,.i, j E Sn, and of Q,,,, 
f'"i' m E /,,, where Sn is the union of all S"" m E O". To 
make this possible, an additional variable that reflects the 
route choice behavior of drivers needs to be introduced. Hence, 
the splitting rates 13;~, m E 0,,, denote the portion of traffic 
flow which arrives at node n (regardless its origin), is destined 
to j, and is exiting node n by link m. In other words, splitting 
rates are turning rates by destination. Note that 
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FIGURE 1 Example network. 

2: (3;;; = 1, 0 s f3~; s 1 (2) 
mEA11j 

always hold, where A,,i is the set of output links of node n for 
which j E Sm holds. Hence, if A.,,i is the cardinality of the set 
A,,i, the number of independent splitting rates is A.,,i - 1 for 
each couple (n, j). 

With this definition we obtain at each node n E N 

m E 0,, (3) 

m E 0,,, j E 5" (4) 

where q,,i is the traffic volume (veh/h) arnvmg at node n 
(regardless of its origin) and destinated to j, that is 

j ES" (5) 

Note that Equations 3 through 5 distribute the traffic flow 
entering a network node among the leaving links according 
to the destination of the involved subflows and according to 
the splitting rates f3;;; (see Figure 2). 

Modeling of Network Links 

The evolution of the traffic state inside a link and at the link's 
output depends entirely upon the traffic conditions at the 
link's boundaries. If the variables q,,,, 'Ymi• m E M, j E S,,,, 
are organized in an input vector !l_ and the variables Qm, rm• 
m E M, j E S,,,, in an output vector!:'., the very general link 
model structure can be written as 

!'(k) = Q[,!(k), !l_(k)] 

I d ij 

:1----------, q m 

~~~ node 
model 

~---~ 

link model: 
global variables 

link model: 
composition rates 

FIGURE 2 The overall network model. 

(6) 
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,!(k + 1) = fi!(k), Q(k)] (7) 

where k = 0, 1, 2, ... is the discrete time index, that is, !_(k) 
= !_(k · I), T being the sample time interval. The dimension 
and the composition of the state vector ! depends upon the 
particular link model used. 

For the development of dynamic link models, the global 
traffic variables that do not depend upon a particular desti
nation are concentrated on first. A relatively simple dynamic 
model utilized by Merchant and Nemhauser (3) and by Wie 
( 4) requires introduction of traffic density p,,, (veh/km) in link 
m and makes use of the conservation equation 

(8) 

where ~"' is the length of link m. Furthermore it is assumed 
that Qm is given in terms of p,,, by a nonlinear algebraic re
lation. As an example, consider the exponential relationship. 

(9) 

where qmax,m and Rm are constant parameters. For stability 
reasons, the sample time interval should be chosen such that 
T < min(~,,,R,,/qmax,m• m E M). Equations 8 and 9 provide 
the form required by Equations 6 and 7. 

The choice of a dynamic link flow model depends upon the 
physical background of the corresponding network link. 
Equations 8 and 9 are very similar to the platoon dispersion 
model used in TRANSYT for links that represent urban streets 
[see Robertson (5)]. If some of the network links represent 
freeway axes, more sophisticated dynamic models are re
quired [see Papageorgiou ( 6)]. Sophisticated models of free
ways links consider subdivision of links into a number of 
segments and apply hydrodynamic equations to each of the 
segments. A general freeway network modeling computer 
program based on the presented network framework and on 
sophisticated dynamic modeling of traffic flow along the links 
is now available (7). 

Note that the network modeling framework presented here 
allows for using different models for corresponding groups of 
links, which is an essential feature in modeling corridor or 
other mixed-traffic networks. 

A traffic network may include control inputs such as urban 
traffic lights or freeway ramp metering. For the sake of sim
plicity, these control inputs have not been considered in the 
general Equations 6 and 7 because the description of route 
choice phenomena in the network will be concentrated on. 
A suitable extension of the general modeling structure to 
include traffic control measures is given elsewhere (2). 

The dynamic modeling of composition rates 'Y,,,ik) along a 
link will now be considered. There is no sound theoretical 
basis for development of a macroscopic model that propagates 
the composition rates 'Y,,,ik) along a link. A possible approx
imation reads 

(10) 

where ex,,, may be either constant or dependent upon the travel 
time along the link, that is 

(11) 
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The travel time is given by Tm(k) = t:i.mlvm(k), and the mean 
speed reads vm(k) = Qm(k)/p"'(k). Further composition rate 
models are presented and discussed in Papageorgiou (2). 

Integrated Dynamic Network Model 

The overall network model consists of the following inter
acting modules (see Figure 2): 

•The node modeling Equations 3 through 5, and 
• The chosen link models for traffic flow and for compo

sition rates. 

The overall model can be expressed by the general nonlinear, 
discrete-time vector equation: 

!_(k + 1) = [[!_(k), J!(k), D(k)], 

k = 0, ... , K - 1 (12) 

where !. is the state vector and D = (dif) is the ongm
destination demand matrix . The vector .(!(k) E RP includes 
all independent splitting rates and obeys 

Q :S J!(k) :S !... (13) 

Figure 3 illustrates Equation 12 from a system theoretic view
point; J!(k)'s are input variables and D(k)'s are disturbances . 
Note that Equation 12 can be resolved for !_(k), k = 0, ... , 
K, if the trajectories p(k) , D(k), k = 0, .. . , K - 1, and 
the initial condition !(O) are given. 

For example, using the dynamic Equations 8 and 10 for a 
link model and replacing the static Equations 3, 4, and 5 (node 
model) by Equations 9 and 11, a state vector consisting of 
traffic densities and composition rates is obtained. In the case 
of the example network presented in Figure 1, the corre
sponding state vector reads 

(14) 

where -y 1, . .. , -y6 are the independent composition rates for 
links 1, ... , 6. The p independent splitting rates for this 
example are listed in Table 1 (here p = 6). 

Physical Significance of Splitting Rates 

The independent splitting rates 1! reflect the drivers ' behavior 
with respect to alternative route choice. Clearly , the drivers' 

I 
l 
! 

ll(k) 
eq.(15) 

Dynamic 
Network 

Model eq,(12) 
ou~ut 
eq.(24) 

!.. ... ~----· ····-- ---·-- · -- ! focdback t: ::~ .... ._ __ ........... i 
FIGURE 3 Network process considering compliance rate £ 

and feedback for dynamic assignment. 
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TABLE 1 SPLITTING RATES FOR EXAMPLE NETWORK 

From To Independent 
Network Destination Splitting Splitting 
Node Node Rates Rates Number 

2 4 13i., 13~. 13i. 
2 5 131,, 13~5 13~s 2 

5 13is, 131s 13is 3 
4 13?., 131. 131. 4 

3 5 13~,, 13 ~s 13~s 5 
3 4 13~., 13~. 13~. 6 

behavior may be influenced by real-time information or route 
recommendation provided to them either by use of suitably 
located variable message signs or by individual communica
tion with suitably equipped vehicles. The authors' interest in 
the independent splitting rates is twofold: 

1. Modeling: How should 1! be calculated in absence of any 
communication to the drivers so as to reflect their natural 
behavior? 

2. Control: If 1! is manipulable through suitable commu
nications to the drivers, what is the best choice of J!? 

The next sections present a feedback mechanism that leads 
to the specification of 1! so as to satisfy some generalized 
dynamic user optimal conditions. 

Assume that p is manipulable by use of variable message 
signs which recommend route choice to the drivers . In this 
case, the modeling results of this section suggest that one 
variable message sign should be installed for each independent 
13;· More specifically, at each node n of the network, the 
number of required variable message signs equals the number 
of destination nodes j, which are reachable from node n and 
for which a splitting at node n is possible. 

The case where only a portion of the vehicles are equipped 
and/or only a portion of the drivers follow the recommen
dations provided will now be discussed. A parameter E, 0 s 
Es 1, reflecting the compliance rate and/or the rate of equipped 
vehicles such that for £ = 0 none follows the recommenda
tions, and fore = 1 everybody follows the recommendations. 
If 13 is the splitting rate ordered by the control system and 13, 
is the resulting real splitting rate, it may be written 

13, = 1 - (1 - 13)e (15) 

Equation 15 may be integrated into the general state space 
model (Equation 12). Figure 3 illustrates that-from a system 
theoretic viewpoint-e can be interpreted as a disturbance 
acting on the process under control. 

DYNAMIC USER OPTIMUM 

Dynamic User Optimum Definition 

For simplicity, the single-origin-single-destination network 
of Figure 4 will first be considered. A generalization of the 
obtained results will be considered later. The demand arriving 
at node 1 (Figure 4) is distributed between the links according 
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q2= 1-,B)·d12 

FIGURE 4 A single-origin
single-destination network. 

to the independent splitting rate 13 such that q 1 = 13d, 2 , q2 = 
(1 - l3)d12. 

As it is well known, steady-state user optimal assignment 
conditions for the single-origin-single-destination network 
of Figure 4 are present if and only if 13 obeys the following 
conditions 

13 = 1 

0 < 13 < 1 

13 = 0 

if C, < C2 

(16) 

where Cm is a measure of the individual cost along link m. 
For example, it can be assumed that Cm is the travel time 
along link m, in which case 

(17) 

where vm is the mean speed on link m. 
Equation 16 may be readily expanded into a dynamic user 

assignment condition applying for k = 0, ... , K: 

13(k) = 1 

0 < 13(k) < 1 

13(k) = 0 

if C1(k) < C2 (k) 

if C1(k) = Ci(k) 

if C1(k) > Ci(k) 

(18) 

An equivalent form of these conditions may be expressed in 
terms of the quantity 

(19) 

where the function 'II is defined 'I'(') = max(O, ·). With this 
definition, the conditions (Equation 18) are equivalent to 

y(k) = 0 k = 0, ... , K. (20) 

A precise mathematical description of dynamic user optimal 
conditions now requires an adequate definition of the indi
vidual cost Cm(k) along link m at time k. For simplicity but 
without loss of generality, it will be assumed that the indi
vidual cost corresponds to a notion of travel time. 

~Lm+1 
~+2 
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A particular dynamic generalization of the static user op
timum is provided by the "reactive user optimum," which is 
defined by 

(21) 

By its definition, Tm(k) depends upon the current traffic con
ditions on link m. In other words, Tm(k) is an ideal travel time 
spent by an ideal vehicle that travels along the link m under 
traffic conditions that correspond to the current traffic 
conditions. 

The reactive user optimum relies on the assumptions that 

1. Traffic conditions in the network are not predictable 
because of, for example, incidents , variable demands , and 
stochastics. 

2. Complete real-time information is available to the de
cision makers. 

In fact, under these assumptions , a driver arriving at a bifur
cation location, will choose the route which, according to 
reliable real-time information, currently appears to be shorter. 
A connection with an alternative, predictive dynamic assign
ment definition is discussed by Papageorgiou (2). 

Generalization 

The preceding statements will now be generalized for a mul
tiple origin-multiple destination network, concentrating on 
the connection of a network node n E N with a destination 
node j E S" . There are three complications when compared 
with the simple network of Figure 4: 

1. The number of output links of node n may be greater 
than two. 

2. Each alternative route may consist of more than one link. 
3. Some output links of node n may belong to more 

than one alternative route (because of farther downstream 
bifurcations). 

As far as the first complication is concerned, it will be assumed 
that the number of output links of each node does not exceed 
two. This is without loss of generality because any node with 
more than two output links may be decomposed as indicated 
in Figure 5, by introducing artificial links without dynamics 
and with zero costs. This simplification gives A,,i ::::; 2 for all 
pairs (n E N, j E S"). Eventually there is at most one inde
pendent splitting rate 13,.i for each pair (n E N, j E S"). 

To handle the other two complications, the shortest travel 
time between nodes n and j through link m E A,,i is introduced. 

m+2 

FIGURE 5 Decomposition of a complex node. 
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More precisely 

min L, Tv 
zE Z vELnj 

(22) 

where Z = {zlm E L~j}. 
Note that Equation 22 may be used as a generalization of 

Equation 21 for the general network case. Note further that 
the definition (Equation 22) implies the execution of a shortest 
path algorithm for the calculation of T;~ from known link costs 
T V. 

As an example, consider the corresponding formulas for 
Tf4 , T14 in the example network of Figure 1: 

With these definitions , generalization of Equations 18, 19, 
and 20 is straightforw~.rd and the statements made for the 
simple network of Figure 4 apply to general networks as well. 
More precisely, perform the following replacements in Equa
tions 18, 19, and 20: 

The resulting conditions are required to hold: V k E [O,K]; 
V n E N; V j E S"; m,µ E A,.j· 

Note that there is exactly one variable y,.j assigned to each 
independent splitting rate 13,.1 of the general network. Thus a 
vector..):'. e RP comprising all y,,1, n E N, j ES" may be defined. 
With the preceding generalizations it may be stated that 

Reactive dynamic user optimal conditions in a general traffic 
network are present if and only if 

J:(k) = Q, k = 0, ... , K - 1. (23) 

Because the travel times T"'(k) depend upon the system state 
:!(k), general notation for the overall network (see Figure 3) 
may be written as 

J:(k), = q[~(k), .Ji(k)] (24) 

There is no guarantee that there is a unique f!(k) trajectory 
satisfying Equation 23 under a given demand in a given traffic 
network. Hence more than one solution may generally be 
present for the dynamic traffic assignment problem defined 
in this paper. 

Dynamic User Optimum Via Feedback Regulation 

The question to be treated in this section reads: is it possible 
to establish a dynamic user optimum by use of feedback reg
ulation , that is, by a relationship f!(k) = R[,!(k)]? The sig
nificance of a real-time feedback law for dynamic assignment 
and for route guidance is obvious and will be further discussed 
later. 

First note that Equation 18 is satisfied (and hence a reactive 
user optimum is reached) if the following simple feedback 
law is applied to a general traffic network. 

r:>. .(k) = {1 if T~)(k) > T;,/k) 
t-'nJ 0 if T~)(k) < T;,/k) 
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(25) 

This feedback law is a bang-bang one, that is, the input var
iable 13,.;(k) takes values only on its bounds. Such a bang-bang 
controller may be adequate in the case of collective route 
guidance in which no values other than 0 and 1 can be 
implemented. 

In some cases, a bang-bang solution may not be satisfactory. 
In fact , for individual route guidance with a high rate of equipped 
vehicles, bang-bang control may lead to strong perturbations 
of traffic flow. A smooth regulation may be achieved if y(k) 
is understood as the output of a process with input .Ji(k) (see 
Figure 3). In this case, y_(k) might be kept near or equal to 
zero by introducing a feedback law 

.(!(k) = .(!(k - 1) + Kp[,!(k) - ,!(k - 1)] + K 1J:(k) (26) 

where KP is the proportional gain matrix and K1 is the integral 
gain matrix, which is assumed to have full rank p. Equation 
26 describes a multivariable feedback regulator with integral 
parts. 

To investigate the properties of the closed-loop system, it 
is first assumed (as a theoretical experiment) that the com
pliance rate E demands to be constant, that is, e(k) = E" and 
D(k) = D, k = 0, . . . , K - 1. If the closed-loop system is 
stable, a steady-state solution of Equation 26 then reads 

(27) 

where bars denote steady-state values. Since K1 is chosen to 
have full rank, f = Q results from Equation 27 which is a well
known result in automatic control theory. Thus for constant 
demands and constant compliance rates, the multivariable 
feedback regulator (Equation 26) leads automatically to dy
namic user optimum conditions without knowledge of the 
compliance rates and of the demands. 

If disturbances D(k), E(k) are not constant, as is usually 
the case, the feedback regulation will keep J:(k) near zero for 
a reasonable choice of the gain matrices. It is important to 
underline again that the feedback laws (Equations 25 and 26) 
do not include any information on the present or future values 
of the demand and of the compliance rate. 

The gain matrices KP, K1 of the feedback law (Equation 
26) should be chosen such that the overall closed-loop system 
be stable in a reasonable operating region around a theoretical 
steady-state . For example, specification of the gain matrices 
may be achieved by linearization of the system equations 
around a theoretical steady-state and by application of linear
quadratic (LQ) optimization methodology [see Papageorgiou 
(2) or other suitable methods; e.g., Kwakernaak and Sivan 
(8)]. Suitable gain matrices can be developed by the LQ method 
by means of a systematic trial-and-error procedure. Although 
not trivial, this development can be performed efficiently with 
some experience and basic knowledge of the LQ approach 
even for large-scale networks. The resulting LQ regulator is 
known to have excellent robustness properties for a wide 
range of process conditions. 

The preceding results will now be illustrated on the basis 
of the example network of Figure 1 and the modeling Equa
tions 8 through 11. Appropriate gain matrices KP , K1 were 
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selected by application of the LQ method, see Senninger (9) 
for details and see Papageorgiou (2) or Senninger (9) for the 
matrix values. The feedback law (Equation 26) was applied 
to the nonlinear network traffic modeling equations for dif
ferent demand scenarios. First consider the rectangular de
mand scenario depicted in Figure 6. Figure 7 shows the re
sulting travel time differences ~'T;(k) (in percent) for the six 
pairs of alternative routes corresponding to the six indepen
dent splitting rates of Table 1. Figure 8 depicts the corre
sponding trajectories of f!(k). The following remarks may be 
stated: 

(veh/h) 

4800 

3200 

1600 1--------------' 
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1. The required condition y_(k) = Q is satisfied for most 
k E [O,K] through the action of the feedback regulator. In 
fact, for most k E [O,K], either P;(k) = 1 (no splitting) and 
~,.;(Q) < 0 (routes are not competitive), or 0 < p;(k) < 1 
(splitting of the corresponding substream occurs) and ~'T;(k) 
= 0 (equal travel times on alternative routs) hold. 

2. A steady-state is achieved for each of the three sets of 
constant demand values included in the demand scenario of 
Figure 6. Note that each steady-state is equivalent to a cor
responding static user optimal equilibrium. 

· ·- ·- ·- ·- ~.!_5_ - ·- - - - - ·- - - -

I 
I 

- - -- - - - ·- ·• ----·-·- ~-·-·--i 
' i 
j d24 ----·-·------·--·- --- - -- -- - - --- - - -- - - - - - - - - - - - - - - -

0+---+---+---+---+---1----1------;1------;1------;--
o 0.4 0.8 1.2 1.6 

FIGURE 6 A rectangular demand scenario. 

0.2 0.6 1.0 1. 4 1. 8 

-20 

FIGURE 7 Travel time differences 47; for six pairs of alternative routes for 
multivariable feedback law (Equation 26). 

time (h) 
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0 0.2 0.6 1. 0 1. 4 1. 8 

FIGURE 8 Splitting rates provided by multivariable feedback law (Equation 26). 

Figure 9 depicts the travel time differences dT;(k) resulting 
by application of the bang-bang controller (Equation 25) to 
the same network with the same rectangular demand of Figure 
6. Note that the bang-bang controller 

1. Leads to a slightly oscillatory behavior for some dT;(k). 
2. Equalizes travel times on alternative routes for a smaller 

number of alternative route pairs as compared to the multi
variable regulator . 

Figure 10 depicts a triangular demand scenario and Figures 
11 and 12 depict the resulting travel time differences dT;(k) 
and the splitting rates ~;(k), i = 1, .. . , 6, for the multivar
iable regulator. Again the feedback regulator (Equation 26) 
succeeds in keeping ~(k) close (but not exactly equal) to zero 
although the demands d11(k) are unknown to the feedback 
law. Figure 13 depicts the corresponding results of the bang
bang controller. 

0.2 0.6 
0 

3 

4 

2 

-10 5 

6 

-20 

1.0 

The advantages of the feedback concept when applied to 
traffic networks in the aim of establishing reactive dynamic 
user optimal conditions will now be summarized: 

1. The feedback concept requires only few calculations at 
each time instant k. Moreover , it is a real-time procedure 
such that no iterations or other time consuming algorithms 
are required. 

2. The feedback law does not utilize current or future values 
of the process disturbances of the origin-destination demands 
D(k) and of the compliance rate E (see Figure 3). Neverthe
less, its sensitivity with respect to variations of these distur
bances seems low as demonstrated by the preceding results. 

3. Note that for a real-life control application, only the 
feedback portion of Figure 3 is implemented using measure
ments from the real traffic process, that is, no model calcu
lations are required in real time. 

1. 4 1.8 time (h) 
llf/lfl:zCI ''1(1h\Vf111N\\'th'tUtJ1"\1'NUN'U 

FIGURE 9 Travel time differences .:iT1 for bang-bang controller. 
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FIGURE 10 A triangular demand scenario. 
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FIGURE 11 Travel time differences '1T1 for triangular demand and multivariable feedback. 
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FIGURE 12 Splitting rates for triangular demand scenario and multivariable feedback. 
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4 

5 

-20 

FIGURE 13 Travel time differences 1h1 for triangular demand and bang-bang controller. 

It should be emphasized that the proposed feedback concept 
is of a reactive character-it reacts indirectly to the distur
bances (namely via their impact on the traffic state )-and 
this is the reason why it does not need disturbance predictions. 
For example, if the compliance rate E is too low (high) this 
will have an impact on the traffic state and will lead auto
matically the feedback law to according modification of the 
input 1! so as to approach the goal J!.(k) = Q. 

Under realistic conditions, with D(k) and E varying strongly 
with time, the feedback concept cannot lead exactly to J!.(k) 
= Q but hopefully to J!.( k) = Q as demonstrated in the example 
tests. Furthermore, for very strong variations of the traffic 
state from the linearization conditions (severe congestion!), 
the linear regulator may need a long time to lead the output 
J!.(k) near zero, although it will react in the right sense. But 
what could be an alternative approach? One should be able 
to predict the origin-destination demands and compliance rates 

(which is rather unrealistic) and to apply a mathematical traffic 
model (accuracy?) in order to calculate iteratively (effort!) 
the route recommendations so as to achieve J!.(k) = Qin the 
computer (in real life?). In contrast to such an approach , the 
feedback philosophy is to react to real-life measurements rather 
than to rely on predictions and mathematical models. 

The tests of this paper are certainly not significant for prac
tical applications with more realistic models or under real-life 
conditions. Nevertheless they do provide a very encouraging 
first step towards application of the innovative concept of 
feedback to a fairly complicated traffic problem, which opens 
the way to consideration of more realistic conditions. Any
how, the particular link model used for the reported tests is 
not simpler than the ones used in previous research work on 
traffic assignment as cited in the references. Investigations of 
the feedback concept for route recommendation by variable 
message signs on freeway networks is currently under way, 
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see Wolf (10) using realistic high-order link models of freeway 
traffic like METANET (7) . 

CONCLUSIONS 

A general framework for deterministic dynamic modeling and 
control of traffic networks has been presented under non
elastic but time-varying demand conditions. The traffic net
work may include both freeways and urban roads. The pre
sented methodology may be readily extended to consider control 
measures like ramp metering and signal settings, see Papa
georgiou (2). 

A feedback concept has been applied to the traffic network 
to achieve dynamic user optimum conditions. Because of three 
fundamental features-low computational effort, low sensi
tivity with respect to unknown origin-destination demands 
and unknown compliance rates, and integrated design pro
cedure-the feedback concept appears particularly attractive 
for a broad class of traffic control problems, which include 
[see Papageorgiou (2), for more details): 

• Dynamic network traffic modeling including traffic 
assignment; 

•Static user optimal traffic assignment ; 
• Integrated strategy development for route guidance and 

traffic control systems; 
•Development of optimal traffic control strategies subject 

to dynamic assignment conditions; and 
• Development of feedback strategies for a variety of traffic 

control problems including route guidance. 
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Using an Interactive Route-Choice 
Simulator to Investigate Drivers' 
Compliance with Route Guidance Advice 

PETER BONSALL AND TIM p ARRY 

Possible sources of data on drivers' reactions to route guidance 
are discussed. Field evidence is sketchy and appears likely to 
remain so for some time. It is argued that an interactive route
choice simulator might provide acceptable substitute data. The 
design and development of such a simulator, interactive guidance 
on routes (IGOR), is described; users make a series of journeys 
through test networks by indicating their desired exit from each 
junction they reach . At each junction IGOR displays a plan giving 
information about road sizes and alignments , signposts, current 
traffic conditions, and so on. For some journeys the user has 
access to a map of the network, guidance advice, or both. The 
advice system replicates in-vehicle systems, which advise the driver 
what exit to take at each junction in order to minimize journey 
time in the current traffic conditions. To ascertain the effect of 
variations in the quality of guidance on user response, a "wrong" 
exit is sometimes recommended. The use of IGOR to collect data 
under the Dedicated Road Infrastructure for Vehicle Safety in 
Europe initiative is described and important results are presented. 
It is observed that acceptance of an item of advice depends on 
its (objective) quality, the quality of previously received advice, 
the drivers' knowledge of the network, and on the extent to which 
advice is corroborated by other evidence. Compliance with advice 
is a function of its credibility and this in turn depends on past 
experience, local conditions , and psychological factors. The value 
of IGOR and its results are discussed. Plans for use and further 
analysis of the IGOR data are outlined together with some 
options for further development of the concept. 

In-vehicle route guidance (IVRG) or information systems are 
under development in various parts of the world and some 
have already been implemented, albeit on a limited scale. 
Examples include directional aids (Etak's Navigator); real
time traffic information transmissions (via car radios using the 
HAR ARI or RDS systems); real-time congestion displays 
(General Logistics' Trafficmaster); guidance based on historic 
data (Mercedes-Benz's, Routen-Rechner); and guidance based 
on real-time data (Siemens' Ali-Scout). 

It is widely believed that such systems will be popular with 
car drivers and that they will influence route choice. Theo
retical calculations have suggested that the net effect could 
be to increase network efficiency significantly by improving 
the efficiency of individual drivers' routes and, perhaps, by 
deliberately seeking to modify individual route choices in the 
interests of an overall network optimum. These calculations 
assume that equipped drivers will follow the guidance given. 

Attitudinal surveys in the United Kingdom, France, and 
Germany (1) have, however, suggested that, particularly when 

Institute for Transport Studies, University of Leeds, Leeds LS2 9JT, 
U.K. 

driving on familiar routes, many drivers might be reluctant 
to accept guidance from a computer even if it did purport to 
"know" about current traffic conditions. There is clearly a 
potential credibility problem because many drivers believe 
that their own knowledge of the network would be superior 
to that of a computerized guidance system. To some extent, 
of course, the drivers may be right-for example, even if no 
deliberate attempt is being made to sacrifice individual ben
efits in the interests of a network optimum, the system may 
simply not "know" about potential short cuts through back 
streets and may be basing its guidance on information about 
traffic conditions received some minutes in arrears of what is 
actually happening on the streets. 

An understanding of how drivers are likely in practice to 
react to route guidance or information is clearly crucial. With
out it any estimates of the impact of such systems on network 
performance will be of purely theoretical interest and detailed 
work on the design aspects, such as multirouting guidance 
algorithms to avoid feedback problems, will be flawed. The 
problem, however, is that data on driver response to guidance 
and information systems is not readily available. 

POSSIBLE SOURCES OF DATA ON DRIVER 
RESPONSE 

A data set that would allow the exploration of the influence 
of the following would be ideal: (a) system variables such as 
quality of guidance received and completeness of the guidance 
network; (b) situational circumstances including current traffic 
conditions; and (c) driver characteristics such as age, sex, 
driving experience, and familiarity with the network. Ideally , 
again, data would be in sufficient volume to enable the cal
ibration of quantitative models . 

Direct observation of the behavior of drivers equipped with 
in-vehicle guidance, such as that used in Berlin's LISB project 
(an implementation of Ali-Scout) , would seem to be an at
tractive potential source of data. It is theoretically possible, 
under LISB, to log the routes chosen by equipped drivers and 
to compare these with the routes used by those drivers before 
receiving guidance and with the routes which they were ad
vised to use . With the cooperation of the SNV Consultancy, 
and with full permission of the drivers themselves , preliminary 
analyses of the LISB records were conducted by the Univer
sity of Leeds during 1989. Unfortunately, however, the cen
trally held data on individual vehicles' routes proved to be 
unreliable and the "automatic" monitoring of individual driv-
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ers' response to guidance was found not to be a practical 
proposition. Another attempt to undertake automatic mon
itoring will be made in conjunction with the trial of the PATH
FINDER route guidance system under California's PATH 
initiative. 

Although automatic monitoring had proved to be imprac
tical, the LISB trial was still an important potential source of 
data on driver response; in parallel with a much larger eval
uation program being undertaken by the SNV consultancy, 
the University of Leeds was able to conduct a series of ques
tionnaire surveys among LISB users (2,3). The questionnaires 
sought aggregate information on driver behavior (e.g. , what 
proportion of drivers claimed to be seeking or following guid
ance in specified circumstances? What proportion have changed 
their routes as a result of guidance?) and attitudes (e.g., what 
reasons are quoted for not following advice?). The surveys 
yielded some valuable insights. Note for example that ac
ceptance of advice was much lower on familiar journeys and 
that it declined over time. Among the most frequently quoted 
reasons for not following advice were that they thought it was 
sending them in the "wrong" direction and that they saw no 
reason to accept its advice to leave a normally good route, 
which had no obvious problems on the day in question. More 
complete results are quoted elsewhere ( 4,5). 

Interesting and illuminating though these results from the 
LISB questionnaires may be, they do not provide the detailed 
data required for modeling purposes on issues such as the 
influence of the network specification, or the "accuracy" of 
guidance on driver response. This is primarily because they 
are subjective and aggregate rather than objective and dis
aggregate, but also because the LISB trial was designed pri
marily to prove the technology rather than to provide a test 
bed to explore such issues (6) . Because there was no im
mediate prospect for such experimental designs being imple
mented in the field, or of disaggregate data being derived 
from them, it was necessary to consider the alternative meth
ods of obtaining the needed data. 

Because of the Institute's access to cars equipped with Ali
Scout, consideration was given to inviting "guinea-pig" driv
ers to exchange their own cars for ones equipped with Ali
Scout and then observing in what circumstances they did, or 
did not, follow the guidance received. Once again, however, 
it was concluded that it would not be possible by this means 
to explore all the variables of interest (particularly exposure 
to advice of differing qualities) . It was also clear that cost and 
time considerations would limit the research to a vanishingly 
small sample of drivers. 

Also considered was the use of relatively free-format in
terviews seeking attitudinal information from drivers who had 
been briefed, perhaps through a video, on the concept of route 
gnicl:rnce. Tt w<is felt, however, that the resulting data would 
not have the precision required and that, because the issues 
had already been discussed in interviews in previous phases 
of our research, little new of substance would be learned . 

The desiderata pointed to some form of stated-preference 
experiment wherein respondents would be offered a series of 
hypothetical route-choice decisions (with each option defined 
in terms of variables such as type of road , alignment relative 
to the destination, degree of congestion, whether it was the 
signposted route, and whether it was the advised route) and 
asked to indicate which option they would select. Such a 
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technique could be administered using a conventional ques
tionnaire or on an interactive computer (the advantages of 
which are discussed elsewhere) (7,8). On reflection however, 
no satisfactory way could be seen to build the quality of ad
vice, or the drivers' previous experience of advice, into such 
an experiment. (Simply to tell respondents that the advice 
was right n times out of 100 would not suffice because it begs 
the question of how " right" is defined and how, in reality , a 
driver would perceive it .) It was this problem with conven
tional stated preference (SP) methods that led to developing 
the interactive simulator approach. 

The value of interactive simulation as a means of gathering 
data on traveler response is increasingly recognized . Previous 
examples have included the Oxford work with HATS to study 
activity scheduling (9) and the Leeds use of multistage ques
tionnaires to calibrate microsimulation models of car sharing 
schemes (10). Current interest has been stimulated by Mah
massani's work in Austin, Texas, on departure time choices 
and route-and-departure-time joint choices (11-13). 

IGOR (interactive guidance on routes), a new model, pro
vides drivers with feedback on the consequences of their own 
decisions but does not consider supply side response nor the 
consequences on other drivers-it is purely a device for gath
ering data on drivers' responses to the situations met. 

INTERACTIVE SIMULATOR 

Description of IGOR 

IGOR runs on an IBM or compatible PC. Each user is invited 
to make a number of journeys through hypothetical networks 
by progressing from one junction to the next. At each junc
tion, the participant is shown a plan of the junction, annotated 
with contextual information (see Figure 1 for a typical screen), 
and is invited to press a key to indicate the chosen direction . 
The participant is, on some of the journeys, provided with 
route guidance advice (in the form of a flashing arrow on the 
advised direction) but is free to ignore it if desired. 

Each user makes several journeys from specified origins to 
specified destinations . For some journeys, a hard-copy map 
of the network is provided, for others, no map is provided. 
The conditions faced and the decision made at each junction 
are logged for subsequent analysis-thereby enabling the de
termination of the circumstances in which guidance is ac
cepted or rejected. To examine the effect of the quality of 
advice on its acceptability, IGOR is programmed to provide 
a given amount of " bad" advice to participants. Some par
ticipants get better advice than others (the quality of advice 
received by each participant at each junction is known). 

The current version of IGOR was developed over a 6-
month period from late 1989 and has a number of features that 
should perhaps be described in greater detail. 

Network 

A hypothetical network containing 30 two-way links and 19 
nodes has been the basis of the work. (See Figure 2 for a copy 
of the network map provided to users.) This network rep
resents a typical small town with a historic center and a bypass 
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FIGURE I Annotated copy of IGOK's on-screen display. 
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FIGURE 2 Map of network provided to IGOR users. 

and has been designed to offer a number of interesting route
choice options. The junctions have been named thematically 
to introduce some sense of route identity . 

Each link has a basic length but its traverse time during a 
particular journey depends on the supposed time of day and 
weather conditions and on a random element to represent 
day-on-day variability; thus the level of congestion varies from 
one journey to another to a degree that is realistic without 
being predictable. 

IGOR can accept different network data and could, for 
example, represent one way streets or limited access junc
tions. There is no reason in principle why the network de-

scription should not be tailored to represent a real network 
with which the participant would be familiar. This option will 
be experimented with in due course. 

Guidance System 

The guidance system is currently programmed to produce the 
minimum time route to the specified destination given the 
current conditions. However , as is the case with real guidance 
systems such as Autoguide or LISB , IGOR's guidance system 
is "unaware" of some of the links in the network. This fact, 
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together with the deliberate provision on some occasions of 
"bad" advice , ensures that the advised route is not always 
the quickest. This fact was not drawn to the attention of users. 

On-Screen Display 

Figure 1 shows a typical display during a journey. It reminds 
the participants of their destination, how long it has taken so 
far, and how long the last link took. The junction plan is 
aligned such that the entry arm is at the bottom. All the exits 
are labeled , to show which junction they lead to. The road 
type (highway, main street, or side street) is indicated by the 
width of the exit arm. The general crow-fly direction to the 
destination is indicated by an arrow (this is a proxy for the 
driver's general sense of direction). If it is desirable to indicate 
that the destination is signposted from the current junction , 
then the signpost symbol appears next to the appropriate exit 
arm. If guidance advice is being given, then the appropriate 
exit arm arrow will flash. 

Traffic information is summarized in a table under the junc
tion plan. It indicates what might be seen from the junction
thus, it indicates how much, if any, congestion can be seen 
on each exit link, and which exits are being chosen by drivers 
supposedly in front of the participant. (This information is 
included because previous research had suggested that drivers 
might be influenced, in their choice of exit arm, by what other 
drivers seemed to be doing.) 

Other information that is displayed at specific junctions 
includes progress confirmation information such as "you have 
just entered the city center" or "you have just crossed the 
river." To provide some feedback, the driver is given, at the 
beginning of each journey, an estimate of the probable jour
ney time assuming average travel conditions at that time of 
day and , at the end of each journey , the driver reminded of 
this estimate and told how long the trip actually took . 

Sound Generation 

In the current version of IGOR an engine sound is emitted 
as the driver moves from one junction to the next. The du
ration of the sound is proportional to the time required to 
traverse the link and its pitch is proportional to the speed. 
Thus the driver gets an impression of the passage of time and 
of the travel conditions-a high gear sound would accompany 
a trip round in uncongested ring road while a series of short 
low gear sounds would accompany a trip through the con
gested city center. 

Interactive Questionnaires 

As background for analysis of participants' decisions, infor
mation is required about their personal characteristics and 
attitudes. When participants first log on, they are asked to 
provide a certain amount of personal information (age , sex, 
home location, car ownership, access to company car , distance 
driven per year, whether they drive to work, whether they 
drive in the course of work, and how adept they consider 
themselves to be at finding new destinations for the first time). 
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Also , before each journey , IGOR asks whether users already 
have an idea of which route they intend to take and if so, 
which bridge they intend to cross-this question is carefully 
phrased to minimize the possibility that they might subse
quently feel committed to that route but does, it is thought, 
invite users to do a certain amount of strategic planning such 
as is often done in practice. The intention is to experiment 
with the inclusion and exclusion of this question in clue course. 

After completing their last journey, participants are pre
sented with 6 SP questions in which they have to indicate 
which of two directions they would take in each of the 6 
specified situations. The situations are designed such that in 
the first one the guidance system is in conflict with all other 
evidence, in the second it is in conflict with everything except 
the compass direction and so on, for each of the 5 variables. 
After these SP questions have been answered, players are 
asked some attitudinal questions: had they previously heard 
of in-car route guidance? (If so) had they expected to be useful 
to them? Had IGOR caused them to change their opinion for 
the better or worse? In what circumstances, or combinations 
or circumstances, would they, in real life, reject guidance? 
What criteria do they usually use in selecting routes in various 
situations? 

Storage of Results for Subsequent Analysis 

In designing IGOR facilitation of the analysis of the data was 
sought. Data for each participant is stored in a file with a 
unique identifier to record the time and data of the session. 
Each file contains a record for each decision made by the 
participant. Each record contains the participant's personal 
characteristics and answers to the attitudinal questions along 
with the description of the situation faced at the junction, 
information about the quality of advice received at this, and 
previous, junctions , and the decision actually made. The data 
is thus ready for analysis without any need for extensive file 
editing. The only data that needs to be brought in from a 
separate source are those relating to the conditions under 
which IGOR was used (i.e., whether any survey staff were 
present-and if so, who? And how the participant was "re
cruited"?). There is no reason in principle why this data too 
should not be typed into the PC and automatically entered 
into the files. 

This description of the IGOR model summarizes one con
tained in a previous paper (I 4), which also includes more 
details of potential further developments of the concept . 

Organization of an IGOR Session 

There are, of course, many ways in which an IGOR session 
might be organized. The program will run on a portable PC 
and so can be used in peoples' homes or workplaces or at 
airports or transit stations much as one would a conventional 
questionnaire. 

A typical session will have the following components: 

1. Introduction-explanation of how to use IGOR; 
2. Characteristics-questions on personal characteristics; 
3. Familiarization-3 journeys without guidance designed 
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to familiarize the user with IGOR and the network (a map 
of the network is provided); 

4. Description of guidance-introduction to the concept of 
in-car guidance; explanation that the guidance is based on 
current traffic conditions; 

5. Reaction to guidance-6 journeys with guidance (using 
the network introduced in phase 3) and 3 journeys with guid
ance in a different network (no map provided), these repres
ent unfamiliar journeys; 

6. SP exercise-6 stated preference questions; and 
7. Attitudes-direct questions on the perceived usefulness 

of guidance and on the user's normal route choice criteria. 

All seven phases can be carried out through the PC screen 
and keyboard and could, in theory, be conducted without any 
survey staff in attendance . Indeed it would be possible to send 
out a disk containing the program to people with access to a 
PC for them to use it at their own convenience and then mail 
back the disk containing the data. 

RESULTS OF AN ANGLO-FRENCH 
IMPLEMENTATION OF IGOR 

Data Collection and Analysis 

As part of a project under the European DRIVE initiative, 
IGOR has been used on behalf of the CARGOES consortium 
to collect information on drivers' reactions to route-guidance 
advice. A French translation of the on-screen information 
enabled French partners, INRETS, to use IGOR in Paris 
while it was being used in various locations in the United 
Kingdom. Some 350 participants were recruited, mainly through 
their employers, and most sessions took place at the partic
ipants ' workplaces during early summer 1990. An analysis of 
participants' characteristics shows them to have been fairly 
representative of the car driving population. 
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Each participant made several journeys and each journey 
consisted of several decisions. The resulting data base contains 
data on more than 11,000 decisions. Further details of the 
data and its analysis can be found in the project report ( 4). 

The IGOR data base has proved to be a very rich source 
of information , the analysis of which is by no means complete. 
It is , however, appropriate to present here those results re
lating to the subject of the current paper-drivers' acceptance 
or rejection of route-guidance advice. 

Results 

General 

Analysis of the IGOR data base shows that , overall, about 
70 percent of advice was accepted. The current analysis seeks 
to determine the extent to which acceptance or rejection is a 
function of objectively defined characteristics of the advice 
or of the decision makers. 

Acceptance of Advice as a Function of Quality 

As has been mentioned previously, unknown to the partici
pants, the quality of advice given by IGOR was deliberately 
varied . The relationship between acceptance of an item of 
advice and its quality (defined as the minimum time to reach 
the destination by means of the advised route divided by the 
minimum time to reach it by any route) was examined. Plots 
of acceptance versus quality as shown in Figure 3. The x-axis 
in Figure 3(a) is an index of quality based on travel times in 
the IGOR network as they were at the time the journey was 
actually made, whereas the x-axis in Figure 3(b) is an index 
of quality based on free-flow travel conditions. 

Both plots show that acceptance declines as the quality of 
advice decreases. It is clear that, although they were not in-
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FIGURE 3 Acceptance of advice as a function of its quality. 
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formed that the quality of advice was variable, participants 
appear to have detected the fact and acted accordingly. The 
decline in acceptance is particularly sharp as the index of 
quality falls from about 100 (perfect advice) to about 150 
(advised route half as long again as the best possible route) . 
This initial decline is particularly strong in Figure 3(b ), sug
gesting perhaps that participants' perception of the usefulness 
of advice was strongly conditioned by the physical layout of 
the network. This question will be revisited later in the paper. 

Regression curves were fitted to the data shown in Figure 
3 and the resulting equations were 

p = 1.89 - O.Olq + 3.l4qa2 

p = 6.37 - 0.95qf + 0.00qf2 + 8.2qf3 

where 

p = probability of acceptance, 

(r 2 = 0.94) 

(r 2 = 0.80) 

qa = index of quality based on actual travel times, 

(1) 

(2) 

qf = index of quality based on free-flow travel times, and 
r 2 = squared correlation coefficient (fit of curve with data). 

The poorer fit for the equation based on free-flow travel times 
may reflect the fact that some journeys were made in networks 
for which no map was available and of which the participant 
could not therefore be expected to have a good image of 
physical layout. This hypothesis will be pursued in further 
tests. 

A third definition of quality, based not on the ratio of times 
via the advised and the true best route, but on the absolute 
difference between their times, was calculated and acceptance 
of advice was plotted against it. A relationship was apparent 
but the fit was not good. 

Acceptance as a Function of Quality of Previous 
Advice 

Acceptance of less than perfect advice by an individual seemed 
to depend not only on the quality of advice in question but 
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also on the quality of advice previously received by that in
dividual. Figure 4 shows that if previous advice had, on av
erage, been very good, then even a very poor piece of advice 
was likely to be accepted, but if the quality of previous advice 
had, on average, been bad then a very poor item of advice 
was almost certain to be rejected. 

Apparently participants who had become accustomed to 
receiving good advice became less critical of the occasional 
bad piece of advice, either because they did not feel it nec
essary to question it or because they were inclined to give it 
the benefit of the doubt. On the other hand , participants who 
have been experiencing a lot of bad advice seemed to treat 
any advice with great skepticism. 

Further analysis, not reproduced here, suggests that the 
average quality of the most recently received items of advice 
was particularly influential in establishing the credibility, or 
otherwise, of the current advice. The data was also examined 
to see if any primacy effect existed-whether the quality of 
the first few items of advice was particularly important. No 
such effect was apparent. 

Acceptance as a Function of Familiarity with the 
Network 

Acceptance of advice generally decreased as familiarity with 
the network increased. Table 1 shows that, among people 
who had been receiving fairly reliable advice, it fell in a de
creasing curve, dropping by about 10 percent between the 
first and second journey in a given network, by about 50 
percent between the second and third journey, by about 2 
percent between the third and fourth, and by about 1 percent 
per journey thereafter. The decline in acceptance among peo
ple who had been receiving poor advice was much less regular 
and appeared to be very dependent on actual conditions met. 

Acceptance was highest when a new destination had to be 
found in a new network for which no map was available; in 
such circumstances ewn lhuse who had been receiving very 
poor advice had little option but to rely on it. Acceptance 
was lowest when a journey was being made in a network for 

200 250 300 

Quality of Advice 

a by participants whose previous advice has provided routes averaging 

within 3% of the theoretical minimum journey time 

b by participants whose previous advice had provided routes averaging 

at least 20% longer than the theoretical minimum journey time. 

FIGURE 4 Acceptance of advice as a function of the quality of previously 
received advice. 
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TABLE 1 ACCEPTANCE OF ADVICE AS A FUNCTION OF FAMILIARITY WITH THE 
NETWORK 

Journey 

N' 

4 

5 

6 

7 

8 

9 

10 

11 

12 

N• or 

previous 

jowneye 

In this 

network 

3 

4 

5 

6 

7 

8 

0 

1 

2 

N' or 

previous 

visits 

to this Map 

destination available 

2 

3 

4 

6 

2 

0 

1 

0 

y 

y 

y 

y 

y 

y 

N 

N 

N 

% or advice accepted 

a b c 

79 24 72 

77 56 70 

85 56 69 

76 59 67 

75 65 68 

81 58 68 

96 79 83 

84 73 77 

89 74 76 

a when prevtous advtce had provtded routes averaging within 3% of the theoretical minimum journey time 

b when prevtous advtce had provtded routes averaging at least 20% longer than the theoretical minimum journey lime 

c for all qualities of prevtous advtce. 

Source: DRIVE V!Ol l tests with IGOR in UK and France 

which a map was available, to a destination that had been 
visited several times before. 

Allhough acceptance of advice declined with increasing fa
miliarity participants' adherence to preplanned route in
creased as their confidence grew. 

The Effect on Acceptance of Corroborating or 
Contradictory Evidence 

The influence of circumstantial evidence that tended to cor
roborate or contradict the advice was studied in some detail. 
The results reported in Table 2 show that some features
particularly the alignment of the advised exit relative to the 
crow-fly direction to the destination, the behavior of other 
drivers, and the presence or absence of congestion-had a 
significant impact. 

The impact was particularly strong when the advice itself 
was not optimal (i .e., when the advised exit was not the one 
that would have got participants most quickly to their desti
nations). Thus, if non-optimal advice happened to be in the 
right direction (in terms of compass bearing) ic was accepted 
by 74 percent of participants but if it wa in completely the 
wrong direction it was accepted by only 22 percent of partic
ipants . imilarly, if the non-optimally advi ed exit happened 
to be used by most other drivers, then the advice was accepted 
by 67 percent of participants, but if it was the least used exi t 
by other drivers it was accepted by only 30 percent of partic
ipants. The visible presence of traffic congestion on all exits 
other than the advi ed one, or of a road sign apparently con
firming the advice, also has an important effect on the ac
ceptance of non-optimal advice. 

Acceplance of optimal advice was not influenced by cor
roborating or contradictory evidence to quite the same extent 
as was acceptance of non-optimal advice. Even so, the effect 
of compass direction, visible congestion, and the behavior of 
other drivers was very important. 

TABLE 2 ACCEPTANCE OF ADVICE AS A FUNCTION OF 
THE EXTENT OF CORROBORATION OR CONFLICT FROM 
OTHER SOURCES OF INFORMATION 

%of %of 

OpUmal advlce Non opUmal advice 

accepted with: accepted with: 

-~\ (a) (b) (a) (b) 

corroboraUon Mu: Mu: 

or confilct corrob· Max corrob- Max 

oraUon conflict oraUon conflict 

Crowfty dlrecUon 

lndlcator 91 56 74 22 

Other drivers' 

declalons 85 76 67 30 

Trame congesUon 

vlslble on exits 90 74 58 44 

Signposts 80 80 59 42 

Size of road 80 80 49 52 

Source: DRIVE VIOi i tests with IGOR in UK 

It appears reasonable to conclude from the evidence pre
sented in Table 2 that participants' reaction to advice was 
strongly conditioned by local network conditions and their 
perception of the physical layout of the network. To the extent 
that these are correlated with optimal advice, this no doubt 
explains how the acceptance comes to be so closely related 
to the quality of guidance. 

The SP exercise conducted with each participant immedi
ately after their last journey with IGOR allowed the further 
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exploration of the effect of corroborating and contradictory 
evidence on acceptance and rejection of advice. 

The SP results were similar to those from the main IGOR 
exercise, in as much as they showed the importance of conges
tion and of the crow-fly alignment and the relative unim
portance of road size and signposting, but there was some 
evidence that the fixed ordering of questions in the SP ex
periment had influenced the results. Problems such as thi · 
frequently occur in conventional questionnaires but l'lJ'C avoided 
in th main IGOR exercise becau e the ord rand content of 
situations faced by participants vary from participant to par
ticipant and from journey to journey. 

Acceptance of Advice as a Function of Personal 
Characteristics 

There was some relationship between participants' apparent 
propensity to accept route-guidance advice and their personal 
characteristics. In many cases, however, the relationship was 
not significant at the 5 percent level and in some cases quite 
different relationships were apparent in the British and French 
samples. Among those relationships that were significant at 
the 5 percent level in the British sample, women were found 
less likely to accept advice, particularly non-optimal advice, 
than men (38 percent compared with 46 percent of non
optimal advice was accepted, respectively) and people who 
have a high annual kilometrage or who regularly drive to work 
were less likely to accept advice than others. It was also noted 
that acceptance of advice, particularly non-optimal advice, 
was highest amongst people who quoted distance minimiza
tion as their main criterion for route choice (71 percent of 
non-optimal advice accepted compared with 47 percent for 
the whole sample). Also, those who said they had previously 
heard of route guidance, and had thought it likely to be useful 
to them for most of their journeys, accepted advice more 
readily than the population at large (52 percent compared 
with 47 percent). 

DISCUSSION OF RESULTS 

Practicality of the Tool 

Experience with IGOR in the United Kingdom and France 
has confirmed the expectation that it would provide a cost
effective method of collecting large amounts of data. The 
management and control of the surveys, the handling of the 
data, and the speed of subsequent data processing have all 
proved very satisfactory (though not fool proof-almost 10 
percent of the data sel was lost because of a disk error on the 
French machine). 

IGOR appears to have been popular with participants and 
no difficulties were experienced either with recruitment or 
with people wishing to terminate a session part way through 
(the average session lasted about 35 to 40 min and respondent 
fatigue might have been expected to set in had it been a 
conventional questionnaire or interview). 

Although IGOR is self-contained and could in theory be 
run without any survey staff in attendance, in practice it was 
found useful to have someone present to record any comments 
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made by the participant at any stage during the session and 
to seek more attitudinal information from them at the end of 
the session. Comments made by participants while they were 
deciding which exit to take proved very revealing as to par
ticipants' decision processes and are perhaps a valuable source 
of data in their own right. 

The idea of mailing IGOR disks to people with access to 
their own PC's had little success because of the current con
cern about the importation of computer viruses by means of 
direct-mail disks. 

Reliability of the Results 

IGOR puts the participants in a simulated route-choice sit
uation and provides them with simulated guidance but neither 
of these is the real thing. Participants do not receive real 
environmental stimuli and do not work within the same con
straints as they would were they making real journies. The 
stimuli could be improved albeit at the cost of reduced port
ability, by use of more sophisticated graphics or simulators, 
such as is being done by research teams interested in the 
ergonomic aspects of IYRG (15-18) but even so, the situation 
would still be artificial. 

Having conducted some 350 IGOR sessions, followed by 
debriefing sessions with each of the participants, there is con
fidence that they understood what they were doing and were 
interpreting the on-screen information (such as that relating 
to the decisions of other drivers and the disposition of sign
posts) realistically. There are, however, two reservations; one 
relates to the crow-fly direction indicator and the other to the 
way in which feedback on performance was given. 

The crow-fly indicator was supposed to represent the driv
ers' general sense of direction and it probably fulfilled this 
task quite well for journeys made in a familiar network or 
with a map. However, given that only a minority of drivers 
carry directional compasses in their vehicles, it may be that 
it was unrealistically precise for the journeys being made in 
an unknown network without a map. If this is so it will prob
ably have depressed the acceptance of advice on such journeys 
lower than what it might otherwise be; the consequence of 
which would be that the acceptance would be even more 
sensitive to familiarity than the results suggest. In future ver
sions of IGOR, the intention is to experiment with less precise 
direction indicators and, for some journeys, with having no 
direction indicator at all. 

At the end of each journey participants were reminded of 
how long they might have expected the journey to take and 
informed of how long they actually did take. This information 
was intended to give them some fairly realistic feedback on 
their performance. There is, however, some evidence, par
ticularly from among the French participants, that the infor
mation was treated as a score and may have encouraged some 
participants to seek minimum time routes to a greater extent 
than they would do in real life (only 35 percent of French 
participants quoted time minimization as their overriding cri
teria for route choice on the journey to work) . If this is so it 
may have caused the relationships between acceptance of an 
item of advice and its (objective) quality to be stronger than 
they might otherwise be. In future versions of IGOR other 
forms of feedback will be experienced with, including mea-
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sures tailored to an individual participant's stated route-choice 
criteria. 

The analysis suggested that personal characteristics gen
erally had influence on an individual's acceptance of advice 
and the authors are confident that, with the possible exception 
of the points outlined above, the results are probably a fairly 
good indicator of how people might react to route guidance 
in real life. It would, of course, be nice to be able to confirm 
this by comparing IGOR's results with observations from real 
schemes . The problem, of course, is that there is insufficient 
evidence from real schemes against which to judge the IGOR 
results (indeed had such evidence existed, IGOR would not 
have been necessary). The IGOR results are, however, con
sistent with those obtained from attitude surveys among driv
ers equipped with Ali-Scout equipment in Berlin's LISB sys
tem (2,3). More rigorous tests of the IGOR results must await 
the availability of large volumes of data on individual drivers' 
responses such as might be obtained by automatic monitoring 
of vehicle movements as part of a carefully designed field 
trial. 

Until such evidence becomes available, IGOR is surely one 
of the best sources of quantified data on which to base models 
of drivers' response to route-guidance advice. It is certainly 
to be preferred to stated intentions, preferences, and attitudes 
derived by more conventional means. 

Further Work 

Unless equipped drivers form only a trivial proportion of the 
driving population, their behavior, whether or not it is in 
compliance with advice, could materially affect network con
ditions. A realistic model of route guidance or information 
systems must incorporate a representation of mechanisms on 
the demand-side as well as on the supply-side. Much might 
be gained by embedding the calibrated models of driver re
sponse, derived from IGOR, within one of the network sim
ulation modeling frameworks currently being used to examine 
driver information systems (19-24). 

IGOR has proved to be a very valuable tool with which to 
examine route choice. It has already enabled experiments with 
a range of situations that cannot readily be observed in the 
field. A natural progression appears to be to use it to study 
a range of route-choice issues and to represent a variety of 
driver information systems. Plans are underway to represent 
systems that provide text or map-display information as well 
as, or instead of, guidance. 

The process of developing IGOR itself highlighted a num
ber of interesting issues relating to route-choice behavior
for example the role offeedback on performance, the role of 
pretrip planning, and the accuracy of individuals' knowledge 
of their orientation. We intend to examine these and other 
issues in future versions of IGOR (25). 

Analysis of the data collected in Britain and France during 
1990, and of comments by participants and survey staff, has 
raised important issues, some of which will benefit from fur
ther analysis of the existing dataset , whereas others will re
quire further experimentation. Further analysis will, it is 
thought, throw more light on the way in which different fac
tors (e .g., qualities of guidance and corroborating evidence 
of various kinds) act in combination to influence acceptance 
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of advice, whereas exploration of participants' motivations 
will require further experimentation. 

The use of IGOR in Britain and France during 1990 was 
supported under the DRIVE initiative in order to assist in 
the prediction of the extent to which drivers will accept route
guidance advice. Plans are underway, as part of an SERC 
sponsored project at the Universities of Leeds. Southampton 
and York, to generalize the program, to look more broadly 
at route choice and network learning behavior. It is hoped 
that IGOR will be able to produce data to support the spec
ification of more general route-choice models in which guid
ance is merely one of several potential explanatory variables . 
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Comparative Assessment of Origin-Based 
and En Route Real-Time Information 
Under Alternative User Behavior Rules 

HANIS. MAHMASSANI AND PETER SHEN-TE CHEN 

The effects of real-time traffic information , supplied at the origin 
of the trip or along the way (en route), on the system's perfor
mance under alternative behavioral rules governing path selection 
in the network are examined in this paper. Simulation experi
ments are performed to investigate the effect on overall system 
performance as well as the incidence of benefits (costs) across 
user information groups of four experimental factors: (a) behav
ioral rules, governing users' response to real-time information, 
(b) sources of information, consisting of point-of-departure or in
vehicle (or borh) , (c) prevailing "initial conditions" in the system , 
and (d) market penetration (i.e., the fraction of users with access 
to real-time information in the network). The results of these 
simulation experiments provide insights into the effectiveness of 
real-time advanced driver information systems on systemwide 
performance and on its critical determinants. The results confirm 
a priori expectations that the existence of benefits as well as the 
relative effectiveness of origin-based versus en route information 
is highly dependent on the initial conditions prevailing in the 
system as well as the behavioral rules governing path selection. 
Extreme behavior by users (with frequent switching in myopic 
response to any gain, no matter how small) could lead to severe 
worsening of traffic conditions under real-time information from 
either source. On the other hand , switching according to a bound
edly rational model incorporating a threshold improvement in 
trip time is more likely to lead to meaningful systemwide benefits. 

The supply of real-time traffic information to tripmakers through 
various possible forms of advanced driver information systems 
(ADIS) is increasingly looked to as a means of reducing traffic 
congestion in urban networks (1). The effectiveness of dif
ferent types of ADIS and alternative information supply strat
egies depends on the complex interactions between user de
cisions and the network's performance. Questions regarding 
user behavior as it pertains to different types of ADIS do not 
appear to have received much attention to date, although they 
will be critical to the successful implementation of these 
systems. 

In this paper, concern is with two principal behavior aspects 
of real-time ADIS. The first consists of the mechanism or 
choice rule governing path selection in response to real-time 
information on the current trip times on competing paths. 
The second concerns market penetration, or the effect of the 
fraction of users in the network with access to such infor
mation. While models are proposed and illustrated for the 
first phenomenon, with respect to the latter, sensitivity anal
ysis is performed and overall system performance and effec
tiveness is examined for different levels of market penetra
tion. 

Dep~rtment of Civil Engineering, The University of Texas at Austin, 
Austm, Tex. 78712. 

Another principal focus of this paper is the comparison 
between two sources of information with different techno
logical and cost characteristics: point-of-departure informa
tion versus in-vehicle (en route) information. In both cases, 
the user would have access to real-time information on current 
conditions on the various network components. However, in 
the former, the information influences the driver's initial choice 
of route (and possibly his or her time of departure), whereas 
in the second case the driver is already on an initially selected 
route after having left his or her origin. The analysis focuses 
primarily on the a.m. home-to-work commute (though a sim
ilar treatment could be developed for the p.m. peak period) . 
The point-of-origin information then becomes equivalent to 
information that one would consult at home, and which can 
therefore be supplied through existing media, primarily tele
vision or telephone lines (connected to a home terminal) . On 
the other hand, in-vehicle information would require the kind 
of telecommunications and microprocessor technologies and 
infrastructure contemplated in the various proposed and 
prototype ADIS systems (1) . The relative effectiveness of 
these two sources of traffic information has extremely im
portant technical and policy implications, given the significant 
differences in the size of the respective investments required 
by each source. In other words, which of the two sources, 
taken separately, leads to greater improvement in system per
formance, if any? If origin-based information is provided, how 
much additional improvement could be attained by continued 
en route information availability? 

The above questions are explored in the context of nu
merical simulation experiments in a commuting corridor. Sev
eral key factors that determine the answers to these questions 
are identified and illustrated, particularly the sensitivity of the 
results to (a) the underlying behavioral rules governing users 
response to the supplied information, (b) market penetration, 
or the fraction of the population with access to the infor
mation, and (c) the prevailing "initial conditions" in the sys
tem, and the corresponding availability of improvement op
portunities via flow redistribution among alternate routes. 

The simulation experiments are performed using a mod
eling framework previously developed by Mahmassani and 
Jayakrishnan (2). A corridor network structure is considered, 
consisting of three principal highway facilities offering several 
switching opportunities. Only auto drivers are considered, 
though the behavioral framework could be extended to in
clude transit users. As noted, the illustration is limited to the 
a .m. home-to-work commute. 

In the next section, some aspects of the behavioral frame
work for the user response models are discussed, and specific 



70 

decision rules are formulated for this purpose. The simulation 
experiments are then described, including an overview of the 
simulation model used and a detailed discussion of the specific 
levels considered for each experimental factor. The simulation 
results are then discussed, followed by concluding comments . 

BEHAVIORAL FRAMEWORK AND RULES 

General Behavioral Considerations 

The effectiveness of information technology to achieve traffic 
control objectives depends on (a) the existence of improve
ment opportunities in prevailing traffic conditions, (b) the 
nature and type of information available to different segments 
of the user population, and (c) users' behavior and response 
to the supplied information. 

Mahmassani and Jayakrishnan (2) have classified infor
mation strategies into four generic categories: 

1. Descriptive, stored information, such as a static map 
that displays only stored information on (fixed- or time
dependent) trip times on the various network links. 

2. Descriptive, real-time information, where the trip times 
are updated on a real-time basis to indicate prevailing conges
tion on the various network links. 

3. Descriptive, real-time information with individual opti
mization, in which the link-level information could be pro
cessed either on board or centrally to compute the current 
shortest path from the present position to the desired desti
nation of given driver. 

4. Controlled guidance, under which the instructions given 
to users reflect a central controller's system-level objectives, 
subject to certain constraints to prevent unreasonable pen
alties to any individual tripmaker. 

User behavior and response to the supplied information is 
the result of a complex process involving human judgment, 
learning, and decision making in a dynamic environment. This 
process depends on the type and nature of the information 
provided, in addition to the individual characteristics and pref
erences of the tripmaker. In all four cases identified above, 
user response can be viewed in terms of four choice dimen
sions: (a) acquisition of the equipment, (b) consultation of 
the information system, (c) compliance with its instructions, 
and (d) trip decisions and actions (behavior). Of course, these 
dimensions take place over varying time frames. 

Acquisition of the on-board equipment is a long-term de
cision, reached by the user after some deliberation involving 
the trade-off of perceived benefits with monetary costs. This 
decision can undoubtedly be modeled adequately in a stan
dard random utility maximization discrete choice framework. 

Consultation of the equipment is a real-time decision, made 
along and possibly also at the beginning of the trip . The con
sultation decision is likely to be governed by different be
havioral mechanisms for each of the preceding generic types 
of information systems and strategies. For example, a static 
map with historic information only (the first strategy) is not 
likely to be consulted (for path selection purposes) other than 
at the beginning of a trip or to find an alternate path along 
the way if actual congestion exceeds anticipated congestion. 
[Operationally, this choice can be modeled as follows. Let 
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TT," denote the actual trip time experienced by user i up to 
node n, and ATT," the initially anticipated trip time up to that 
node. If (TT;" - ATT,") exceeds a certain threshold, then 
the driver will consult the video map to identify a suitable 
alternative.] On the other hand, a controlled guidance system 
(the fourth strategy) is likely to be consulted on a virtually 
continuous basis. The underlying behavioral process for the 
second strategy is likely to be closer to that for the first strat
egy, whereas the third strategy is likely to be closer to the 
controlled guidance case. In all cases, the consultation deci
sion is influenced by longer-term processes, particularly user 
perceptions of the reliability and usefulness of the system, 
formed mostly by learning through one's own experience with 
the system, as well as reports by friends, colleagues, and 
popular media . 

The third choice dimension is referred to here as compli
ance. It is a real-time decision, definitely influenced by the 
above-mentioned longer-term learning phenomena that form 
user perceptions. This dimension is not directly applicable to 
the first two information supply strategies. It is most appli
cable in the fourth strategy, where specific route guidance 
instructions are provided, with the controller's intent that they 
be followed by the motorists. In this case, compliance will be 
a critical factor in overall system effectiveness. For the third 
strategy, the applicability of this dimension depends on the 
specific information displayed. If it consists of just (current) 
trip times on alternate paths, then it is not clear what com
pliance would refer to. On the other hand, if a single path is 
displayed, because il has been determined to be the shortest 
or otherwise "best" according to some criterion (or as a result 
of an on-board expert system recommendation), then com
pliance could be defined relative to that recommendation. 

The fourth dimension actually includes several possible de
cisions, with varying time frames for each. The most evident 
is en route path switching, which is the principal real-time 
decision targeted by in-vehicle information systems. A second 
decision consists of initial (home based for the a.m. commute) 
route selection. This decision can be taken as an immediate 
response to real-time information consulted at the trip origin 
(and supplied either through the in-vehicle display or some 
other in-home medium). However, it is also influenced by the 
day-to-day experience of the users in the system, which con
tributes to forming the users' perceptions both over the short
term (day-to-day) and over a longer time frame. A third re
sponse consists of trip timing. In the immediate term, the 
tripmakers can delay, advance, or both the time of their trips, 
in light of prevailing traffic conditions. From day-to-day, the 
tripmakers will adjust their departure time, as a result of 
learning through repeated system usage. The user's preferred 
arrival time plays an important role in this process. Some 
equilibrium choices or timing strategies might he reached hy 
individual commuters over time as a result of this process. 
(Another possible choice available to users in the medium 
term is that of changing modes, particularly switching from 
automobile to transit, if adequately available.) Over the me
dium to long term, changes in activity patterns could take 
place, reflecting the users' potentially improved ability to 
schedule their activities using reliable real-time information. 
Of course, over the very long term, the standard choice di
mensions of residential or work locations remain available for 
users; these are outside the scope of the present discussion. 
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An important factor that was noted in connection with all 
of the decisions just outlined is that of the perceived reliability 
of the information and its resulting credibility . This arises 
primarily from the dynamic nature of the decision environ
ment and the presence of collective effects in the network as 
a result of the interactions of a large number of individual 
decisions. In particular, a "best" path predicated on current 
link-trip times may well turn out to be less than optimal as 
congestion in the system evolves. This issue is of particular 
concern for the third and fourth information strategies defined 
previously. Of course, it is possible to use predicted trip times 
for path computations instead of the current actual values. 
However, the accuracy of the prediction logic would have to 
be questioned as no such entirely satisfactory prediction tech
niques are currently available. This is particularly problematic 
under the fourth strategy (controlled guidance). To what ex
tent will (and can) the anticipated response of users to the 
supplied guidance instructions be incorporated in the predic
tion? Naturally, the reliability issue becomes more critical as 
the fraction of users in the system with access to the infor
mation increases, as seen in the simulation experiments pre
sented in the final section of the paper. 

The focus of this paper is primarily on the en route path 
switching decision in real-time , in response to information of 
the third strategy. In other words , the users are assumed to 
know the current travel time on the best path from the current 
node to their destination. The focus is also on the initial path 
selection decision, at the trip origin, in response to infor
mation similar to that available under the third strategy, though 
it may not necessarily be delivered through an in-vehicle me
dium, as discussed in the previous section . Only the real-time 
aspects of these decisions are considered in this analysis; the 
day-to-day and longer-term aspects will be introduced at a 
later stage. In addition, the equipment acquisition decision 
will be indirectly considered by conducting sensitivity analyses 
with respect to a market penetration parameter. 

Next, alternative behavioral mechanisms and choice rules 
for path switching and initial route selection are formulated. 
These form the basis of the numerical simulation experiments 
conducted to compare the relative effectiveness of en route 
and origin-based real-time information. 

Path Selection and Switching Rules 

Several alternative mechanisms and behavioral rules with 
varying degrees of complexity could be formulated for each 
of the elements identified in the preceding discussion. How
ever, in the absence of definitive observational data, the focus 
is on simple operational representations that adequately cap
ture the character of user behavior and can thus be used in 
the context of simulation models to evaluate the overall per
formance and effectiveness of real-time information in traffic 
networks. Three distinct alternative rules are proposed here
after for en route path switching; similar constructs can also 
be used for initial path selection. The first is a so-called myopic 
deterministic choice rule; the second is a boundedly rational 
model of path switching, whereas the third is a standard ran
dom utility discrete choice model. These are described in turn 
hereafter. 
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Rule R.l . Myopic Switching Rule 

By analogy to the standard path choice rule in static network 
assignment models (3), this rule simply states that from any 
given node n, users will always select the best path (in terms 
of least cost or least travel time) from the current node to 
their destination, that is , 

0 (n) = {1 if TT;k\n) s TT;(n), V l c P;(n), i 1= k 
ok 0 otherwise 

where 

P;(n) 

binary indicator, equal to 1 if user i selects path 
k between node n and the destination, and 0 
otherwise; 
current trip time on path k between node n and 
user i's destination; and 
set of paths between node n and user i's desti
nation. 

The assumption that drivers follow the current best path 
from every node along the way is rather extreme, in that it 
would lead the user to switch paths in pursuit of any gain, no 
matter how insignificant. 

Rule R .1 can be restated in the following switching form: 

o(n) = {1 if TTC;.(n) > TTB;(n) 
' 0 otherwise 

where 

o;(n) binary indicator equal to 1 if user i switches 
from the current path to the "best" one be
tween node n and the destination, 0 otherwise; 

TTC;(n) = trip time on the current path from node n to 
user i's destination; and 

TTB;(n) = trip time on the best path between n and user 
i's destination. 

An important concept in this rule is the notion of a current 
path, which is central to the modeling framework. It assumes 
that the users have an evoked current path to which they 
might exhibit some degree of commitment. In a freeway cor
ridor context, such an evoked path might be strongly asso
ciated with the freeway itself or with a major alternate parallel 
arterial. A possibly more reasonable assumption than the above 
extreme myopic rule is that driver switching behavior exhibits 
a boundedly rational character anchored in one's current path. 
This assumption is operationalized next. 

Rule R.2. Boundedly Rational Switching Rule 

The notion of bounded rationality in the context of the day
to-day dynamics of departure time and route decisions of 
urban commuters has been extensively explored by Mah
massani and Chang ( 4-7) . It has been applied for the real
time route switching decisions under in-vehicle information 
by Mahmassani and Jayakrishnan (2) . This notion can be 
operationalized using a satisficing switching rule with an in
difference band of trip time saving. Users will switch from 
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their current path to the best alternative only if the improve
ment in the remaining trip time exceeds this indifference band. 
This threshold can be expressed either in absolute terms, or 
relative to the remaining trip time. Following Mahmassani 
and Jayakrishnan (2), a switching rule with a relative indif
ference band subject to a minimum (absolute) trip time saving 
can be stated as 

8 (n) = {1 if TTC;~n) - TTB;(n) >max [TJ;(n) · TTC;(n), T;(n)] 
' 0 otherwise 

where 

TJ;(n) relative indifference band for user i, as a fraction 
of the remaining trip time on the current path from 
node n to the destination: TTC;(n), with TJ;(n) ~ 
0, Vi, n; 

T;(n) minimum improvement in the remaining trip time, 
from node n to the destination, necessary for user 
i to switch from his or her current path, with T;(n) 
~ 0, Vi, n; and all other terms are as previously 
defined. 

It can be seen that rule R .1 is a special case of rule R.2 
with TJ;(n) = 0 and T;(n) = 0, Vi, n. 

In the model, TJ;(n) is expressed in relative terms. It can be 
thought of as the percent improvement in remaining trip time 
vis-a-vis the current path. Moreover, to preserve a meaningful 
threshold effect and preclude unintended switching when 
TTC;(n) becomes very small as drivers approach their desti
nation, the absolute band T;(n) is introduced to provide a 
lower bound. Both 'TJ/n) and T;(n) could be either fixed con
stants or vary from node to node, and possibly over time. 
Furthermore, they could be related systematically to the 
socio-demographic attributes of the user. The simulation re
sults presented in this paper assume fixed values for these 
bands over the duration of any given trip. Furthermore, while 
TJ;(n) is allowed to vary across users, T;(n) is taken as constant 
T for all drivers. 

Several alternative formulations for the indifference bands 
are possible. For instance, the band could increase at a fixed 
percentage rate per distance traveled, or according to some 
systematic process that would capture the dynamic effect of 
the user's experience in the system. Such increasing bands 
would reflect the drivers' decreasing propensity to switch as 
they approached their destinations. 

Rule R.3. Probabilistic Discrete Choice Rule 

A natural alternative mechanism for path selection at a given 
node would be a probabilistic discrete choice model, along 
the lines of those proposed for stochastic network traffic as
signment (8). For example, the well known multinomial logit 
form could be used to calculate the probability P; .n(r!Rn) that 
user i chooses route r from node n to the destination, given 
a choice set Rn of alternative paths available at that node. 
This probability would be a function of the utilities U;n(r) 
associated with each router E Rn. The utilities would be func
tions of the characteristics of the routes, including the trip 
time, trip time reliability, schedule delay, and a possible pen
alty for switching from the current path. Some difficulties do, 
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however, arise in the application of such a route choice rule 
for repeated en route decisions in the context of a simulation 
model. The principal concern is that such decisions cannot be 
assumed to be independent within and across users. Specifi
cations of the utility functions in a way that correctly capture 
the temporal dependencies within each user as well as across 
users are likely to be quite cumbersome, and rather difficult 
to calibrate correctly and implement operationally. 

As noted previously , the rules could be applied en route 
as well as at the trip origin, primarily in connection with 
descriptive real-time information with self-optimization ca
pability (information supply strategy three), which would pro
vide estimates of the remaining trip time on the user's current 
path as well as identify the best path (for rules R.1 and R.2). 
For rule R.3, additional information would be required, though 
its form and content is not entirely clear. An expert system 
could possibly provide trip times on a subset of efficient paths, 
including the current one. All of the above rules can be mod
ified for multiple destinations by adding the appropriate des
tination subscript. 

Departure Time Decision Considerations 

The preceding rules are for the path selection and switching 
decisions, which form the focus of the experiments reported 
in this paper. Rules for the departure-time decision in re
sponse to real-time information have not been investigated 
nor suggested by researchers, as the effect of real-time in
formation on this choice dimension has not generally been 
recognized. However, simulation results reported by Mah
massani and Jayakrishnan (2) for a particular set of conditions 
in a hypothetical commuting corridor have suggested that the 
potential to reduce congestion through peak spreading ob
tained by trip-time shifting may be quite significant relative 
to what might be achievable through traffic redistribution over 
space (i.e., over alternate paths). This point has also been 
highlighted in a recent Mobility 2000 report (9). 

As discussed previously, departure time changes could take 
place both in real-time as well as from day-to-day (and even
tually over the long term). On a real-time basis, the user can 
consult a home-based advisory unit (or TV-relayed infor
mation) for current traffic conditions, and decide accordingly 
to advance, delay, or keep the trip at the same time. Rules 
with varying degrees of complexity could be formulated for 
this decision process. Two classes of rules can be suggested 
for this purpose: (a) satisficing rules, that trigger a change 
when the difference between anticipated and current condi
tions exceed some threshold; and (b) random utility max
imization rules whereby users select the departure time that 
maximizes their utility over all subsequent possible departure 
times [examples of specifications for the utility functions can 
be found in Hendrickson and Plank (JO)]. 

Of greater concern are the day-to-day adjustments of de
parture time and the resulting longer-term changes in the 
temporal loading pattern. Rules similar to those proposed by 
Mahmassani and Chang (11,12) and Tong, et al. (13) could 
be adapted to the situation of real-time information availa
bility. Essentially, such information would be combined with 
the user's experience with the network to provide the basis 
for such departure time adjustments (12,13) . With such rules, 
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the evolution of the system under real-time information could 
be explored, and the effectiveness and benefits of the latter 
could be assessed from a long-term perspective rather than 
simply through the consideration of real-time responses on a 
given day. Such investigation is outside the scope of the pre
sent paper, which considers only real-time path selection re
sponses of commuters. The simulation-assignment modeling 
framework and the specific simulation experiments conducted 
for this study are described in the next section . 

MODELING FRAMEWORK AND SIMULATION 
EXPERIMENTS 

This section first describes the commuting context and some 
assumptions pertaining to the definition of alternate paths in 
the network, followed by an overview of the simulation
assignment methodology. The simulation experiments are then 
described, including the four principal experimental factors 
and the corresponding levels considered . 

Commuting Context 

The model used to perform the simulation experiments is an 
extension of the corridor simulation-assignment model de
veloped by Mahmassani and Jayakrishnan (2). In addition to 
the existing en route path switching model, it incorporates a 
new pretrip path selection component to evaluate system im
provement opportunities under real-time on-board informa
tion , real-time home-based information, or both. The simu
lation experiments are performed for a commuting corridor 
with three major parallel facilities, such as freeways or major 
arterials, for the morning work commute. For convenience 
and with no loss of generality, all three facilities are 9-mi long, 
and each is discretized into 9 segments , each 1-mi in length, 
with crossover links at the end of the 3rd, 4th, 5th, and 6th 
mi to allow switching from one facility to another (see Figure 
1). Commuters enter the corridor through ramps feeding into 
each of the first six (1-mi) segments on each facility, and 
commute to a single common destination downstream (such 
as the central business district or a major industrial park). 

In all experiments , 10,800 vehicles are loaded to the cor
ridor over a total duration of 75 min according to a specified 
time-dependent departure pattern (which is itself an experi
mental factor in the simulations, as described later in this 
section) . Of the three major facilities, hereafter referred to 
as Highways 1, 2, and 3, Highway 1 has the highest free mean 
speed of 55 mph. Highway 2 is the second best, with a free 
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FIGURE 1 Commuting corridor (length = 9 mi). 
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mean speed of 45 mph, followed by Highway 3 (35 mph) . All 
the crossover links have a free mean speed of 45 mph . 

Assume that a fraction of the commuters have access to 
real-time network traffic information, be it from an on-board 
traffic advisory unit or a home-based traffic advisory unit. In 
particular, the user receives information on the prevailing trip 
times on all the links of the network. These form the basis 
for computing the trip times from the user's present location 
(either at the origin or en route) to his or her destination 
along alternate paths (i.e ., under the third information supply 
strategy discussed in Section 2). A behavioral assumption is 
made in the definition of available paths , namely that users 
perceive and identify a path in terms of its major highway 
facility. This would result from the extent of a hierarchy in 
the manner in which users perceive a particular network. Thus 
a path for the purpose of this analysis consists of a single 
major facility (to the destination) along with its connecting 
link. Consequently, at any given node (including the origin), 
the user effectively considers only three paths, one for each 
facility. In addition to its behavioral plausibility, this as
sumption offers the advantage of tremendously simplifying 
the path processing burden that must be performed by the 
assignment model (2). 

To implement the behavioral rules presented in the pre
ceding section (particularly rules R.1 and R.2) , a current path 
is associated with each user, as discussed previously, both at 
the origin node and along the way. In the latter case , an 
alternative route consists of a crossover link from the current 
node to another major highway facility and the remaining 
portion of that facility to the destination. Thus at every node 
(including the origin) , TTC;(n) and TTB;(n) , the travel times 
on the current and the best paths, respectively, are calculated 
for processing by the user decisions component, as explained 
in the following. 

Simulation-Assignment Model 

The model is composed of three main components: the traffic 
performance simulator, the network path search and assign
ment component, and the user decision-making component. 
The first component is a special-purpose macroparticle traffic 
simulator (MPSM), which extends a code previously devel
oped by Chang, et al. (14) for the simulation of vehicular 
movements on highways and arterials. The simulation logic 
follows that of the magneto-hydrodynamic code developed 
by Tajima et al. (15) for plasma physics applications. It is a 
fixed time-step simulator. Vehicles on a link are moved in
dividually at prevailing local speeds consistent with macro
scopic speed-density relations (modified Greenshield's model 
in this case). Inter-link transfers are subject to capacity con
siderations. For given network representation and link char
acteristics, the simulator takes a time-dependent input func
tion and determines the associated vehicular movements, 
thereby yielding the resulting link trip times, including esti
mated delays associated with queueing at nodes. These form 
the input to the path search and assignment component , which 
calculates the pertinent path trip times, which are in turn used 
by the user decisions component. The latter is intended to 
predict the response of users to the available information, 
according to a set of behavioral rules of the kind described 
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in the previous section. Another function of the second com
ponent is to translate the user path selection and switching 
decisions into time-varying link flow patterns on the network's 
links. Further detail on the simulation-assignment method
ology can be found in the paper by Mahmassani and Jaya
krishnan (2). 

All simulation experiments were performed on a CRAY 
X-MP supercomputer to meet the extensive memory require
ments associated with applying the behavioral rules at the 
individual vehicle level and tracking individual vehicle paths. 

Experimental Factors 

The simulation experiments were conducted to explore the 
opportunities for system improvement with respect to four 
principal factors-information source, behavioral rule, load
ing pattern, and market penetration. These are described in 
turn hereafter. 

Information Source 

As mentioned previously, two information sources are con
sidered: home-based information, consulted before actually 
starting the trip, and in-vehicle en route information. Four 
strategies are considered for this factor: (a) no information 
(base case), (b) home-based pretrip information only, (c) en 
route only, and (d) both sources are available. Under the 
second strategy (b), path selection is allowed only at the or
igin. Once users are driving on any given link (including the 
entry ramp), it is no longer possible for them to switch to 
another facility (at least not in response to real-time infor
mation in this model). Under the third strategy (c), users only 
have access to information along the way. They always enter 
the corridor system through their individual primary highway 
path (assigned as part of the loading pattern) and can switch 
through crossover links only. Under the last strategy, users 
have access to real-time information both at the origin and 
en route, and can therefore select their initial path accordingly 
as well as switch paths along the way. As explained previously, 
the relative effectiveness of these two sources of information 
is one of the principal objectives of this paper. 

Behavioral Rule 

Only the results for the myopic rule (R.1) and the bounded
rational relative indifference band (R.2) are presented in this 
paper. In the simulation runs, each user with information is 
assigned a randomly generated indifference band, 'Yli• drawn 
from a triangular distribution with mean Ti and range T]/2. In 
Mahmassani and Jayakrishnan's previous simulation experi
ments (2), it was found that a mean indifference band of 0.2 
appears to provide reasonable overall behavior as well as the 
largest systemwide improvement in travel time. Thus only two 
levels of T] were considered in these experiments: 0.0 and 0.2. 
In the no band case (Ti = 0.0), all users are assumed to have 
a zero band, hence this case represents the myopic case (rule 
R.1)-users with information will always switch to an alter
native path if it offers an improvement in trip time, no matter 
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how small. The minimum absolute improvement threshold Tj, 

set at 1 min, is taken to be identical across all users with 
information, except in the zero band case in which no mini
mum improvement restriction is imposed. 

Two different mean indifference bands were implemented 
in these experiments: Tlti for the pretrip route choice model 
and T]2 i for the en route path switching model. Hereafter, 
denote each case by [T]1i, 1]2;] where a value of 99 is used to 
indicate that no switching is allowed. (In the actual computer 
program, the minimum absolute improvement threshulu T; 

was set at a very high value to preclude any switching.) Thus 
two cases each were considered for home-based pretrip 
switching only and en route switching only. These are [0.0, 
99] and [0.2, 0.9) for the former, and [99, 0.0] and [99, 0.2) 
for the latter. Four combinations of behavioral rules were 
considered for the situation where both home-based and en 
route information are available: [0.0, 0.0], [0.0, 0.2], [0.2, 
0.2], and [0.2, 0.0]. Of course, the no-information base case 
corresponds to [99, 99]. 

Loading Pattern 

One of the principal determinants of the existence of oppor
tunities to improve the overall system consists of the existing 
network traffic conditions. To capture this effect, three load
ing patterns were used in the simulation experiments. These 
are conveniently referred to hereafter as loading patterns 1, 
2, and 3. In all cases, a total of 10,800 commuters, split equally 
among the first six (residential) sectors, share the use of fa
cilities in the corridor during the morning commute. Com
muters in each sector depart uniformly over a 20-min period; 
the loading periods for each sector are staggered with a time 
lag of 5 min between adjacent sectors, with Sector 1 starting 
first. 

Under the first loading pattern, commuters are split equally 
among the three highways, departing at a rate of 30 veh/min/ 
sector for each facility. The second loading pattern has de
parting rates of 40 veh/min for Highway 1, 30 veh/min for 
Highway 2, and 20 veh/min for Highway 3, for each sector. 
Under loading pattern 3, 60 vehicles enter Highway 1, 20 
vehicles enter Highway 2 and 10 vehicles enter Highway 3, 
all min/sector. Note that these assignments constitute in
tended paths for the commuters. If origin-based real-time 
information is available, the actual initial path selected by 
commuters with access to such information may be different. 

Market Penetration 

To examine the effect of this critical parameter, five levels of 
the fraction of users with access to real-time information were 
considered, spanning the spectrum from luxury gadget to uni
versal availability: 0.10, 0.25, 0.50, 0.75, and 1.00. As they 
are generated, individual vehicles are assigned their infor
mation availability status randomly and independently ac
cording to the above fractions. 

Using different combinations of these four experimental 
factors, 123 separate simulation runs were performed. The 
results are discussed in the next section. 
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ANALYSIS OF RESULTS 

System performance for each simulation run is evaluated by 
comparing the average trip time for all commuters in the 
system to the corresponding value in the base case (the do
nothing case, denoted by [99, 99] in the previous section, with 
the same initial loading pattern). The average trip times for 
the base case for loading patterns 1, 2, and 3 are 23.30 min, 
21.45 min, and 23.26 minutes, respectively. The clearly su
perior performance of the system under loading pattern 2 
reflects the assignment of vehicles in relative proportion to 
the individual facilities performance characteristics, as cap
tured here by the free mean speed (recall that Highway 1 has 
the highest free mean speed). Loading pattern 2 thus appears 
to provide an assignment of vehicles that is closer to some 
optimal value than the other two . On the other hand, loading 
pattern 1 has relatively too many vehicles on Highway 3, 
whereas loading pattern 3 underuses Highways 2 and 3 while 
overloading Highway 1. 

Figure 2 depicts the variation in total trip time in the system 
(exp re sed as a percent of the base case) with the fraction of 
the user population with access to information, under both 
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FIGURE 2 Variation of average trip time for all users, as a 
percentage of no-information base case, under home-based 
real-time information availability only. 

75 

myopic and boundedly rational indifference band rules, for 
each of the three loading patterns, under real-time home
based information availability only. Each case is identified in 
the figure legend by the notation defined in the previous 
section. Figure 3 presents similar results for the situation where 
only en route real-time information is available, whereas Fig
ure 4 presents the results of the simulations under both home
based and en route information availability. Because the total 
trip times are expressed as a percent of the base case under 
that particular loading pattern, values exceeding 100 percent 
indicate a worsening of systemwide performance (compared 
with the do-nothing case). 

To capture the incidence of the benefits (and/or costs) on 
the user population, Figures 5, 6, and 7 depict the average 
trip time experienced by those who have access to information 
in the three cases considered, respectively, again expressed 
as a percentage of the corresponding average trip time in the 
do-nothing base case. Figures 8, 9, and 10 present similar 
information for those trip makers with no access to infor
mation. The system's overall performance is examined next, 
followed by a discussion of the incidence of the benefits and 
costs on those with and without access to information. 
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Systemwide Performance 

From a system controller's standpoint, the purpose of home
based real-time information would be to rearrange the loading 
pattern, through pretrip path selection , in such a way that it 
becomes closer to the system optimum. However, this infor
;nation source may not necessarily succeed in improving the 
system, especially when users select their respective paths 
according to the myopic rule (R.1) , as illustrated in Figure 2. 
Improvement in system performance is observed for up to 50 
percent market penetration, with a high of about 7 .0 percent 
improvement, attained at 25 percent m;;irket penetration, and 
a low of 4.9 percent increase in delay, at 75 percent market 
penetration under the first loading pattern. Virtually no im
provement is obtained under loading pattern 2, with system 
performance actually worsening by a maximum of approxi
mately 15 percent at 75 percent market penetration . Very 
little improvement in overall performance is attained when 
users respond according to the myopic rule (R.1) under initial 
loading pattern 3. The highest improvement achieved under 
any market penetration level considered is only 2.0 percent , 
at 50 percent market penetration . For all other levels, the 
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FIGURE 5 Variation of average trip time for users with 
information, as a percentage of no-information base case, 
under home-based real-time information availability only. 

performance worsens under rule R.l, to a maximum of ap
proximately 10.4 percent . 

Under the boundedly rational response rule (R.2), with a 
mean indifference band of 0.2 , Figure 2 indicates that, for 
loading pattern 1, system performance under origin-based 
real-time information improves at all levels of market pene
tration , with a maximum of approximately 7.4 percent. Since 
loading pattern 2 is closer to the optimum, there appears to 
be little room for improvement through pretrip path assign
ment. In fact, although the average trip times get better across 
the board relative to the myopic cases, they are still worse 
than the no-switching base case, except at very low levels of 
market penetration in which only marginal overall improve
ment is attained. On the other hand , the indifference band 
buffer under R.2 does not necessarily lead to better overall 
performance relative to the myopic rule (R.l) for loading 
pattern 3. A notable instance where it does is at the 25 percent 
market penetration level, with an overall improvement of 6.3 
percent. 

omparing the results in Figure 2 with those in Figure 3, 
it app ar. that the system for loading pattern 1 performs 
somewhat better under origin-based information only than 
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under en route information only. This is true primarily under 
the myopic rule (R.1), whereas R.2 yields equivalent or slightly 
better performance under en route switching at lower market 
penetration levels, but somewhat higher trip times when most 
users have access to information. On the other hand, the 
system performs clearly better under en route than under 
origin-based information for loading pattern 3. One possible 
explanation has to do with the direction of the changes nec
essary to improve each of the two loading patterns, which 
makes them more or less robust vis a vis incorrect or poor 
switching decisions. For instance, loading pattern 3 is more 
susceptible to worsening under pretrip path selection only 
because its improvement would require redistribution of flow 
from the fastest facility (at free flow), Highway 1, to the other 
two. Because in the early stages of loading, Highway 1 will 
still outperform the other two, it will receive diverted traffic 
from the other two facilities under origin-based information. 
This diverted traffic will increase congestion downstream on 
Highway 1, especially as downstream departures start at their 
already heavy rate under pattern 3. Under origin-based path 
selection only, no opportunities exist to redistribute flows 
downstream, precluding the ability to reverse the negative 
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impact of earlier poor switches. On the other hand, to improve 
loading pattern 1, flow needs to be redirected from the slowest 
to the fastest facility (at free flow). Therefore, the initial 
diversion from Highway 3 to Highway 1 under origin-based 
information would be in the correct direction. Of course, 
under high levels of market penetration, collective effects lead 
to reduced effectiveness and possible worsening, even under 
home-based information only. 

Figure 3 also reveals that overall system performance is 
clearly better when users dampen their response to en route 
real-time information through a minimum threshold, as in 
Rule R.2, than when they respond according to the extreme 
myopic rule R.1. This is true for all three initial conditions 
considered, but especially for loading pattern 3, for which the 
improvement continues to increase, albeit at a decreasing 
rate, with the level of market penetration, up to a systemwide 
improvement of 16.8 percent over the do-nothing base case. 
Furthermore, less extreme behavior by users, such as under 
R.2, tends to dampen the negative impact of the collective 
effects that appear at high levels of market penetration. 

Conceptually, providing users with both origin-based and 
en route information would be similar to attempting to modify 
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the initial conditions (loading pattern) through pretrip switch
ing of users with information, and then seeking to improve 
the system further by en route switches. However, the analysis 
of the results presented for en route switching only (Figure 
3) have indicated that systems with initial conditions close to 
the optimum leave little room for improvement, as in the case 
of loading pattern 2, and may actually get worse, especially 
at high market penetration levels. Therefore, providing both 
sources of information appears to reduce the potential effec
tiveness of either source taken individually, as shown in Figure 
4. In many cases, for all three loading patterns, especially 
under extreme user behavior (rule R.1), the potential negative 
effects of the two sources appear to be compounded. The 
worst case is attained at 100 percent market penetration under 
loading pattern 2 using the myopic rule for both initial and 
en route switching, with approximately 24.2 percent increase 
in systemwide trip time. In general, better systemwide system 
performance is attained when path switching behavior is 
dampened by an indifference band, both initially as well as 
en route (i .e , the [0.2, 0.2] case) . 
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Incidence of Benefits and Costs 

One of the fundamental issues that transportation systems 
engineers and policy makers have to deal with is the incidence 
of the benefits and costs of information on users with and 
without access to such information. The associated equity 
issues may well be among the toughest obstacles facing the 
implementation of advanced driver information systems. With 
this in mind , average trip times have been computed sepa
rately for users with and without information for all the cases 
considered. The results are summarized in Figures 5, 6, and 
7 for those with information and in Figures 8, 9, and 10 for 
the other group, as noted previously. 

Figures 5, 6, and 7 suggest that average users with access 
to information (from either source) will reduce their trip time 
in all cases considered at low market penetration levels. The 
relative advantage gained by users with information appears 
to be highest when access to such information is limited to 
about 10 percent of the commuter population. This improve
ment in the trip time of those with information was achieved 



Mahmassani and Chen 

125 

120 

115 
.... 
z 

110 w 
u 
a: 
w 105 
11. 

100 

95 

90 

125 

120 

.... 115 
z 
~ 110 
a: 
~ 105 

---0-- (0. 0,0 ,0) 
- (0 .2,0 ,0) 
--0-- (0. 2.0 .2 1 
- (0. 0 ,0 , 21 

o.o 0 . 2 0. 4 0.6 0. 8 1 ,0 
FRACTION OF USERS WITH INFORMATION 

LOADING PATTERN 1. 

---0-- (0,0 ,0 0 ) 
-(0.2 ,0.0) 

~:~: ~: ~: ~ : 

0. 0 0 .2 0 4 0 .6 0 . 8 1.0 
FRACTION OF USERS WITH INFORMATION 

LOADING PATTERN 2. 

125 

120 

.... 115 
---0-- (0,0 ,0 .0 1 
-(0,2,0.0) 

z w 110 u 
--0-- (0. 2 ,0 .21 
-(0,0,0,2) 

a: 
w 

105 11. 

100 

95 

90 
0 .0 0.2 0 .4 0 , 6 0 .8 1 .0 

FRACTION OF USERS WITH INFORMATION 

LOADING PATTERN 3. 

FIGURE IO Variation of average trip time for users 
without information as a percentage of no-information base 
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at low market penetration levels even when systemwide per
formance actually worsened. However, as more users have 
access to information , their trip time savings decrease . In 
some cases, especially under loading pattern 2, users with 
information actually experience longer trip times than they 
would have under the no-information base case. Furthermore, 
it appears that the closer the initial system is to the system 
optimum (e.g., loading pattern 2), the lower is the market 
penetration level beyond which even users with information 
actually do worse than under no-information (this level is 
about 15 to 20 percent for loading pattern 2, under either 
source of information). 

Under departure pattern 3, whereas no meaningful system
wide benefits were achieved with home-based information 
only, the informational advantage resulted in very significant 
savings at low penetration levels. The most improvement of 
any case was achieved by those with such information under 
this loading pattern (40.1 percent reduction in trip time at 10 
percent penetration). However, these benefits diminish dra
matically as market penetration increases, resulting in an 
eventual worsening at market saturation . Under loading pat-
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tern 1, users with information experience less benefit than 
under pattern 3 at the 10 percent penetration level. However, 
this benefit does not decrease as fast with increasing market 
penetration. 

In most cases, home-based information only yields greater 
savings to those with access to it than en route information 
only at low market penetration levels (not to exceed 15 to 20 
percent for the scenarios simulated in this paper) . However, 
the benefits of the home-based only information source rap
idly become diluted as market penetration increases, and 
eventually become nonexistent or negative as one approaches 
market saturation. On the other hand, the benefits of the en 
route only source (to those who have access to it) appear to 
be somewhat more robust with respect to increasing market 
penetration . Nevertheless, beyond some level that is highly 
dependent on initial conditions , these benefits may disappear 
or turn negative. 

When both sources of information are used by commuters, 
additional benefits, relative to those achievable under either 
source separately, accrue to users with information at low 
market penetration levels. However, the benefits are far from 
being additive. The incremental benefits are rather limited to 
a few percentage points (relative to the base case) . However, 
these benefits rapidly decrease with market penetration, and 
are often less than those attainable under one source only. 

The results of Figures 8, 9, and 10 for users without infor
mation reveal that only in a few cases does this group actually 
experience a reduction in average trip time (relative to the 
no-information base case). Most of these cases occur under 
loading pattern 1. Moreover, in several cases, this group does 
somewhat better at higher market penetration levels, as the 
larger number of those with information divert to the sup
posedly better paths, leaving mostly the uninformed drivers 
to experience the benefits of reduced congestion on the re
lieved facilities. However, this does not occur in all cases, 
and appears to be dependent on initial conditions in the sys
tem. Furthermore, benefits which may accrue to the unin
formed drivers are typically quite small. 

CONCLUSIONS 

The simulation experiments presented in this paper are lim
ited to a particular network configuration under three differ
ent initial conditions (loading patterns), as well as to particular 
real-time information supply sources and strategies. As such, 
considerable caution must be exercised in interpreting the 
results and before attempting to generalize their applicability. 
Nevertheless, important and useful insights have been ob
tained into the effects of real-time information advisory sources 
on overall traffic system performance, some of the critical 
factors that influence this performance, and the dependence 
of these effects on the behavioral mechanisms governing the 
response of users to the supplied information. 

It is important to recall the nature of the information sup
plied to users . Descriptive real-time information on currently 
prevailing link trip times coupled with a capability to compute 
self-optimized paths were considered. Under home-based in
formation, this capability is available at the origin of the trip, 
before the driver actually gets on the network . With en route 
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information, trip times for paths from the driver's current 
node to his or her destination are updated on a quasi real
time basis. It is important to keep in mind in interpreting the 
results of the simulations, the trip times used in the calculation 
that form the basis of the user decisions are those that are 
currently prevailing in the network. Of course, these may or 
may not be the travel times actually experienced by the users 
when they traverse these links. In other words, no attempt is 
made to predict what the travel time will be on a given link 
in the future, taking into account the path choices of the users 
in response to the supplied information. 

It was strongly suggested in the results that the overall 
effectiveness of real-time information in a network is highly 
dependent on the prevailing initial conditions, and the extent 
to which these offer opportunities for improvement. It ap
pears that the closer the system is to the optimum, the higher 
the likelihood that information from either source may ac
tually worsen systemwide performance. Under loading pat
tern 2, the best average systemwide trip time is 20.66 min, 
and the worst is 26.65 min , as opposed to that for the no
switching base case, which was 21.45 min. On the other hand, 
meaningful improvement was obtained when the initial con
ditions were further away from the optimum. For instance, 
under loading pattern 3, the best system performance attained 
was 19.36 min, which outperforms the best case under loading 
pattern 2. 

The relative effectiveness of home-based versus en route 
information is also highly dependent on initial conditions, and 
on the manner in which the present system may be subopti
mal. For instance, it was seen that when the fastest facilities 
(e.g. , freeways) are underutilized, origin-based information 
could be effective. When the reverse is true, initial switching 
appears to be effective only at very low market penetration 
levels , and en route information seems to be much more 
effective . Actual systems are likely to be more like loading 
pattern 3-to overutilize faster facilities-suggesting that en 
route information would be preferable from a systemwide 
standpoint. Of course, this conclusion does not take into ac
count the longer term adjustments that might take place through 
day-to-day changes in route and departure time. Apparently, 
if present conditions are already close to the optimum, then 
the indiscriminate provision of information , both origin-based 
as well as en route, may actually worsen conditions through 
users' overreaction and myopic shifts. 

Again, it is important to emphasize the limitations arising 
from the particular network configuration considered, and the 
manner in which the information was provided to the users 
in our simulations. However, the results do suggest the need 
to carefully consider several important parameters and factors 
in the ongoing research and development efforts pertaining 
to advanced driver information systems. In particular, the 
following four items should be highlighted because of the 
results of our experiments , as well as those that are beginning 
to emerge in related research . 

1. The importance of initial conditions in determining the 
potential effectiveness of real-time information strategies has 
been highlighted in previous research by Mahmassani and 
Jayakrishnan (2), and Mahmassani, et al. (16). The present 
results further confirm this conclusion and offer insights into 
how the character of the initial conditions affects the impacts 
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of information strategies from different sources . Additional 
effort should be directed at characterizing present conditions 
in congested networks , especially in terms of how tripmakers 
actually utilize the components and facilities of these 
networks. 

2. The potential negative effects of extreme behavior in the 
users' response to the supplied information are further doc
umented in our results. The existence of benefits from ad
vanced driver information systems obviously depends on the 
manner in which users respond to the information . Allowing 
for bands or thresholds in one's decision to switch to a pres
ently better alternative clearly improves systemwide perfor
mance as well as the benefits that might accrue to those with 
the informational advantage. Although this matter is not under 
the system controller's direct control , it can be influenced 
through the design of the supplied information itself as well 
as though possible education of the driving public. Ultimately, 
it is likely that users themselves will reach their own conclu
sions about appropriate switching rules, through repeated ex
perience with the facility. The dynamics of the formation of 
such indifference bands constitute an important subject of 
additional research, which could benefit from previous work 
on the day-to-day dynamics of commuting decisions through 
the use of laboratory experiments (7). 

3. The need for coordination in the provision of information 
beyond a certain market penetration level is strongly sug
gested by our results. This point has been recognized in pro
posals for ADIS implementation programs (1) . Our results 
suggest that the level beyond which coordination is needed 
may be as low as 10 or 20 percent, depending on initial 
conditions. 

4. The nature of the information supplied to the motorists 
should receive considerable attention . As emphasized through
out , our results are predicated on current trip times and no 
attempt is made at prediction. However, the strong inter
relation among supplied times, user decisions, and traffic con
ditions makes the prediction problem and the design of in
formation supply strategies rather complex . This item also 
ties in with the preceding one regarding the development of 
coordinated information and control strategies. 
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Laboratory Assessment of Driver Route 
Diversion in Response to In-Vehicle 
Navigation and Motorist Information 
Systems 

R. WADE ALLEN, DAVID ZIEDMAN, THEODORE J. ROSENTHAL, 

ANTHONY C. STEIN, JAIME F. TORRES, AND ABOLHASSAN HALATI 

A laboratory investigation of driver use of in-vehicle navigation 
systems is described in this paper. This study is the first phase of 
a two part project in which the second phase will apply the driver 
behavior data to a traffic simulation model. The objective of the 
driver behavior experiment was to compare the effect of four 
navigation systems on driver diversion decisions when faced with 
traffic congestion. Three of the systems were developed on the 
basis of a heading-up map display. These systems varied from a 
basic map with vehicle position information to a highly complex 
map with position, congestion, and route guidance information. 
The fourth system consisted of simplified symbolic directions and 
distance to change information. The experiment simulated typical 
freeway trips using sequences of slides of real freeway scenes and 
auditory feedback controlled by a computer. Drivers were pre
sented information on traffic congestion, vehicle speed and guide 
signs of off-ramps, and were motivated with monetary rewards 
and penalties to encourage diversion decisions that would mini
mize trip travel delays. In addition to several in-vehicle navigation 
system configurations, experimental variables included driver route 
familiarity, age group, and either commercial or noncommercial 
driving experience. The results showed that navigation system 
characteristics can have a significant effect on driver diversion 
behavior, with better systems allowing more anticipation of traffic 
congestion . This result was found over several different levels of 
congestion. Driver age also was a factor, with old drivers more 
reluctant to divert from the main freeway route. Route familiar
ity, commercial driving experience, and gender group variables 
were not significant factors in driver diversion decision making. 

Traffic congestion in the United States causes millions of dol
lars in lost revenue and millions of hours in lost time every 
year. In addition, King (1) reports that driver navigational 
waste is equal to 6.4 percent of all distance and 12.0 percent 
of all time spent in travel by noncommercial motorists. With 
the increasing number of vehicles on the road, the movement 
of workers from the city, and the highway network in the 
Unileu Slates nearly completed, new solutions to traffic 
congestion are necessary. The application of available tech
nology , including appropriate human factors design , could 
potentially provide a large part of the solution to traffic 
congestion. Driver behavior in response to one potential tech
nical solution, the use of in-vehicle navigation systems, is 

R. W. Allen, D. Ziedman, T. J. Rosenthal, and A. C. Stein, Systems 
Technology, Inc., Hawthorne, Calif. 90250-7083 . J. F. Torres and 
A. Halati, JFT Associates, Pacific Palisades, Calif. 90272-1207 . 

examined in this paper. A purpose of these systems is to allow 
drivers to avoid traffic congestion. The main point addressed 
in this paper is how drivers respond to added navigation in
formation when confronted with traffic congestion. 

Various classes of navigation systems have been defined 
from Class 0 open-loop systems, which are basically auton
omous, to Class 4 dynamic closed-loop systems (2). Open
loop systems include simple directional aids, map display 
systems , and route guidance aids . The Etak Navigator is a 
currently available autonomous electronic map-based system 
which includes vehicle and destination position information 
(3). A dynamic closed-loop system contains two-way com
munication between vehicle and control center (Class 4). Here, 
centralized vehicle tracking, optimal routing, and information 
transfer to the vehicle are included such as with the Ali-Scout 
system ( 4). A system with moderate sophistication (Class 3) 
might include one-way communication with traffic congestion 
information being transmitted to the driver. 

In developing the technology for navigation systems, sev
eral important issues arise associated wilh sy~Lem pt:rfor
mance and safety of operation. The focus of the human factors 
study described herein is on driver behavior associated with 
in-vehicle navigation systems from a system performance point 
of view. Will in-vehicle navigation systems encourage drivers 
to take alternate routes and divert early to avoid congestion? 
The study documented herein approached the testing by sim
ulating trips using slide representations of the freeway envi
ronment and prototypes of various navigation system formats. 
It was hoped that a range of applicable results could be ob
tained which would otherwise be prohibitive in cost using 
more expensive simulation techniques or on-the-road evalu
ations. Human factors principles were used to define the 
prototype navigation displays, but display design and driver
display interface issues were not explored in detail in this 
research. 

BACKGROUND 

Psychological and human factors guidelines for the design of 
in-vehicle navigation systems have not been established. How
ever , a literature review (5) uncovered several issues that 
should be taken into account. A driver's ability to navigate 
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through a complex environment is largely dependent on the 
type and extent of cognitive structures representing that en
vironment, the goals of the driver, and the ability of the driver 
to stay oriented. These three areas, founded in psychology 
and environmental cognition, are functionally related. First, 
a destination and travel plan must be formed. Second, knowl
edge of the local or global network must be known or ac
quired. Finally, a reference system must exist to relate the 
driver to the environment. 

The cognitive map has been hypothesized as the basis for 
mentally storing or representing information about the phys
ical world we navigate in (6). The internal format for remem
bering this information could have profound effects on the 
ease with which one can assimilate information presented by 
a navigation system. If the information is mentally stored in 
a prepositional format, then specific verbal directions may be 
desirable (7). However, if the information is in a format anal
ogous to the real world, a different representation, the map 
for example, may be desired (8) . In addition, the spatial and 
verbal skills of drivers may vary significantly among individ
uals, thereby influencing their ability to use different navi
gation display formats (e.g., 10). 

Human factors issues of concern include the format and 
coding of navigation system information (11), the attentional 
demand and safety issues of displays and controls (12), and 
agreement on general guidelines for the development and 
manufacture of navigation systems. Research into these issues 
is in its infancy. These issues were considered here in terms 
of laying out prototype navigation system displays, but were 
not addressed otherwise in the research . Another important 
navigation issue is the route choice behavior of drivers. When 
travel planning before or during a trip, several key variables 
influence driver decisions . These include cost, total trip time, 
delay time, distance, trip purpose, and traffic congestion lev
els (1). Many of these variables may be based on secondary 
environmentally related variables including route complexity, 
perceived average speeds, number of traffic signals or stop 
signs , number of lanes, and so on. The weights given to these 
variables affect a driver's route choice and hence they should 
be taken into account in designing any navigation system. 

The design of the prototype navigation systems and testing 
procedures reported on herein took these issues and variables 
into account. Although the prototype display designs are 
probably not optimal, an attempt was made to follow good 
human factors interface design practice within the limitations 
of the PC computer system available for the research. The 
objective was to achieve prototype systems containing the 
necessary information to adequately test content and design 
differences. 

APPROACH 

Driver use of prototype in-vehicle navigation systems was 
measured with a part task simulation. The simulation, as de
scribed in the following, presented subjects with several traffic 
congestion scenarios in which they attempted to avoid conges
tion delays using prototype navigation system information. 
Four subject groups used different navigation system config
urations and a control group was not given any navigation 
information. The laboratory simulation and experimental pro-
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cedures were designed to motivate subjects to avoid heavy 
congestion as they would in the real world . 

Navigation System 

Four prototype navigation systems were defined for testing 
that gave varying amounts of information on alternate routing 
and congestion conditions. Example display conditions are 
shown in Figure 1 and the basic system capabilities were as 
follows: 

• Static map system-map display with vehicle pos1t1on 
indicated (no congestion information was provided by this 
system); 

• Dynamic map system-a static map with traffic conges
tion level information; 

•Advanced experimental system-a dynamic map with 
highlighted alternate route, additional textual information, 
and auditory instructions; and 

•Route guidance system-a non-map-based system using 
arrow symbols for direction instructions, a bar graph repre
senting distance to exit, estimated arrival time, and distance 
to destination. 

The map systems had several features in common. These 
included a heading-up display format, the use of two zoom 
levels, the use of a white square to represent vehicle position, 
and the use of a black square to represent trip destination. 
The heading-up format presents all maps relative to the di
rection of travel. As currently applied, this format did not 
require constant adjustments in map position. Instead, consis
tency was strived for with slight deviations from the current 
path not affecting the map orientation. The vehicle position 
was placed near the bottom of the screen to increase the 
portion of the map displayed ahead of the vehicle. The maps 
were updated every t to 1 mi to reflect changes in vehicle 
position. 

In addition to the basic features, the dynamic map and 
advanced systems included superimposed color codes to rep
resent congestion. Color codes showed congestion levels on 
freeways , but surface street congestion was not displayed. The 
three codes and their definitions were as follows: 

Color 

Red 
Yellow 
Blue 

Congestion descriptor 

Jammed 
Heavy 
Moderate 

Speed range 
(mph) 

0-15 
15-35 
35-50 

The advanced experimental system contained all the fea
tures of the dynamic map system plus the following additional 
features: 

• Highlighted alternate route designation with the starting 
or diversion point always ahead of the current vehicle 
position; 

• Textual display bar to right of map which defined conges
tion conditions, amount of delay and alternate route sugges
tions; and 

•Auditory instructions that were designed to reinforce the 
visual display information. 



a) Static Map b) Dynamic Map 

c) Advanced Map Zoomed Out d) Advanced Map Zoomed In 

f) Route Guidance, Recommended Diversion 

FIGURE I Navigation displays. 
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The alternate route designation used green color coding 
superimposed over the suggested route. In addition, green 
triangles were used to indicate the direction to follow. The 
display bar to the right of the map had two states. In the 
nondiversion default state, the system recommended that the 
driver stay on the current route. The congestion level ahead, 
the cause of the congestion, the expected delay time, and the 
destination arrival time were displayed from top to bottom. 
When the system recommended a route change, an auditory 
beep was first displayed. Then, the cause of the congestion 
changed to display a diversion message and the expected delay 
time changed to display the distance to the recommended 
exit . Advanced system auditory messages were used to pro
vide redundant information. At the start of the trip, the sys
tem presented the distance to the congestion, for example, 
"Jammed Congestion-3 Miles Ahead." Then, as the driver 
approached a recommended exit, the system gave a diversion 
message. for example, "Alternate Route-% Mile Ahead." 

The route guidance system was designed as a simple non
map-based system with features similar to Ali-Scout (5) and 
AUTOGUIDE (12). The guidance information included an 
arrow , expected delay time, and a display of distance to di
version. This system also had two states. In the default non
diversion state, the arrow pointed straight ahead. When the 
system recommended a change, an auditory beep was first 
displayed. Then, the arrow changed to point diagonally and 
the distance to diversion was presented. The route guidance 
system does not give any advanced notice of congestion as 
the dynamic map and advanced systems do, and basically 
provides only diversion recommendations. 

Driver Decision Making Simulation 

The simulation approach taken here has previously been used 
to measure both driver and pilot decision making (13-15). 
As indicated in the Figure 2 block diagram, this approach 
uses a PC computer to control slide projectors, an auditory 

EGA 
DISPLAY 

DRIVER RATING 
RESPONSE BOX 

EXPERIMENTER 
INTERFACE: 

FIGURE 2 Simulation block diagram. 

ANTEX ELECTRONICS 
VP-600 

(AUDIO RECORDER/PLAYER) 
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display , and a computer monitor to provide desired stimuli 
to experimental subjects. In the current application, slides 
were presented in sequence once every 5 sec showing an out
the-window scene including freeway traffic and guide signs, 
and a partial instrument panel showing a speedometer, odom
eter, and digital clock. The slide sequences represented a 10-
mi drive west on a southern California freeway (i.e., the Gar
den Grove Freeway, or Route 22, in Orange County) and 
represented varying amounts of traffic congestion. Auditory 
feedback of engine sounds was given that was consistent with 
the displayed speed. At the same time, a computer monitor 
presented prototype invehicle navigation displays that were 
consistent with the congestion scenario. 

On the basis of the preceding visual and auditory stimuli, 
the driver-subject's task was to decide when to divert from 
the freeway to an alternate route in order to minimize trip 
delay. To motivate these decisions, driver-subjects were given 
rewards and penalties according to their performance in min
imizing trip delays and in estimating traffic congestion levels 
in the process of driving to a destination. The reward-penalty 
structure was designed to simulate real-world motivations, 
such as saving time, avoiding being late for work, and so on, 
(e .g., 16) . A summary of the reward-penalty structure as 
related to trip delay was as follows: 

Time Increment Reward (saved) Penalty (lost) 
(min) ($) ($) 

Less than 5 0.00 -0.00 
5 to 10 1.00 - 1.00 

10 to 15 2.00 -2.00 
15 to 20 3.00 - 3.00 
20 to 25 4.00 -4.00 
More than 25 5.00 - 5.00 

The simulation computer kept track of where subjects de
cided to divert from the freeway route and also queried them 
about their strategy for returning to the freeway. On the basis 
of the subject's decision making performance during the driv
ing scenario, the computer then calculated the subject's 
reward-penalty payoff according to the preceding compo
nents. The simulation computer monitor and auditory display 
were also used for instructions and to present questionnaires 
to the driver-subjects. The four navigation system visual dis
plays were presented on an EGA color graphics monitor. This 
provided adequate resolution for displaying street names, street 
layouts, route guidance symbols, and other textual informa
tion. The traffic environment slides were displayed using a 
Kodak Ektagraphic slide projector. An add-on Tecmar base
board controlled sequencing and duration of the presented 
slides. A second slide projector presented slides used for des
ignation of alternate routes. 

Auditory stimuli were produced and presented using two 
add-on boards including an Antex VP-600 which reproduced 
digitize verbal instructions, and an Adlib sound card which 
simulated engine sounds representing various vehicle speeds. 
Specialized keypads were used for answering questions, in
dicating diversion decisions and designating alternate routes. 
One keypad included numerical keys, an enter key , and four 
arrow keys representing up, down, left, and right cursor 
movements. This keypad was used in lieu of the computer 
keyboard for answering questions and designating alternate 
routes. A second keypad with five buttons was used to indicate 



86 

perceived congestion severity and designate diversion deci
sions. The physical layout of the simulation is shown in 
Figure 3. 

Driving Scenarios 

Several plausible driving scenarios including traffic congestion 
were needed to provide realistic motivation for use of the 
prototype navigation systems. Experimental driving scenarios 
included aspects of traffic incident severity, time constraint, 
and trip destination. Traffic incident severity involves two 
factors: (a) number of lanes blocked and (b) arrival time of 
the driver relative to the start of the incident. From a traffic 
engineering point of view, arrival time affects the maximum 
and minimum average speeds over the travel route in ques
tion. It will also affect the distance, or back-up of congestion, 
from the point of the incident (17). To set up realistic conges
tion scenarios, computer simulation runs were made on the 
FHWA CORFLO traffic simulation model (18) in a scenario 
that covered the Orange County network, which includes the 
Garden Grove Freeway . The resulting runs showed that a 
closure of two-thirds of the available freeway lanes with arrival 
times of 6:40, 13:20, and 20:00 min after incident occurrence 
produced the desired delay times. 

On the basis of the above traffic flow simulation runs, three 
incident conditions were defined for the driver behavior sim
ulation consisting of approximately 11-min, 18-min, and 30-
min delays based on the freeway speed profiles shown in 
Figure 4. Road environment slides were prepared that showed 
traffic congestion consistent with the displayed scenario speeds. 
Examples are shown in Figure 5. Time constraint or time 
pressure felt by the driver-subject is affected by trip purpose, 
amount of time allocated for a specific trip, and time of day . 
With increasing time constraints imposed on the subject, the 
level of subject motivation to save time is assumed to increase. 
The current experiment used commuting to work as the trip 
purpose. In addition, minimal time was allocated to make the 

a) Physical Layout 

FIGURE 3 Simulation physical layout and in operation. 
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FIGURE 4 Traffic congestion speed profiles. 

trip. Thus, a relatively high time constraint was achieved . This 
time constraint level was applied to all of the scenanos tested. 

Trip destination may also have some effect on the per
centage of drivers diverting and the selection of alternate 
routes. For far trips, drivers may see little benefit to leaving 
the freeway unless encountering severe congestion . For near 
trips , however, drivers may be more willing to divert from 
the freeway and go directly to their nearby destination. Most 
of the drivers in the Orange County network leave the area 
via one of the freeways . Simulation trips beginning at the 
Garden Grove Freeway (22 mi) and heading west towards a 
destination 23 mi away were defined as far trips, while a short 
trip of 9-mi was defined as a near destination as illustrated in 
Figure 6. Out of four available scenarios encountered by sim
ulation subjects, three trips involving the 11- , 18-, and 30-
min delays were associated with far destinations (23 mi), while 
a fourth 30-min delay was assigned a near destination (9 mi). 

Experimental Design 

The experimental design was subdivided into between group 
and within group factors as follows: 

b) In Operation 



Allen el al. 87 

s)Ft8sF!ow b)Modsrats 

c)Hsavy d)Jammsd 

FIGURES Road environment slide examples (moderate, heavy, and jammed traffic conditions). 

Navigation System 
(between group) 

None (control) 
Static Map 
Dynamic Map 
Advanced Map 
Route Guidance 

Driving Scenario-Congestion Condition 
(within group) 

11-min delay, far 
18-min delay, far 
30-min delay, far 
30-min delay, near 

Each subject-navigation system group was further subdi
vided as follows: 

Age-Background Route-Familiarity Gender 

Young (18-29 years) Familiar Female 
Middle (30-54 years) Unfamiliar Male 
Old (>55 years) 
Commercial (all ages) 

The basic variable of interest was navigation system con
figuration. It was felt that a given subject could only be ex
pected to master one system configuration in the limited train
ing time available, so different groups of subjects were assigned 
to each navigation system condition. Each subject was given 

all four of the driving scenarios, however. Each of the five 
subject groups (for each of the navigation system conditions) 
was broken down into three age groups for noncommercial 
drivers plus a commercial driving group that included all ages. 
Driver-subjects were then further categorized according to 
familiarity with the freeway route and gender. 

The sample size of the design totaled 277 drivers taken from 
various populations. Of the total, 215 were noncommercial 
drivers and 62 were commercial drivers. Of the 215, approx
imately 101 were familiar and 114 unfamiliar with the route 
tested. Finally, an attempt was made to test equal numbers 
of males and females. Within each gender group, three age 
brackets were categorized as young (18-29), middle (30-55), 
and old (> 55). Of the commercial drivers, approximately 
half were familiar and half unfamiliar. This group was not 
controlled for gender or age differences. 

The majority of subjects were Southern California Auto
mobile Association employees, with unfamiliar subjects re
cruited at the downtown Los Angeles headquarters and fa-
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destinations. 

miliar subjects recruited from the Costa Mesa processing center 
near the Garden Grove Freeway route. Additional subjects 
were recruited from local advertisements and retirement cen
ters to fill out the young and old age categories. Commercial 
drivers were solicited from airport shuttle services at two lo
cations, one in Santa Ana near the Garden Grove Freeway 
route and another 30 mi away near the Los Angeles Inter
national Airport. The latter location was intended to produce 
unfamiliar commercial drivers. As a practical matter, it was 
difficult to obtain commercial drivers unfamiliar with the free
way route and it was also difficult to get familiar drivers in 
the old-age group. Regardless of the location where subjects 
were recruited, they were categorized on the basis of answers 
to a set of pre-experimental questions given verbally by the 
experimenter. 

Experimental Procedures 

The experiment was conducted at offices of the Southern 
California Automobile Club and senior citizens centers where 
noncommercial driver subjects were obtained and at offices 
of an airport shuttle service which provided access to com
mercial drivers. Familiar drivers were obtained at experi
mental locations near the Orange County freeway network 
while unfamiliar drivers were obtained at locations 30 mi 
northwest in the Los Angeles area. Subjects were solicited 
randomly to the extent possible at each of the locations to fill 
out the driver demographics required for the experimental 
design. Upon selection, subjects were randomly assigned to 
one of the navigation system conditions. 

Procedures included orientation, a pre-experiment ques
tionnaire on subject demographics, training, administration 
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of the four driving scenarios discussed previously, and a post
experiment questionnaire regarding typical diversion behav
ior and attitudes and opinions regarding navigation systems. 
The orientation, questionnaires, and training for the experi
mental tasks were automatically administered by the simu
lation computer to ensure uniformity of presentation. A voice 
reproduction system was used to administer verbal instruc
tions regarding use of the keypad entry device and interpre
tation of the visual scenes. Experimental training included 
familiarization with the visual scenes, navigation system con
ditions, and the reward-penalty structure. Two practice trials 
were given, the first without a navigation system for all groups. 
For the noncontrol groups, orientation was given to the ap
propriate navigation system. A second practice trial then in
volved use of the navigation system. The training trials in
volved exposure to a nonsense scenario involving letter 
designated offramps (e.g., A St., B St., etc.) to avoid giving 
any knowledge of the Orange County network to the unfa
miliar group. 

Formal experimental trials on the Orange County network 
were preceded by a slide that defined the driving scenario 
(time of day, trip purpose, and destination). Subjects were 
then started on the actual scenario which commenced with 
slides of on-ramp entry, then proceeded with actual Orange 
County network scenes including appropriate off-ramp sign
ing. Appropriate traffic congestion was portrayed for each of 
the congestion conditions. Order of presentation of the four 
congestion conditions was varied across subjects to avoid bias
ing any condition because of experimental experience. Data 
collection was automatically performed by the computer in 
all phases including questionnaire responses and test results. 
Questionnaire responses, traffic level estimations, diversion 
decisions, and subject feedback data were all stored in sep
arate data files. Separate files were also used for each subject. 
At the conclusion of the testing the data files were combined 
in a spreadsheet for overall analysis. Borland's Quattro Pro 
(19) and Harvard Graphics (20) were used for summary anal
ysis and plotting. Stats+ (21), which can read data directly 
from a spreadsheet format, was used for statistical analysis. 

RESULTS 

The main experimental effects are summarized in Figure 7. 
The effect of congestion condition on subject diversion pat
terns summed across navigation systems is illustrated in Figure 
7a. Chi-squared analysis shows congestion condition x di
version node to have reliable differences (p < .001). The 
cumulative percentage distributions for diversion show the 
30-min delay conditions to be much different than the 11- and 
18-min delay conditions. Drivers diverted much earlier for 
the 30-min delay conditions. The 11-min delay condition also 
shows a lower overall total diversion percentage (about 84 
percent) compared with the other three delay conditions (95 
to 97 percent). 

The overall effect of age and commercial group subject 
categorization on diversion patterns is summarized in Figure 
7b. Chi-squared analysis indicates the differences to be reli
able (p < .001). The cumulative diversion distribution shows 
that the young and middle-aged noncommercial drivers are 
about the same as commercial drivers in their diversion pat-
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on diversion. 

tern, and that the old noncommercial drivers provide the basic 
difference. The old drivers are more reluctant to divert, with 
more than three times as many drivers refusing ultimately to 
divert. Neither route familiarity nor gender had a statistically 
reliable influence on the diversion results. 

The general effect of navigation system on driver diversion 
was statistically reliable (p < .001) and significant as illus
trated in Figure 7c. The cumulative distribution shows that 
the more sophisticated navigation systems allow more antic
ipation of the congestion condition and ultimately give higher 
diversion percentages. The advanced system is clearly the 
best, allowing for the greatest anticipation of the congestion 
condition and the highest overall diversion rate. The static 
map condition is basically no different from the control (no 
navigation system) condition, which is not surprising since it 
gives no congestion of routing information. The route guid-
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ance system gives results similar to the advanced system, the 
static map is comparable to the control condition, and the 
dynamic map condition falls somewhere in between. 

The advanced and route guidance systems can be compared 
for compliance with the presented freeway diversion recom
mendations as summarized in Figure 8. These navigation sys
tems recommended diverting at Euclid for the 11- and 18-min 
delay conditions and Haster for both 30-min delay conditions. 
If the subject did not divert at the first recommendation the 
system recommended diverting at the next exit. To interpret 
the results, the prevailing speed of the vehicle, the actual level 
of traffic, the type of navigation system information pre
sented, and subject expectations must be taken into account. 
For the 11-min delay condition (Figure 8a) the advanced sys
tem showed 33 percent diversion at the first recommended 
exit while the route guidance showed 23 percent diversion. 
The apparent difference can be explained by noting that the 
prevailing speeds (Figure 4) were 40 to 50 mph up the point 
of recommended diversion and only the advanced system sub
jects received explicit warning of upcoming heavy congestion. 
The result is a larger number of advanced system subjects 
diverting before and at the first recommended exit. Generally, 
the more sophisticated systems produce a greater degree of 
compliance. 

The 18-min delay condition showed about the same 10 per
cent difference between the advanced and route guidance 
systems for diversion at the first recommended street (Figure 
8b). However, because the prevailing speeds were lower (15 
mph), the overall compliance at the recommended node is 
higher (about 50 percent). The difference between systems 
may be explained by noting that the advanced system resulted 
in about 10 percent of subjects diverting at Haster, long before 
they actually encountered congestion. The cumulative distri
bution shows equal percentages of subjects diverting by the 
time they pass Euclid, the recommended exit. 

The 30-min delay condition with near destination (Figure 
8c) shows 50 percent and 38 percent diversion ratios at Haster, 
for the advanced and route guidance systems, respectively. 
Here, the prevailing speeds are relatively high (50 mph in 
Figure 4), the delay is relatively high and the destination is 
relatively close. Therefore, the expectation is that drivers will 
be compliant and divert. The results indicate that the ad
vanced system, which displays the congestion levels and pos
sible alternate routes, may be encouraging more drivers to 
divert at the first recommended exit than the route guidance 
system. The redundant verbal messages , the visual coding of 
traffic, and the textual information of the advanced system 
give the subject many more cues to upcoming traffic condi
tions than the simple delay time shown on the route guidance 
system. 

The 30-min delay condition with far destination (Figure 8d) 
shows only a 5 percent difference between the route guidance 
and advanced systems at the first recommended exit. The 
cumulative distributions for these two systems are virtually 
identical, indicating that the far destination may give the ad
vanced system subjects no greater motivation to divert earlier 
than the route guidance system subjects. The differences be
tween the advanced and route guidance systems with regard 
to strict compliance at the first recommended exit may be 
modified by considering more liberal definitions of compli
ance. For example, subjects could be considered compliant 
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if they diverted at either the first or second recommended 
exit. 

DISCUSSION 

The subject population for this experiment was relatively di
verse and probably reasonably representative of typical com
muters. Subjects related reasonably well to the simulation and 
experimental procedures. Diversion response to the conges
tion conditions as compared to the speed profiles seems quite 
rational. Of all the subject grouping variables, only age seemed 
to have any consistent effect on diversion behavior, with the 
old age group (>55) being more hesitant to divert than younger 
subjects. Interestingly enough, route familiarity did not seem 
to have a bearing on route diversion behavior. In this exper
iment unfamiliar drivers were not any more reluctant to divert 
than familiar drivers. This could suggest that drivers are com
fortable in general with southern California driving conditions 
so that knowledge of a specific area is not critical. It is also 
possible that many familiar drivers, although familiar with the 
Garden Grove Freeway, were not familiar with its environs 
so that the familiar and unfamiliar populations may not have 
been significantly different. 

Navigation system configuration influenced diversion de
cisions for all congestion conditions. The static map proved 
to be no better than the control condition (no navigation 
system), which is not surprising because the static map gave 
no feedback on traffic congestion. The advanced and route 
guidance conditions gave the best results, which is consistent 
with their navigational capability. The dynamic map system 
does give feedback on congestion conditions, but offers no 

route guidance assistance, and so gave performance that was 
worse than the advanced and route guidance systems but bet
ter than the static map and control configurations. This result 
suggests that a static map system is of marginal help in de
ciding when to divert from the freeway, although once di
verted it would assist in route finding. The route guidance 
system proved to be nearly as good as the advanced system. 
For people that have some facility for using maps, a map
based system might be better, again because subsequent to 
diversion, the map-based system could provide further help 
in route finding. Computer and display technology is devel
oping at such a rapid rate that a map-based system may not 
be any more expensive than a route guidance system, and 
both display formats could be easily provided using the same 
basic set of information. 

The diversion rates for all of the navigation system con
ditions (including the control or no system condition) were 
quite high indicating significant aversion to congestion, high 
compliance with navigation system recommendations, or both. 
Since the emphasis in this experiment was on diverting to 
avoid congestion, it is possible that subjects were overly mo
tivated in their diversion response. However, if navigation 
systems become popular and traffic control management sys
tems are considered to be reliable, it is probable that com
muters will have a similarly high motivation for route diver
sion. For the purposes of subsequent traffic flow analysis of 
the consequences of driver route diversion, it is possible to 
scale the cumulative diversion distribution plots to account 
for lower or higher diversion motivation (e.g., to account for 
trip purpose, confidence in traffic management system, and 
so on). Subjects did respond that other conditions, such as 
trip purpose and certain environmental conditions, would cause 
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lower di version tendency (or tolerance for longer delays) so 
a basis does exist for scaling diversion rates. Scaling the cu
mulative distribution functions by multiplicative factors to 
vary the effect of subject diversion motivation is suggested. 
The old-age group effect on the diversion distributions can 
be considered approximately as a multiplicative effect, and 
this subject group result should be maintained in further 
analysis. 
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