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Impact of Seat Belts on the Structure of a 
Typical Transit Bus 

RALPH A. DussEAu, SNEHAMAY KHASNABIS, AND 

THEODORE J. DOMBROWSKI 

A finite element computer model was developed for the structure 
of a typical transit bus used by smaller cities and rural commu­
nities. Assumptions were made regarding the loading conditions 
of the bus in the event of a rapid deceleration of the bus. Para­
metric results for floor angles of 0 to 30 degrees at maximum bus 
deceleration were derived for two loading patterns: (a) with seat 
belts installed on all passenger seats and (b) with seat belts in­
stalled on the front passenger seats only. The results indicated 
that the structural members in the bus frame could experience 
moderate to substantial decreases in maximum stress if seat belts 
are installed on all seats, whereas the structural members in the 
chassis could experience moderate increases in maximum stress 
if seat belts are installed. Thus the presence and presumed use 
of seat belts on all passenger seats in the event of a rapid decel­
eration of the bus should moderately to substantially benefit the 
structural frame members of a typical transit bus, and the absence 
of seat belts should moderately benefit the structural chassis 
members. 

A study is under way at the Department of Civil Engineering, 
Wayne State University, to assess the safety and structural 
implications of seat belt installation on a typical transit bus 
used by smaller cities and rural communities. One of the 
objectives is to determine whether changes in the structural 
members of the bus may be warranted to enable the structure 
to better withstand any additional accident-induced member 
stresses caused by the presence of seat belts. A computer­
based finite element structural model of a fully loaded transit 
bus was developed to analyze the forces generated within the 
structural members of the bus because of the maximum ex­
pected deceleration applied to the mass of the bus passengers. 
Two loading patterns, with and without seat belts, were an­
alyzed using a 20-g bus deceleration. The results were used 
to estimate the differential member stresses caused by the 
presence of seat belts as a function of the bus deceleration. 

A comprehensive literature review conducted as a part of 
the project indicated little, if any, research into the behavior 
of the structural components of a bus following a sudden bus 
deceleration. Thus the analyses presented are to be consid­
ered the first that have been performed on a transit bus. The 
terminology concerning the components of a transit bus and 
the structural implications of a rapid bus deceleration with 
and without seat belts are discussed. 

Department of Civil Engineering, Wayne State University, Detroit, 
Mich. 48202. 

TERMINOLOGY 

In the discussions that follow, "body" refers to the outer shell 
of the bus, consisting of the sidewalls and roof. "Floor" describes 
the plywood and metal deck upon which the passenger seats 
rest. "Frame" refers to the cold-formed steel members that 
support the body and floor and that are constructed by the bus 
manufacturer. "Chassis" describes the portion of the bus that 
supports the bus frame, engine, drive train, axles, and so forth 
and is built separately by a truck chassis manufacturer. 

CRASH TESTS 

Over the years, reports dealing with head-on crash tests of 
school and transit buses have concentrated on the visible dam­
age to the buses tested. The three principle types of visible 
damage that have been reported are 

1. Detachment of passenger seats from the bus floor (1-4), 
2. Slippage of the bus frame-to-chassis connections (J,5,6), 

and 
3. Buckling of the bus floor (J,2,4). 

The connections involved in the first two types of visible dam­
age tend to be unique to each transit bus design, are more 
easily corrected, and are not in general relevant to the overall 
structural integrity of a transit bus. The third type of visible 
damage is more a structural type of failure, however. 

Most crash tests appear to have been done using buses with 
metal floors, although few researchers specifically mention 
the bus floor materials. Both the full-size school bus crash 
tests by the University of California, Los Angeles (J) and the 
crash tests of large transit buses by the General Motors Cor­
poration (2) indicated that the bus floors "buckled" in head­
on collision tests. This implies that the floors were made of 
metal, because plywood is expected to splinter, not buckle. 
The crash responses of the remaining structural components 
of the buses tested were not reported, however. Therefore, 
the goal of the present study was to analyze the potential for 
structural damage to a typical transit bus under rapid bus 
deceleration. 

COMPUTER MODELING 

One previously reported use of finite element computer mod­
eling in the analysis of transit buses was a series of models 
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developed by DAF Trucks, Eindhoven, the Netherlands (7). 
The goal of these analyses was to measure the effects of bend­
ing stiffness and torsional stiffness on the dynamic responses 
and, hence, the ride comfort of bus passengers. Seven finite 
element models were developed, each using about 2,700 de­
grees of freedom. The major differences in these models cen­
tered on the designs of the lower sidewalls (the areas of the 
sidewalls below the windows) and the adhesive materials used 
to bond the windows to the bus sidewalls. Each model was 
analyzed to determine its fundamental natural frequencies. 
The natural frequencies were used to estimate the "comfort 
level" of the bus passengers. No analyses under simulated 
accident loads were performed, however. The goal of the 
study presented here was to use finite element computer mod­
eling to analyze the potential for structural damage to a typical 
transit bus in the event of rapid bus decelerations (simulated 
front-end impacts). 

MODELS AND ASSUMPTIONS 

The thrust of the research has been to develop and analyze 
a finite element computer model of the structure for a typical 
transit bus used by transit agencies in smaller cities and rural 
communities. The model consists of the bus seats, plywood 
floor, steel frame, and steel chassis for the bus chosen. The 
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model includes the deceleration forces generated by the mass 
of each passenger applied at the location of the average adult 
center of gravity (CG). The model was analyzed to determine 
the maximum stresses in each structural component of the 
bus under various loading conditions. The finite element code 
used in these analyses is the ANSYS finite element program, 
which is a product of Swanson Analysis Systems, Inc., Hous­
ton, Pennsylvania. 

Transit Bus Studied 

The transit bus that was analyzed is 25 ft long and has 13 
passenger seats, for a total seating capacity of 26 passengers 
plus the driver. Longitudinal and transverse cross-section views 
of the bus seats, floor, frame, and chassis are shown in Figures 
1 and 2, respectively. The seats are fabricated from cold­
formed tubular steel and are supported by two inverted T 
legs bolted to the bus floor. The bus floor is composed of 
exterior grade plywood with steel strapping reinforcing along 
the lines where the seats are bolted to the floor and along the 
plywood seam that follows the centerline of the bus floor. 
Sheet metal reinforcing is also used in the tops of the rear 
wheel wells. 

The bus floor is supported by lateral frame members, which 
are fabricated from cold-formed steel channels. The lateral 
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FIGURE 1 Longitudinal cross-section view of bus structure. 
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FIGURE 2 Transverse cross-section view of bus structure. 
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frame members run between the sidewalls of the bus and 
support the body, floor, and frame of the bus. Cold-formed 
steel members are also used for the side skirting and other 
frame members around the perimeter of the bus floor. The 
lateral frame members are welded to longitudinal channel 
caps, which are in turn attached to the chassis with U-bolts. 
The chassis is composed of two longitudinal members fabri­
cated from cold-formed steel channels. The longitudinal chas­
sis members are connected at intervals by lateral channel 
struts. 

Simplifications and Assumptions 

A perspective view of the bus model excluding the bus floor 
and seats is shown in Figure 3. The simplifications and as­
sumptions that were made in developing the model were as 
follows: 

1. To concentrate on the bus responses caused by the mass 
of the bus passengers under rapid deceleration (and hence 
the effects of seat belts), the following were excluded from 
the bus model: engine, drive train, air-conditioning unit, steering 
components, suspension components, and driver's seat. To 
further simplify the model and because the passenger seats 
are not bolted to the sidewalls, the sidewalls, backwall, and 
roof of the bus were not included in the bus model. In ad­
dition, the stairs, battery tray, and other steel reinforcing 
members that are not directly attached to the plywood floor 
were also excluded from the bus model. 
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2. The seats were each modeled using five semirigid (high­
stiffness) elements as shown in Figure 4. The elements were 
arranged like a swing set, with one horizontal semirigid ele­
ment connecting the nodal points representing the CG of the 
two passengers in the seat and two diagonal semirigid ele­
ments connecting each of these CG nodal points to the bus 
floor at or near the points where the actual bus seats are 
bolted to the bus floor. 

3. The plywood floor was modeled using plate finite ele­
ments as shown in Figure 5. The plywood floor was modeled 
as continuous without any seams. Thus the steel strapping 
along the centerline of the bus floor was not included in the 
model. The steel strapping along the bolt line of the seats and 
the sheet metal reinforcing in the rear wheel wells were mod­
eled using plate elements as shown in Figure 6. The steel plate 
elements are superimposed on an outline of the bus floor in 
Figure 6. 

4. To maintain a maximum 2: 1 ratio for the longest to short­
est dimensions of the plate elements representing the plywood 
floor, steel strapping, and sheet metal, some nodes corre­
sponding to seat bolt locations were moved longitudinally to 
coincide with node locations on transverse frame members. 
The nodes were moved in such a manner that the original 
spacings between bolts on each seat leg were unaffected. 

5. The transverse frame members, perimeter frame mem­
bers, and longitudinal channel caps were all modeled using 
beam finite elements as shown in Figure 3. For simplicity, the 
centroids of the beam elements were all placed in the same 
horizontal plane as the plywood floor and steel plate elements. 
To model the vertical offset between the lateral and perimeter 

Rear suapension restraints 

-- Front bumper restraints 

FIGURE 3 Bus model excluding floor and seats. 

2500 pound forces 

FIGURE 4 Passenger seats and load application for bus with seat belts. 
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FIGURE 5 Plywood floor elements. 

frame members and the plywood floor and steel plate mem­
bers, 300 semirigid elements would have been required. These 
additional elements would have caused the model to exceed 
the storage capacity of the computer that was used in the 
analyses. 

6. The longitudinal and transverse chassis members and the 
skirting members were also modeled using beam elements as 
shown in Figure 3. Figure 3 also shows semirigid elements 
that were used to connect the transverse frame elements with 
the centroid of the longitudinal chassis members at the points 
where the transverse frame members are welded to the lon­
gitudinal channel caps. Thus each longitudinal chassis mem­
ber is attached to lateral frame members at 14 locations. In 
the actual bus, each longitudinal chassis member is attached 
to the corresponding longitudinal channel caps by eight 
U-bolt connections. Additional lateral-torsional buckling sup­
port for the longitudinal chassis members is provided by nine 
transverse chassis members. The maximum unbraced length 
of each longitudinal chassis member in the model is 26 in. 
versus 32 in. in the actual bus. Because this 32-in. distance is 
at the rear of the bus where the compressive forces in the 
longitudinal chassis members would be lowest under rapid 
deceleration, the effects of any increased buckling resistance 
of the model versus the actual bus should be relatively small. 

7. The front leaf springs are assumed to "bottom out" in 
the event of a rapid bus deceleration. Therefore, as shown in 
Figure 3, the front of the bus was modeled with vertical and 
transverse pin connections at the points where rubber stops 
are attached to the longitudinal chassis members to prevent 
damage due to bottoming out of the front axle. Figure 3 also 
shows transverse and longitudinal pin connections that were 
used at the front of the longitudinal chassis members where 
the front bumper is attached. 

8. Vertical pin connections were also used at the points 
where the rear leaf springs are attached to the longitudinal 
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chassis members (Figure 3). The connections are necessary 
to prevent rigid-body motion of the bus model. 

LOAD CASES 

To simulate the loads generated by the passengers under rapid 
deceleration, a maximum force of 2,500 lb was assumed for 
each passenger, the same force required by the Federal Motor 
Vehicle Safety Standards (8) for testing bus seats. If an av­
erage passenger weight of 125 lb is assumed, the deceleration 
required to generate a 2,500-lb force is 20 g. The 2,500-lb 
forces were applied using seven different angles of the bus 
floor from 0 to 30 degrees at maximum bus deceleration. The 
bus floor angles were simulated by "tilting" the 2,500-lb forces 
as opposed to tilting the entire bus model. The vertical and 
longitudinal force components that were used to simulate each 
bus floor angle are given in Table 1. 

The angle of the bus floor at maximum deceleration should 
remain below 5 degrees until the total vertical reaction forces 
at the rear axle pin connections exceed the maximum loaded 
weight of the rear axles. For the bus with seat belts this occurs 
at about 17 g, and for the bus without seat belts this occurs 
at about 15 g. At higher levels of maximum deceleration, the 
floor angle of the bus will exceed 5 degrees, and the total 
vertical reaction forces at the rear axle will exceed the maxi­
mum possible. Thus the member stresses in this region could 
have inaccuracies at bus decelerations greater than 17 g for 
the bus with seat belts and 15 g for the bus without seat belts. 

The two seat belt configurations considered were (a) with 
seat belts installed on all passenger seats ("the bus with seat 
belts") and (b) with seat belts installed on the front passenger 
seats only ("the bus without seat belts"). The loading pat-

TABLE 1 LOAD CASES 

Bue Floor Longitudinal Vertical 
Angle Component Component 

(degrees) (pounds) (pounds) 

0 2500.0 o.o 

5 2490.5 217 .9 

10 2462.0 434.1 

15 2414.8 647 .1 

20 2349.2 855.1 

25 2265.8 1056.6 

30 2165.1 1250.0 

FIGURE 6 Steel strapping and sheet metal elements. 
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tern used to represent the bus with seat belts consisted of 
2,500-lb forces applied to all nodes representing the CG of 
each passenger as shown in Figure 4. For the bus without seat 
belts, it was assumed that the forces of the unbelted passen­
gers would be applied to the seat in front of each passenger. 
Thus, as shown in Figure 7, no forces were applied to the 
rear seats, 2,500-lb forces were applied to the nodes represent­
ing the CG of each passenger for the intermediate seats, and 
5,000-lb forces were applied to the nodes representing the 
CG of each passenger for the front seats. 

ANALYSIS RESULTS 

The maximum stresses calculated for each element type due 
to the inertia generated by the bus passengers are given in 
Table 2 for the bus models with and without seat belts. The 
floor angles at which the maximum stresses are reached are 
also given. The longitudinal locations given in Table 2 are 
measured along the centerline of the bus model beginning at 
the rear and are normalized with respect to the length of the 

5000 pound force3 

FIGURE 7 Passenger seats and load application for bus 
without seat belts. 
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model. Thus the longitudinal location 0.000 refers to the rear 
of the model, where the rear bumper would be attached, 
whereas the longitudinal location 1.000 refers to the front of 
the model, where longitudinal and vertical pin connections 
represent the front bumper. The lateral locations given in 
Table 2 are measured from the centerline of the bus and are 
normalized with respect to the half-width of the bus. Thus 
the lateral location -1.000 refers to the left edge of the bus 
floor, and the lateral location + 1.000 refers to the right edge 
of the bus floor, assuming the reader is facing the front of the 
bus. For each member type, the maximum and minimum 
differential member stress to bus deceleration ratios given in 
Table 3 represent the extreme values derived by calculating 
the largest and smallest differential member stresses gener­
ated for each load case (bus floor angle) for the model with 
seat belts versus the model without seat belts and then dividing 
these differential stresses by the 20-g bus deceleration. The 
corresponding floor angles are also given in Table 3. 

Plywood Floor Elements 

The maximum element stresses for the plywood floor ele­
ments versus the angle of the floor at maximum bus deceler­
ation are plotted in Figure 8 for the bus with seat belts and 
for the bus without seat belts. The maximum stresses repre­
sent the principal compressive stresses in the plywood floor. 
The peak stress for the bus without seat belts is 20 percent 
higher than the peak value for the bus with seat belts. The 
peak stresses for both bus versions occur near the front pas­
senger seat on the left side, and both occur with a floor angle 
of 0 degrees. For the bus with seat belts, the maximum stresses 
are essentially constant versus floor angle, whereas the maxi­
mum stresses decrease sharply with increasing floor angle for 
the bus without seat belts. The reason for the latter is probably 
a combination of the doubled loads on the front seats of the 

TABLE 2 MAXIMUM MEMBER STRESSES AND CORRESPONDING 
ANGLE OF LOAD AND LOCATION 

Descr1pt1on Model W1th Max111 .. Floor Locat1on of Max1m1111 Stress 
of Member or W1thout Stress, Angla, 

Seat Belts ks1 degrees Long1tud1nal Lateral 

Plywood W1th 1.5 0 0.837 - 0.418 
Floor 
El-nts W1thout 1.8 0 0.837 - 0.418 

Steal With 16.1 30 0.300 - 0.418 
Plate 
El-nts Without 19.5 0 0.300 - 0.418 

Lateral With 31.0 0 0. 746 - 0.472 
Fruio 
El-nts Without 58.2 0 0.746 - 0.472 

Perl• ter With 62.0 0 0.194 + 1.000 
Fr-
El-nts W1thout 103.8 15 0.681 - 1.000 

Skirt1ng W1th 29.5 5 0.754 - 0.979 
Elanents 

W1thout 58.0 0 0.714 - 0.959 

Lon9ltudlnal With 36 . 8 30 0 . 288 + 0.368 
Chassis 
El-nts Without 29.0 30 0.577 - 0.368 

Long1tudlnal W1th 23.9 30 0.259 + 0.418 
Channel Cap 
El-nts W1thout 17.4 30 0.404 - 0.418 
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TABLE 3 MEMBER STRESS COMPARISONS FOR THE BUS WITH 
SEAT BELTS VERSUS THE BUS WITHOUT SEAT BELTS 

Description of MMber 

Plyvood Floor El- nts 

steel Plate El-nts 

Lateral Fr111111 El_,,ts 

Perl.atar Frllllll Ela.ants 

Skirting El-nts 

Longitudinal Chassis El - nts 

Long I tudl na l Channel Cap El-nts 

-

• ~.~-~·~1 ~·~·~,~~-·~~-·~·-,-\-•---,-;-·--·-k 
Loa d Angle (degrees) 

FIGURE 8 Maximum stresses for plywood 
floor elements. 

bus without seat "belts and the change in the longitudinal com­
ponent of the applied loads. The maximum stresses in the bus 
with seat belts exceeds the maximum stresses in the bus with­
out seat belts at floor angles above 15 degrees. 

Steel Plate Elements 

For the steel strapping and sheet metal elements, the maxi­
mum stresses versus the floor angle of the bus at maximum 
deceleration are plotted in Figure 9 for the bus versions with 
and without seat belts. For the bus without seat belts, the 
peak stress is 21 percent higher than the peak stress with seat 
belts. The peak stress for the former occurs at an angle of 0 
degrees and declines sharply with increasing load angle. The 
peak stress for the latter occurs at an angle of 30 degrees and 
is essentially constant. The peak stresses for both bus versions 
occur near the seats located over the rear wheel wells. This 

~· tt :n 
Load Angle {degrees) 

FIGURE 9 Maximum stresses for steel 
strapping and sheet metal elements. 

Differential Mellber Stress 
to Bus Decelerat1on Ratios 

Maxl1n111 Floor M1n1mlll Floor 
Value, Angle, Value, Angle, 
ks1/g degrees ks1/g degrees 

+ 0.03 30 - 0.02 0 

+ 0.31 30 - 0.19 0 

- 0.50 30 - 1.35 0 

- 1. 90 0 - 2.30 30 

- 1.15 30 - 1.-40 0 

+ 0 . 83 15 + 0.28 0 

+ 0.40 20 + 0.18 0 

is probably due to the discontinuity of the perimeter and 
skirting elements along the wheel wells, which tends to con­
centrate the longitudinal compressive stresses in the floor ele­
ments in this region. The relative changes in the maximum 
stresses for the steel strapping and sheet metal elements versus 
the angle of the bus floor at maximum deceleration are vir­
tually the same as the changes in maximum stress versus floor 
angle for the plywood floor elements . 

Lateral Frame Elements 

Figure 10 shows plots of the maximum element stresses for 
the lateral frame elements versus the angle of the bus floor 
for each bus version. The peak stress for the bus without seat 
belts is 88 percent higher than that for the bus with seat belts. 
This is probably a result of the doubled loads on the front 
passenger seats of the bus without seat belts. The peak stresses 
for both bus versions occur near the front passenger seat on 
the left side, and both occur with a floor angle of 0 degrees. 
For the bus with seat belts, the maximum stresses are essen­
tially constant. For the bus without seat belts, the maximum 
stresses decrease slightly with increasing floor angle. The de­
crease is probably due to the changes in the longitudinal com­
ponents of the applied loads. 

Perimeter Frame Elements 

The maximum stresses for the perimeter frame elements ver­
sus the angle of the bus floor are plotted in Figure 11 for the 

I j I I ; f I I I I It 
.. . , )lo , _, ,. 

Load Ang le (d egrees ) 

FIGURE 10 Maximum stresses for lateral 
frame elements. 
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FIGURE 11 Maximum stresses for 
perimeter frame elements. 

bus versions with and without seat belts. The peak stress for 
the bus without seat belts is 67 percent larger than the peak 
stress with seat belts. For the bus with seat belts, the peak 
stress occurs along the right side of the bus near the rear 
wheel wells. The peak stress for the bus without seat belts 
occurs near the left front seat. For both bus versions, the 
maximum stresses are essentially constant versus the angle of 
the bus floor . The peak stresses occur at a floor angle of 0 
degrees for the bus with seat belts and at 15 degrees for the 
bus without seat belts. 

Skirting Elements 

For the skirting elements, the maximum stresses versus the 
floor angle at maximum bus deceleration are plotted in Figure 
12 for the two bus versions. For the bus without seat belts, 
the peak stress is 97 percent higher than the peak value for 
the bus with seat belts. The peak stresses for both bus versions 
occur along the left side of the bus near the front seat , and 
both occur at a floor angle of 0 degrees . The maximum stresses 
are essentially constant versus the floor angle for both bus 
versions . 

Longitudinal Chassis Elements 

Figure 13 shows plots of the maximum element stresses for 
the longitudinal chassis elements versus the angle of the floor 
for the bus versions with and without seat belts. For the bus 
with seat belts , the peak stress is 27 percent higher than that 
for the bus without seat belts . The likely reasons for this 
difference are the vertical load components that are applied 
to the rear seats of the bus with seat belts . These vertical 

Wilhout Seol Belts 
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FIGURE 12 Maximum stresses for skirting 
elements. 
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FIGURE 13 Maximum stresses for 
longitudinal chassis elements. 

7 

loads increase the bending stresses in the longitudinal chassis 
elements. The peak stresses for both bus versions occur with 
a floor angle of 30 degrees. For the bus with seat belts, the 
peak stress occurs on the right side near the rear wheel well. 
The peak stress occurs near the left front seat for the bus 
without seat belts. The maximum stresses increase slightly 
with increasing floor angle for the bus with seat belts and 
alternately decrease and increase for the bus without seat 
belts. 

Longitudinal Channel Cap Elements 

The maximum stresses for the longitudinal channel cap ele­
ments versus the bus floor angle are plotted in Figure 14 for 
the two bus versions. The peak stress for the bus with seat 
belts is 37 percent greater than the peak stress without seat 
belts . The reasons for the difference in the peak stresses and 
the changes in maximum stress versus floor angle are essen­
tially the same as those discussed previously for the longitu­
dinal chassis elements. 

SUMMARY AND CONCLUSIONS 

A finite element computer model was developed for the struc­
ture of a typical transit bus. Assumptions were made about 
the loading conditions of the bus in the event of a rapid 
deceleration of the bus. Parametric results for floor angles of 
0 to 30 degrees at maximum bus deceleration were derived 
for bus loading patterns representing the cases with and with­
out seat belts . 

The results indicate that the lateral frame members, the 
perimeter frame members, and the skirting members could 

~=~ Without Seat 8eltt ll 
• ·~·~~~~· ~·~~~·~·~·~·~~· ~·~·~h~·~~;:, 

Load Ang le (degrees) 

FIGURE 14 Maximum stresses for 
longitudinal channel cap elements. 
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all experience moderate to substantial decreases in maximum 
member stress of -0.50 to - 2.30 ksi/g if seat belts are in­
stalled on all seats. The plywood floor members and the steel 
plate members could experience small decreases of - 0.02 
and - 0.19 ksi/g, respectively, to small increases of + 0.03 
and + 0.31 ksi/g, respectively, in maximum member stress if 
seat belts are installed. The longitudinal chassis members and 
the longitudinal channel cap members, which represent the 
backbone of the bus chassis, could experience moderate in­
creases in maximum member stress of +0.63 and +0.40 ksi/ 
g, respectively, if seat belts are installed. Thus the presence 
and presumed use of seat belts on all passenger seats in the 
event of a rapid bus deceleration should moderately to sub­
stantially benefit the frame members of a typical transit bus, 
whereas the absence of seat belts should moderately benefit 
the chassis members. 

These concluding remarks pertain to the question of the 
integrity of the structure for a typical transit bus as it relates 
to the presence or absence of seat belts. A comprehensive 
literature review conducted as part of the project from which 
this paper was developed (not reported in this paper) indicates 
that researchers are divided in their opinions on the overall 
effectiveness of seat belts on transit buses in reducing severity 
of injuries. This question is beyond the scope of the present 
paper. 
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Safety Implications of Seat Belts on 
Transit Buses 

SNEHAMAY l<HASNABIS, RALPH A. DussEAU, AND 

THEODORE J. DOMBROWSKI 

The findings of a literature search on seat belt installation for 
passengers on buses are summarized. The emphasis was on transit 
buses, but school buses were included. The literature search fo­
cused on three major areas: legislation, the effectiveness of seat 
belts, and any related aspects. The legislation portion dealt with 
the appropriate Federal Motor Vehicle Safety Standards as well 
as any state or federal laws that pertain to seat belts or passenger 
restraints on buses. The portion on the effectiveness of seat belts 
dealt with crash-testing studies and examined the epidemiological 
implications, accident analysis, likely seat belt usage, and the 
seating system as an integrated whole. The related aspects cov­
ered seat belt design options , seat design , seat design loads, other 
current seating options, seat anchorage design, bus floor struc­
ture, and bus-to-chassis connections. In addition, a survey was 
made of transit agencies in the United States and Canada to 
determine the current state of seat belt use . None of the agencies 
responding to the survey currently require seat belt installation. 
Overall, the findings tend to be inconclusive; many research pa­
pers express conclusions both for and against seat belt installation 
on buses . However, researchers generally agree that it is not just 
a matter of installing seat belts on an existing bus design. The 
entire seating system must be tested as an integrated whole before 
a conclusive statement on the effectiveness of seat belts on transit 
buses can be made. 

The question of safety implications of seat belts for the pas­
sengers of transit buses has not received much research at­
tention. Though there is overwhelming evidence in the lit­
erature on the effectiveness of seat belts in reducing the severity 
of passenger injuries in accidents involving automobiles, little, 
if anything, is known about the safety implications of seat 
belts on transit buses. 

A study is currently under way at the Department of Civil 
Engineering, Wayne State University, to assess the safety and 
structural implications of seat belts on transit buses . The study, 
jointly funded by the U.S. Department of Transportation and 
the Michigan Department of Transportation , has two primary 
objectives: (a) to assess the possible safety implications of 
seat belt usage in transit buses for reducing the severity of 
injury resulting from traffic accidents and (b) to determine 
whether major changes in the structural elements of the bus 
frame may be warranted to enable the frames to withstand 
the instantaneous stress buildup resulting from sudden acti­
vation of seat belts. 

The study is being conducted in two phases. A review of 
the literature on seat belt legislation, usage, and accidents 
was conducted in Phase I along with a survey of representative 

Department of Civil Engineering, Wayne State University, Detroit, 
Mich. 48202. 

transit agencies. In addition, a computer-based structural model 
was developed to analyze the forces likely to be generated 
within the bus frame components when seat belts are actuated 
on a fully loaded transit bus. The primary objective of the 
computer model is to identify "weak links" in the structural 
components of the bus frame that may be vulnerable to the 
stress buildup when seat belts are actuated. The broad pur­
pose of Phase II, likely to be initiated during the latter part 
of 1990, is to conduct a set of experimental tests to validate 
the computer model and to recommend means to improve 
the structural integrity of the bus frame. 

As part of the study, a search of the relevant literature on 
transit seat belts was conducted to determine the level of 
knowledge on this topic. The emphasis was on seat belt in­
stallation, but the literature search included papers that con­
tained related information. A summary of the literature re­
view is presented in this paper, focusing on three primary 
topics: seat belt legislation, the effectiveness of seat belts, and 
additional aspects related to seat belt installation. Much of 
the literature found and presented herein involves school buses. 
School buses must adhere to different and more stringent 
federal safety standards than transit buses and, therefore, 
have structural differences. However, it is believed that the 
dynamics during an accident are similar and that the safety 
concepts are equally applicable to the two types of buses. 

BACKGROUND 

The literature review revealed a set of historical developments 
concerning seat belt installation on transit buses in North 
America dating back to 1964 and continuing to 1989. In ad­
dition , the federal government , through the National High­
way Traffic Safety Administration (NHTSA), an arm of the 
Department of Transportation, has developed standards for 
various vehicles and vehicular components, known as Federal 
Motor Vehicle Safety Standards (FMVSSs). The literature 
review indicated a number of such standards that pertain di­
rectly or indirectly to the question of seat belts on transit 
buses. A capsule summary of the historical developments and 
the safety standards follows. 

Major Developments Concerning Seat Belts and Buses 

The first uninstrumented school bus crash tests were per­
formed in Arkansas in 1964 (no literature was found on these 
tests). 
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The first instrumented crash tests were performed on a large 
intercity bus by the General Motors Corporation (GM) in 
1965 (J). 

The National Transportation Safety Board (NTSB) re­
leased the study Crashworthiness of Large Poststandard 
Schoo/buses in 1987 (12). 

The University of California at Los Angeles (UCLA) per­
formed crash tests on full-size school buses in 1966 (2). 

The National School Bus Safety Act (H.R. 1815) was re­
jected in 1987 (13). 

UCLA followed up the 1966 crash tests in 1972 (3). A study entitled Improving School Bus Safety was released 
by TRB in 1989 (14). The Southwest Research Institute performed a major lit­

erature search concerning seat belts on buses for the Cali­
fornia Highway Patrol in 1976 (4). Summary of FMVSSs 

FMVSS 222, School Bus Passenger Seating and Crash Pro­
tection, was enacted in 1977 (5). A summary of the relevant FMVSSs for seat belt-related 

components that manufacturers must comply with is given in 
Table 1. Of the five standards cited in Table 1, FMVSSs 201, 
208, and 222 address the question of occupant protection 
(5,15,16). However, none of these deal specifically with pas­
sengers on transit buses. FMVSS 210 is a continuation of 
FMVSS 208 dealing with the question of seat belt anchorage 
(17). FMVSS 207 concerns seating systems and experimental 
load tests (18). 

NHTSA performed sled tests on seat and seat belt designs 
in 1978 (6). 

Transport Canada had crash tests performed on school buses 
in 1984 (7). 

A company, Thomas Built Buses, had crash testing done 
on its buses in 1985 (8-10). 

Transport Canada performed sled tests on various types of 
seats and seat belt configurations in 1986 (11). 

Massachusetts and New York State enacted legislation re­
quiring the installation and use of seat belts on school buses 
in 1986. 

LITERATURE REVIEW 

A provision of the Surface Transportation and Uniform 
Relocation Act authorized a study on school bus safety in 
1987. 

The literature review of three major aspects of seat belts on 
transit buses-legislation, effectiveness, and additional as­
pects-is summarized as follows. 

TABLE 1 SUMMARY OF FMVSSs PERTAINING TO SEATS OR SEAT 
BELTS 

FMVSS I Title Description 

201 Occupant Appliea to buses with a CMIR of 10,000 pounds or 
Protection less end provides for the tasting of interior it.ala 

(instr11111nt panel, seat backs, interior ccmpartment 
doors, and .,..rests) to si1111late the illP8Ct of a 
passenger's heed with a 8.5 inch di - tar head fo,.. 
weighing 15 pounds. 

201 Seating Defines the forcea a seat (other than a side-facing 
Syst•s bus passenger seat) 1111st be able to withstand as 

wall as the •thods of applying test loada. A seat 
for which the standard does apply 1111st be able to 
withstand a force 20 ti• a its own weight in either 
forward or rearward longitudinal directions. 

208 Occupant Raqui rea the bus driver to have either a "COllPlate 
Protect1on passenger protection syst11111° (i.e. a passive 

restraint) or a seat belt. Buses 111111uf actu1'11d after 
September 1, 111110 .. st have an autmatic locking 
retractor for the driver's belt. This standard sets 
forth requir-nts for types of seats, seat belts, 
belt latches, and a111 rests as well as crash d111111y 
specifications and test procedures. This standard 
does not set any requi,._nts for bus passengers. 

210 Seat Belt Sets forth raqui.--nts for the seat belt assembly 
Anchorage anchorages specif1ad in FMVSS 208. The anchorage 
Assanb11es for a Type 1 (lap only) seat belt and the pelvic 

portion of a Type 2 (lap-shoulder) seat belt 11ust 
withstand a 5000 pound force. The anchorage for a 
Type 2 seat belt 11111st withstand a 3000 pound force. 

222 School Bus Sets forth requir8!911nts for school bus seating 
Seating syst1111s and rastraining barr1ers. Vehicles with a 
and Crash GVWR of 110re than 10,000 pounds 1111st 11188t only FMVSS 
Protect1on 222. Vehicles with a GVWR of 10,000 pounds or less 

must meet FMVSS's 208, 209, 210, and 222. The seat 
back height is required to be 20 inches •1nimim1 as 
measured from the Seat Reference Point (SRP) to the 
top of the seat back. The SRP 1s def1ned by SAE 
Standard J826 as the point about wh1ch the hlMIBn 
torso and thigh pivot . The seat back 1111st not 
deflect forward 1110re than 14 1nches w1th a lllBX1~um 
appl 1ed load of 700 pounds nor should 1t deflect 
rearward more than 10 1nches w1th a max 1mum app 11ed 
load of 2200 pounds. The seat cush1on should not 
separate from the seat when subject to a force f1 ve 
t 1mes 1ts own weight. Maximum spac1ng between seats 
1s 24 1nches w1thout a restrain1ng barr1er. 
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Legislation 

Currently, the U.S. federal government requires transit and 
school buses to have seat belts in the driver's position only, 
as specified by FMVSS 208, Occupant Crash Protection in 
Passenger Cars, Multipurpose Passenger Vehicles, Trucks and 
Buses and FMVSS 222, School Bus Seating and Crash Pro­
tection (5,16). The rationale is that the driver must be prop­
erly restrained to be able to maintain control of the vehicle 
in the event of an accident. The requirement for passenger 
seat belts is left up to the individual states. The literature 
review indicates that no state requires the installation and use 
of seat belts by transit bus passengers at this time (19). Some 
states may require the use of seat belts if they are installed, 
but enforcemen"t is given only secondary importance. 

FMVSS 222 is based on a concept known as compartmen­
talization, which has an indirect implication for seat belts on 
school buses (5). By limiting minimum seat height, maximum 
seat spacing, and maximum seat deformation, a "compart­
ment" is created , which restrains the passenger and limits the 
severity of the injuries sustained in an accident. The seat 
spacing must be no more than 24 in . as measured from a seat's 
reference point (SRP) to the back of the next seat. The SRP 
is defined by SAE Standard 1826 as the point about which 
the human torso and thigh pivot. The seat back must be a 
minimum of 20 in. high when measured from the SRP to the 
top of the seat. FMVSS 222 also limits the deflection of the 
seat back, both forward and rearward . The seat back must 
deform forward a minimum of 6 in. and a maximum of 14 in. 
because of a maximum force of 2,400 lb. In the rearward 
direction, the deformation must not exceed 10 in. with a maxi­
mum force of2,200 lb. This deformation limit, it was believed, 
allows the seats to deform sufficiently to absorb some of the 
force of impact while limiting the deflection so that the forces 
are distributed more evenly over the passenger's head and 
upper torso. Also, keeping the seat back relatively upright 
serves to keep the passenger from being forced over the seat 
and creating a domino effect. There are no similar federal 
standards for transit bus seats. 

Only two states, Massachusetts and New York, require seat 
belt installation and usage by law for all school bus passengers 
as well as the driver. Maine requires seat belt usage on school 
buses only if they are installed by the manufacturer. In ad­
dition, New York and Illinois require school bus seats to have 
24-in.-high seat backs (as measured from the SRP). At least 
one foreign country is known to require seat belts in transit 
buses. Germany requires seat belts to be installed in long­
distance buses in only the most forward and rearward seating 
positions (20). Canada does not mandate any seat belts for 
either transit or school buses, although at least eight provinces 
require seat belt use if any are installed by the manufacturer 
(7). In addition, the Canadian Motor Vehicle Safety Stan­
dards are patterned after the U .S. FMVSSs and are virtually 
identical in content, format, and specifications. Therefore, 
any research study done in one country, either the United 
States or Canada, is equally valid in the other country. 

In an effort to compile up-to-date information about seat 
belts on transit buses, a mail-back survey was conducted among 
a representative group of transit agencies (a total of 68) in 
the United States and Canada. The smallest agency owns 26 
buses, and the largest has 2,624 buses . Three agencies in 
Canada and 52 agencies in the United States responded, a 
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response rate of 81 percent. The questionnaire requested in­
formation on whether the agency operates buses equipped 
with seat belts or knows of any agencies that do, whether it 
has conducted or knows of any research studies involving seat 
belts, and the bus construction specifications used by the agency. 
None of the agencies responding currently own transit buses 
equipped with seat belts or know of any agencies that do. 

Seat Belt Effectiveness 

There appears to be little doubt that a properly designed 
automobile passenger restraint system reduces passenger in­
juries in the event of an accident. One might assume·that the 
same holds true for buses. There is, however, considerable 
controversy about whether seat belts for transit bus passengers 
are effective or even desirable. Many questions have arisen 
concerning possible epidemiological complications, accident 
analysis, the expected voluntary seat belt compliance, and the 
seating system as an integrated whole. 

Epidemiological Aspects 

The possible epidemiological implications are the major source 
of controversy over seat belt use on buses. Some researchers 
believe that a seat belt could do more harm than good in three 
possible types of accidents: front-end, side, and rear-end. 

A passenger not wearing a belt in a frontal impact tends to 
slide forward on the seat and strike the back of the next seat 
with the knees. Then the upper torso moves forward and 
strikes the back of the seat. "This results in the forces being 
spread more evenly over the upper torso" (7). On the other 
hand, a passenger restrained by a lap belt would bend forward 
and s.trike the top of the next seat with the head and chest. 
Thus the lap belt tends to decrease the forces on the lower 
torso but increase them for the upper body. Transport Canada 
concludes the following from its 1984 crash test: 

In general the results indicated that the belted dummies ex­
perienced higher head and lower chest accelerations than did 
the unbelted ones. Furthermore, Crom the film data [of the 
crash tests] the belted dummies experienced more severe neck 
extensions due to the angle at which they struck the seat ahead 
of them than did the unbelted ones. The neck extensions of 
several restrained dummies was judged to be life threatening. 
(7) . 

Weber and Melvin, however, question Transport Canada's con­
clusions about the neck extensions (21). Their major criti­
cism concerns the lack of discussion or reference to the bio­
mechanical justification for its judgment. Weber and Melvin 
state that "we do not believe that the Canadian School Bus 
Safety Study can be used to draw the conclusion that the use 
of belts on recent-model large school buses poses a potential 
danger to the occupants ." 

Opinions vary concerning the usefulness of a seat belt in a 
side-impact collision. After its crash tests , Thomas Built Buses 
concluded that "in the side-impact tests , compartmentaliza­
tion appears to work just fine, and seat belts would not make 
any significant difference one way or another, as far as head 
or chest injuries" (10). In the absence of any other lateral 
support, a passenger with a lap belt could be bent over side­
ways and possibly suffer abdominal injuries. Ursell notes that 
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"the human body was not made to flex to a significant degree 
in the lateral direction and therefore considerable injury usu­
ally results from any severe deflections of the upper torso in 
the lateral directions" (4). On the other hand, Transport Can­
ada notes that "in these types of accidents, a seat belt would 
aid in preventing possible ejection and being thrown around 
the interior of the vehicle" (11). 

Few data are available on the implications of a lap belt in 
a rear-end collision. Severy et al. note that "lap belts should 
not be used for low seatback units because their use substan­
tially increases the highly adverse forces to the spinal column 
resulting from whiplash" (2). However, they made their com­
ments in 1967 before FMVSS 222 was enacted. There have 
been no known full-scale rear-end crash tests since 1966, and 
it is not clear how bus seats conforming to the current stan­
dards would perform. 

An argument that has frequently been used against the 
installation of seat belts on both automobiles and buses is that 
the belt may trap the passenger in the event of an accident 
that leads to a fire or rollover. Transport Canada claims that 
"in such an emergency, which is a very rare occurrence, the 
belted occupant has a much greater chance of remaining con­
scious and alert" (7). 

Despite the testing that has been done, opinions on whether 
seat belts should be used are still divided. Severy et al. state 
that "lap-type safety belts would provide substantial protec­
tion to the school bus passengers, seated in high back seats 
that have efficient padding on the rear panels of the backrests" 
(2). Wojcik and Sandes state that "for buses provided with 
safety seats having a performance profile comparable to the 
UCLA design, seat belts will contribute a significant measure 
of safety" (3). Ursell recommends "that seat belts not be 
installed in school buses, transit buses or farm labor buses" 
( 4). Bayer concludes that "lap belts do not appear to have a 
significant effect on the response characteristics of a 50th 
percentile adult male dummy, for the test conditions" (6). 
Transport Canada refrains from making any final recommen­
dation on seat belt installation. NTSB states in a recent report: 

(NTSB] does not recommend that Federal school bus safety 
standards be amended to require that all new large school 
buses be equipped with lap belts for passengers. The safety 
benefits of such actions, both in terms of reduced injuries for 
school bus passengers and in seat belt use habit formation, 
have not been proven. (12) 

Finally, TRB writes in a recent report : 

The committee concludes that seat belts, when properly in­
stalled on large, post-1977 buses, are not inherently harmful 
and that they may reduce the likelihood of death or injury to 
passengers involved in school bus crashes by up to 20 percent. 
The committee further concludes that the overall potential 
benefits of requiring seat belts on large school buses are in­
sufficient to justify a federal requirement for mandatory in­
stallation. (14) 

In all of the crash tests performed, it was assumed that the 
seat belts were properly installed and adjusted. Transport 
Canada points out that "the effectiveness of a seat belt in 
reducing injury and death is, of course, dependent upon its 
proper use" (7). 
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Accident Analysis 

Little information is available on the performance of seat belts 
in actual accidents. Buses tend to be involved in few accidents 
compared with automobiles, few of these accidents result in 
serious injury, and virtually none involve buses equipped with 
seat belts. TRB reports that "to date there have been no 
statistical or epidemiological studies of the effectiveness of 
lap belts on Type I school buses because of the relatively 
small number of belt-equipped buses involved in accidents" 
(14). 

Most attempts at accident analysis involved determination, 
for bus accidents in which seat belts were not used, of the 
probable results had the passengers been wearing lap belts. 
This is the approach taken by NTSB (12), Stanisfer and Rom­
berg (22), and Hatfield and Womack (23). The data for these 
studies involve comparisons with automobile accidents, bus 
crash tests, and sled tests rather than with other bus accidents. 
NTSB states that "arguments for and against lap belts on 
school buses cannot rely on passenger car data for an answer" 
(12). In addition, there is a lack of uniformity in the reporting 
of bus accidents. Therefore, there is a large measure of un­
certainty in the results of these types of studies. 

Estimated Seat Belt Compliance 

Some researchers believe that the average voluntary seat belt 
compliance among bus passengers would be extremely low. 
Stanisfer and Romberg reported an average expected com­
pliance rate of 10.9 percent and a maximum compliance rate 
of 17 .6 percent (22). They based these values on surveys 
conducted by the National Association of Motor Bus Owners 
in 1965 and 1973. Because these studies were based more on 
opinion than experience and automobile seat belt laws have 
probably increased public acceptance of seat belts, the reli­
ability of these predictions is in doubt. Both Transport Canada 
and TRB have examined school bus seat belt use in school 
districts that use them (7,14). The reported compliance varied 
from 20 percent in a district where usage is optional to as high 
as 95 percent in districts where usage is mandatory. However, 
seat belt usage tends to decrease as the child's age increases. 
Of course, experiences with children who are required to wear 
belts probably have little relation to the reactions of adult 
passengers on transit buses who were never required to wear 
belts on buses before. 

In addition to mere resistance to the notion of wearing seat 
belts, transit bus passengers may find the seat belt installations 
to be inconvenient. Passengers making short trips may not 
take the time to buckle up, especially if they are carrying 
packages. A passenger sitting in the aisle seat would find it 
inconvenient to unbuckle to allow a passenger in and out of 
the window seat. The seat belt anchorages may protrude and 
be uncomfortable. The belts themselves, if they are of a non­
retractable type, may hang on the floor and accumulate dirt, 
thereby discouraging their use. The belts and their latching 
mechanisms are easy targets of vandalism, which would ren­
der them inoperative. No matter how effective a seat belt 
might be, it is of little value if the passenger does not use it. 
For this reason, some researchers have recommended against 
the installation of seat belts ( 4,20,22). 
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Passenger Restraint System 

Much of the literature points out that it is not enough to simply 
install seat belts on a bus. Ursell, in particular, points out that 
the passenger restraint system is an integrated whole, which 
includes such items as seat strength, seat height, padding, seat 
spacing, seat anchorages, seat belts, and bus body-to-chassis 
connections. He recommends against the installation of seat 
belts in buses until more thorough and comprehensive re­
search has been done ( 4). Transport Canada reported: 

As a result of the crash tests (in 1985), the need to investigate 
the entire seating system became apparent. It was not just a 
simple matter of adding a lap belt to a seat. (11) 

In summarizing Bayer's test results (6), TRB notes: 

This finding emphasizes that any attempt to characterize the 
safety of school bus seats by a single factor (e.g., seat back 
height or seat spacing) is overly simplistic . The relative safety 
of a school bus seat is a function of several variables acting in 
concert . Among the variables of consequence are seat back 
height, spacing, padding, deformation characteristics, and the 
use or nonuse of a lap belt. (14) 

Related Aspects 

The installation of seat belts, as previously noted, involves 
the entire bus as an integrated passenger restraint system. 
The type of seat belt to be installed, the design of the seat 
itself, other seating options, and the magnitude of the load 
with which the seat is designed must be considered. The man­
ner in which the seats are anchored, the bus floor structure, 
and the manner in which the bus body is connected to the 
chassis are also important. 

Seat Belt Design Options 

The type of seat belt to be used should be considered seri­
ously. Most studies have concentrated on the lap belt only, 
perhaps because it is the simplest to install. Severy et al., 
however, state that "the cross-chest lap-belt combination when 
properly fitted provides significantly more passenger protec­
tion than does the use of only a lap belt" (2). The Thomas 
Built Bus crash tests of 1986 appear to verify this conclusion 
(9). However, Severy et al. go on to recommend against the 
use of such belts in school buses. A shoulder belt, to be of 
maximum value, must lie across the chest. If a belt designed 
for an adult were used by a child, it would lie across the neck 
and could cause more injury than it would prevent. Shoulder 
belts can also cause "submarining," in which the passenger 
slides out from underneath the belts. However, submarining 
would be less of a problem on bus seats than on the relatively 
softer automobile seats. Adequate anchoring of a shoulder 
belt is an even more serious problem. The upper part of the 
belt would have to be attached to the seat back, at least for 
the aisle seat . Because FMVSS 222 not only allows but also 
requires a certain amount of seat back deformation under a 
given load, the shoulder belt would not be capable of serving 
its function on current seats unless the seat back were con­
siderably strengthened. Transport Canada observed: 

It must be emphasized that if seats with lap and shoulder belts 
are installed in buses, it is imperative that the belts be worn 
at all times. Otherwise, any injuries due to unrestrained oc­
cupants striking the seat back would be more severe than with 
an existing seat due to the increased seat rigidity. (11) 
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The type of adjustment and locking mechanisms should also 
be considered. Severy et al. recommend a "retractable, 
inertial-lock mechanism" (2). Ursell also specifically states 
that "only retractor type belts should be used on buses" ( 4). 
Most recently, Transport Canada states that "all belts should 
be adjustable by means of an emergency locking retractor" 
(24) . Transport Canada also concludes that "it is felt that 
manual belts are too prone to being improperly adjusted to 
be considered for use" (11). However, it warns that "the 
retractors should be protected to prevent destruction under 
impact conditions" (11). FMVSS 208 requires that bus drivers 
have a belt with either an emergency locking retractor or an 
automatic locking retractor for vehicles manufactured on or 
after September 1, 1990 (16). 

Seat Design 

Seat design is a concern whether seat belts are installed or 
not. Criteria that must be considered include seat dimensions, 
seat spacing, padding, armrests, and even the direction the 
seats face. 

As previously noted, FMVSS 222 sets seat back height on 
school buses at 20 in. above the SRP. Severy et al. repeatedly 
recommend that the seat back height be a minimum of 28 in. 
to prevent whiplash (2). They go on to recommend against 
the installation of seat belts on any seat that is less than the 
specified 28 in. (2). However, TRB points out that the UCLA 
researchers measured their seat backs from the top to the 
base rather than to the SRP. If measured from the SRP, their 
seat back would be between 24 and 25 in. high (14). TRB 
currently advocates raising the height of seat backs in school 
buses to 24 in. and in a recent report states: 

The committee believes that the operational objections to higher 
seat backs have not been supported by field experience and 
that they can be installed in a manner consistent with NHTSA 
standards. (14) 

Seat spacing can also influence seat belt effectiveness. Bayer 
studied the results of sled tests done with seat spacings of 20, 
22, and 24 in. He concluded that "seat spacing appears to 
have only a minor effect on the response characteristics of 
the adult dummy and only a slightly higher effect on the child 
dummy" (6). 

Seat padding is an extremely important design factor, be­
cause it can help absorb the force of a passenger's impact 
with the back of the next seat. The padding becomes even 
more critical if seat belts are installed because, in such a case, 
a passenger could experience greater forces in the area of the 
head and upper torso. Several of the papers examined men­
tion the necessity of proper padding to dissipate these forces, 
but none went into detail on the design criteria that should 
be considered. 

Severy et al. emphasize the benefit of having armrests for 
lateral support, even if they make entering the seats incon­
venient. They recommend that "as a minimum requirement, 
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each school bus seat should have an armrest on the aisle side" 
(2). UCLA's follow-up crash tests in 1972 included a seat of 
its own design following the principles Severy et al. advocated 
after the crash tests of 1966. The seat consisted of a 28-in.­
high seat back (by the UCLA method of measurement), an 
aisle side armrest, and a 3-in.-thick styrofoam head restraint 
pad. Wojcik and Sandes concluded that "for the side impact 
exposure, the UCLA armrest side restraint appeared to pro­
vide passenger protection as effectively as full use of lap belt 
restraints" (3). Other than these two reports, no mention of 
armrests has been found. 

Some testing has also been done on rearward-facing seats 
as an alternative to conventional designs. UCLA performed 
crash tests on a full-size school bus with two rearward-facing 
seats in 1972. Wojcik and Sandes concluded that this type of 
seat "appears to offer no apparent safety advantage for either 
the head-on or the side-impact exposure" (3). Transport Can­
ada performed sled tests on various seat designs, including 
rearward-facing seats with high seat backs and seat belts in 
1987. It concluded, in contrast, that "this seat yielded the best 
results of all configurations" (11). Transport Canada subse­
quently fitted three school buses with high-backed, rearward­
facing seats with lap belts and lent them to various school 
districts for evaluation (24,25). Overall, they experienced few 
real problems with this design except for some cases of nausea 
and driver complaints about the lack of rearward vision. 

Other Current Seating Options 

On current transit buses, besides using forward-facing seats, 
passengers are allowed to use side-facing seats or to stand. 
There is considerable controversy on how or if such passengers 
could be restrained. Although these topics are generally out­
side the scope of this paper, they are briefly examined in 
relation to a seat belt-equipped bus. 

Several researchers have questioned the practice of using 
side-facing seats. Wojcik and Sandes state that side-facing 
seats "tend to compromise the safety of the passengers unless 
strong, well padded armrests are provided to protect passen­
gers from head-on and rear-end collision forces and a high­
back seat is provided to support the passengers' heads against 
the forces of side-impact" (3). Ursell states: 

Passengers in a side-facing position are subject to more damage 
or injury during an impact than those that are facing forward 
or facing aft. Seat belts on side-facing seats could withstand 
greater loads than those on the forward-facing seats because 
the side-facing seat belts could be attached directly to the side 
wall structural seat rail and easily withstand the seat belt loads. 
However, the side-facing passengers would be bent over side­
ways, either in a forward or aft direction and probably receive 
severe injuries if they were belted in place. (4) 

Neither Wojcik and Sandes nor Ursell, however, specifically 
recommended against the use of side-facing seats. In any case, 
the necessity of providing room for wheelchair restraints in 
handicapped-accessible buses virtually demands the use of 
side-facing seats that fold out of the way. 

The practice of allowing passengers to stand is also ques­
tioned by researchers. Severy et al. state that "the practice 
of transporting passengers in the aisle is dangerous and should 
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not be permitted, especially for school bus passengers" (2) . 
TRB claims: 

Passengers who are out of position during a school bus crash 
may sustain unnecessary injuries while endangering others as 
they are thrown about inside the passenger compartment. Sev­
eral states have enacted laws that prohibit school bus operators 
from allowing passengers to stand in the aisle. In other states, 
standees are permitted when school bus seating capacity is 
exceeded. The committee recommends that all states prohibit 
standees on school buses operated by or for public or private 
schools. (14) 

Transit buses, of course, frequently have standing passengers 
because of the short distance the passenger may be traveling 
and the large number of passengers such buses often carry. 
Ursell points out: 

When seat belts are installed this would be an automatic re­
quirement for elimination of standees and therefore would 
increase the required number of operating buses and drivers 
as well as maintenance. ( 4) 

One can argue that intercity transit buses travel at slow enough 
speeds that, given sufficient hand-held support, standing pas­
sengers should be able to support themselves adequately. Of 
course, such an argument would also negate the necessity of 
having seat belts in the first place. Also, transit buses do 
occasionally travel at highway speeds. In such a case, there 
could be legal ramifications should a standing passenger be 
injured while a seated passenger had the protection of a seat 
belt. 

Interior projections, such as handrails, could be dangerous 
if a passenger is thrown against them. Severy ct al. recom­
mend that "tubular struts, protruding hand grips and similar 
protruding rigid structures should be eliminated" (2). How­
ever, because current practice generally allows standing pas­
sengers on transit buses, some sort of handrails are necessary. 
Therefore, Booz-Allen (26) conducted a study on the safety 
of transit bus interior design and reached the following 
conclusions: 

1. On-board observations indicate that these rails (seat back 
handrails) are generally too low and poorly configured for 
effective use by standing passengers. Thus, current transit bus 
seat back grabrails are substantially inferior for passenger 
support compared with vertical stanchions. 

2. All seats should be equipped with passenger assists at 
the aisle side, which provide the walking passenger with a 
nearly vertical bar to grab. The bar should be above the 
shoulder of a typical seated passenger, so that it is always 
available even in a crowded bus. 

Seat Design Loads 

The design load applied to a bus seat must be considered in 
both the design and testing phases. FMVSS 222 is specific 
about both the loads a school bus seat must withstand and 
the means of testing (5). Researchers, on the other hand, do 
not appear to agree on what the standards should be. LaBelle 
recommended that an acceleration of 10 g be used (1). Rompe 
and Kruger of Germany made no recommendations but used 
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accelerations of both 5 and 10 gin their studies (20). Severy 
et al., in contrast, recommended that the FMVSS require a 
design load of 30 g (2). This recommendation, however, does 
not appear to have any analytical basis and has never been 
implemented . Despite the conclusion of Severy et al., the 
UCLA researchers developed a seat using a 20-g design load 
for their 1972 crash tests (3). 

Seat Anchorages 

Crash tests by UCLA and GM, as well as studies of accident 
data, have indicated that some of the most serious injuries 
result from seats becoming detached from the floor. A seat 
is subject to forces whether from a belted passenger or a 
passenger striking the seat from behind. Therefore, a seat's 
anchorages must be able to withstand the force of impact 
whether seat belts are installed or not. Ursell notes: 

Pull tests of this type seat [wall mounted] indicate that it is 
much superior to the other types with all legs attached to the 
floor with respect to the forward direction. On the other hand, 
all types of structures have their shortcomings and in the event 
of a side impact on the bus wall, this wall mounted seat would 
receive a much higher acceleration. ( 4) 

The wall-mounted seat supports experience smaller moments 
than the floor-mounted supports because of the shorter lever 
arm. No further studies have been found on seat pull-testing. 
Transport Canada notes that "the use of lag screws to attach 
seats and barriers to the bus floor appears to be inadequate 
for some vehicle designs" (7) . 

Bus Floor Structure 

Although a large amount of research has been compiled on 
the testing of bus seats, little information is available on the 
performance of the floor itself. Contacts with a number of 
bus manufacturers and transit agencies indicate the domi­
nance of two types of materials for bus floors: sheet metal 
and plywood. Plywood is by far the more common. Most of 
the crash and pull tests appear to have been done on buses 
with sheet metal floors, although few of the researchers spe­
cifically make mention of it. The UCLA and the GM reports 
both point out that the floors buckled in a front-end collision, 
thereby implying that the floors were made of metal (1,2). 
Plywood, in contrast, would splinter rather than buckle. Ur­
sell, however, points out: 

The sheet metal floor pan is superior to the floor that uses 
only plywood. The plywood is subject to deterioration much 
more rapidly than the steel and as a bolt crushes into plywood, 
even with a large area washer , the bolt can eventually loosen 
up. (4) 

He does not elaborate on the subject any further. Plywood 
does have the advantage of acting as insulation, thus making 
the interior of the bus quieter. 

Bus-to-Chassis Connections 

As a consequence of having all of the bus passengers belted 
in, the bus frame may be subjected to increased forces. One 
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of the buses used in the UCLA crash tests displaced forward 
by 17 in. (2). Transport Canada reported displacements of up 
to 2 ft in its tests (7). Such a displacement would probably 
have resulted in the death of the bus driver. Severy et al. 
state that the "collapsing of the passenger compartment ap­
plies violent collision forces directly to the driver and pas­
sengers, even when they are adequately restrained" (2) . 
Therefore, they recommended that "bus design should insure 
that the passenger compartment is securely attached to the 
frame of the bus by appropriately sized shear bolts at frequent 
intervals from front to rear along both frame members" (2). 
On the other hand, Thomas Built Buses crash-tested a bus in 
1986 that was specially built with unitized construction, which 
in crash tests successfully reduced body displacement to % in. 
(8-10). However, it is not clear whether any of these design 
changes has ever been successfully incorporated into produc­
tion models or if such changes would adversely affect the 
safety of the bus passengers because of the increased stiffness 
of the bus structure. 

CONCLUSIONS 

This literature search was conducted to determine the current 
level of information available on seat belt installation on tran­
sit buses. Three areas were examined: legislation, effective­
ness of seat belts, and additional aspects. In addition, a mail­
back survey of a representative group of North American 
transit agencies was conducted to compile up-to-date infor­
mation on seat belt installation. 

Neither the U .S. government nor any individual state re­
quires the installation and use of seat belts on transit buses 
except for the driver. In addition, no such legislation is known 
to be pending. No transit agency responding to the mail-back 
survey requires seat belt installation in its buses. Only two 
states, New York and Massachusetts, require seat belt usage 
in all school buses by law for all of the passengers as well as 
the driver. The only federal regulations for the testing of bus 
seats apply to school buses only and not to transit buses. 

The findings concerning the effectiveness of seat belts on 
buses are inconclusive. Some research involving crash testing 
implies that a bus passenger who is restrained by a lap belt 
could experience dangerously high acceleration of the head 
and upper torso in the event of a sudden deceleration of the 
bus. However, a properly installed shoulder belt may reduce 
the severity of head injury in such cases. Some researchers 
believe that seat belt usage would benefit passengers by pre­
venting them from being thrown around the interior of the 
bus and possibly ejected entirely. Accident analysis has been 
of little value in resolving the issue because of the relatively 
small number of serious accidents involving buses and the 
lack of correlation between automobile and bus accidents. 
Several early studies conclude that, even if seat belts are 
installed, voluntary usage would be small. Most researchers 
agree, however, that the installation of seat belts on buses 
requires a careful examination of the entire seating system. 

The seating system includes, among other factors, the type 
of belt that is used, the design of the seat itself, the spacing 
between seats, the method of anchoring the seat, the design 
of the bus floor , and the method of attaching the bus body 
to the chassis. The lap-shoulder belt combination is generally 
accepted as superior to the lap belt only. However, the lap-
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shoulder belt is unsuitable for installation on current buses 
due to the difficulty of adequately anchoring the shoulder 
belt. For any type of belt, an emergency locking retractor is 
generally considered to be desirable. Several researchers have 
advocated the use of seats with a 24-in.-high seat back (as 
measured from the SRP). One paper contends that a seat 
anchored to the wall of a bus is generally superior to one 
anchored to the floor. The same paper states that steel plate 
is superior to plywood as a flooring material. However, ply­
wood is used more commonly because of its ease of worka­
bility and its sound-deadening qualities. Finally, several crash 
tests have demonstrated the potential problem of the bus body 
sliding along the chassis during a front-end accident and in­
truding on the driver's compartment. 

Further studies encompassing the preceding factors are rec­
ommended to assess the entire seating system. Such an as­
sessment will require comprehensive experimental studies in­
volving crash tests and analytical modeling so that the effects 
of all the factors and their interactions can be determined. 
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Analysis of Bus Transit Accidents: 
Empirical, Methodological, and 
Policy Issues 

PAUL P. JovANrs, JosEPH L. ScHOFER, PANOS PREVEDOuRos, AND 

KOJI TSUNOKA WA 

Reports of approximately 1,800 accidents between 1982 and 1984 
were analyzed to identify factors contributing to accidents in­
volving mass transit buses. Data were provided by Pace, the sub­
urban bus agency in the Chicago metropolitan area. Tactics that 
would enable Pace and similar agencies across the United States 
to do an even more effective job of safety management are iden­
tified. For the entire data set, 89 percent of the accidents involved 
collision with another object or person, and the remaining 11 
percent involved passenger injuries while boarding, alighting, or 
moving about the bus. Severity levels were generally low; most 
accidents involved property damage only. Drivers of the other 
vehicle involved in the accident were much more likely to be 
injured than the bus driver: 10 percent of collision accidents in­
volved automobile driver injuries, whereas bus drivers were in­
jured in only 2 percent of the collisions. Despite the relative 
rareness of occurrence, clear patterns of injury have been iden­
tified. When the bus is in motion, 40 percent of automobile and 
bus driver injuries occur because of rear-end collisions. When 
the bus is stationary, 80 percent of the automobile occupant in­
juries occurred when the automobile rear-ended the bus. The 
analysis of bus drivers' attributes indicated that gender does not 
contribute to accident occurrence. Age appears to have a negative 
impact on accident involvement when experience is accounted 
for. Experience with the transit agency was strongly associated 
with accident occurrence (i.e., drivers with 3 to 6 years of ex­
perience at Pace were significantly overrepresented in accidents). 

Vehicular safety is an important attribute of public transpor­
tation from the perspectives of both the operator and the 
passenger. To the operator, excessive vehicle accidents inflate 
costs in an industry already squeezed between limited reve­
nues and high costs. The costs of accidents are multidimen­
sional and may not always be apparent in a carrier's budget. 
Data from a 1973 study (J) suggest that safety costs are ap­
proximately 5 percent of agency operating costs. Components 
of those costs are not clearly described, however. Obvious 
costs are reflected in insurance premium rates and claims set­
asides for partially self-insured carriers. Other costs, such as 
repair of vehicles damaged in accidents, excessive vehicle 
downtime, shortened vehicle life, road calls related to acci-
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dents, employee medical cost, and absenteeism, may be bur­
ied in a carrier's operating budget. In addition, transit acci­
dents may affect ridership because of fears generated in potential 
users. This cost is measured in lost ridership and revenue. 

Accident statistics suggest that public transit, in general, is 
safe compared with other modes. Data from the National 
Safety Council (2) indicate that fatality rates for bus transit 
(per 100 million passenger miles) varied between 0.15 and 
0.17 from 1974 to 1980. During the same period, automobile 
passenger rates varied from 1.40 to 1.30 and railroad passen­
ger rates from 0.13 to 0.04. 

These statistics indicate that, on a passenger-mile basis, bus 
travel has relatively low risk. Furthermore, as many as 63 
percent of bus transit accidents involve no collision (1). These 
noncollision accidents have no parallel outcome for auto­
mobile accidents. If someone is injured while moving into or 
out of an automobile, the injury will not appear in a formal 
transportation accident report. These injuries are reported 
for transit, however, increasing apparent accident rates. 

The key to improved understanding of accident causality 
lies in the careful analysis of past accident experience, in terms 
of both detailed attributes of samples of accidents and ap­
propriate exposure measures for determining rates. A fun­
damental exploration of bus accident data is needed to under­
stand the scope of bus accident experience. This paper focuses 
on a detailed examination of accident data in an effort to 
develop a set of testable hypotheses concerning accident 
causality. 

OBJECTIVES 

The objectives of this research are to develop refined mea­
sures of transit accident rates and to define a set of hypotheses 
concerning accident causation in public transportation. Re­
finement of measures of accident rates is essential to under­
standing where the industry stands today. It is also useful to 
explore the implications of conducting the analyses at differ­
ent levels. Broad indicators of safety performance at the sys­
tem level may be useful for some analyses. For others, route­
level safety studies may be required. The search for causality 
in transit accidents, therefore, is likely to involve analyses at 
several levels. This paper reports on findings from such 
analyses. 

When accident data bases are derived from accident reports 
collected in the field, they may be prepared for reasons only 
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weakly linked to operations management and the assurance 
of a safe transit system. For example, police accident reports 
tend to focus on simple explanations of causality in an attempt 
to assign unitary fault. A pilot study of child pedestrian ac­
cidents (3) determined that causal factors extend far beyond 
the immediate actions of the children or drivers involved; for 
'example, environmental characteristics, neighborhood social 
patterns, family and life-style attributes, and physical and 
emotional states of the children appear to play major roles 
in the process. It is important to recognize the limitations of 
self-reported data when conducting any analysis. 

Each time a vehicular collision or other type of accident 
occurs that results in a personal injury, fatality, or property 
damage, the transit operator completes an accident/incident 
report. The report typically contains a description of condi­
tions at the accident scene, vehicle identification, driver at­
tributes, and details of the event, including collision type and 
bus activity at time of incident. It is useful to consider this 
information in the broader context of a conceptual structure 
for accident causation. 

To meet these objectives , we undertook a moderate-scale 
but detailed examination of the accident experience of a major 
bus transit carrier. Working closely with representatives of 
the carrier, we examined internal (and normally unpublished) 
accident records to formulate and conduct preliminary tests 
on a series of hypotheses concerning accident patterns and 
causation. We paid particular attention to the limitations im­
posed by available data and to alternative ways to collect more 
useful data. 

RESEARCH APPROACH 

The usefulness of this research was closely linked to the con­
nection we were able to make with transit operators and their 
data bases. Otherwise, we would have faced the risk of using 
only published data, which is of a summary nature, and of 
developing hypotheses that may not lead transit managers to 
practical solutions to safety problems. Therefore, we estab­
lished contact with Pace, a major public suburban bus op­
erator that operates and contracts for services in a wide variety 
of communities in the Chicago region, ranging from extremely 
low-density hinterlands to routes penetrating the Chicago cen­
tral business district (CBD). Pace managers expressed a will­
ingness to cooperate with us in this effort , permitted us to 
use their accident records, and counseled us on directions for 
our work . 

One of the most sensitive issues in bus transit safety re­
search is a strong desire of transit agencies to protect the 
confidentiality of their accident records. In the course of elic­
iting support for this research project, the question of con­
fidentiality recurred. Transit agencies appear to be concerned 
that 

1. Analysis of safety (and accidents) may affect litigation 
on existing or future claims; 

2. Analysis of safety data will be used to evaluate the agen­
cy's safety program (perhaps negatively); 

3. Acknowledgment of the existence of transit safety data 
will ultimately lead to charges (whether rational or not) that 
the agency is not doing enough to correct safety deficiencies 
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(these charges may influence litigation and public opinion); 
and 

4. The identity of individuals involved in accidents and in­
cidents be protected. 

Whether these fears are real or imagined, it is clear that 
most transit agencies experience them. Rather than ignore 
this issue we dealt with it directly. During the analyses, we 
identified where, when , and how confidentiality questions 
arise. We discu~sed these issues in our interactions with par­
ticipating transit managers and have identified how they may 
have limited our ability to analyze safety data and develop 
ameliorative policies. 

CONCEPTUAL STRUCTURE 

It is traditional to view the occurrence of a highway traffic 
accident as the result of the interaction of the driver, vehicle, 
roadway, and environment (4). This framework is useful be­
cause it provides the analyst with a structure to use in studying 
the causes of accidents. Urban bus accidents certainly fit within 
this framework with the additional complication that the risk 
of an accident is affected by characteristics of the transit ser­
vice and agency policies (e.g., route design, driver safety in­
centives, etc.). Furthermore, bus operators are concerned 
with a significant number of noncollision passenger injury 
accidents (frequently called incidents). The outcomes of non­
collision events have no parallel structure in the traditional 
highway safety field. 

Potential interactions between some possible causative fac­
tors, accident risk, and accident outcomes are shown in Figure 
1. The four traditional factors as well as transit service char­
acteristics and agency policies interact to define a particular 
level of accident risk . This level results in a certain probability 
of having an accident; when combined with exposure to risk, 
this yields a certain number of accidents. If an accident occurs, 
it will either be a noncollision passenger accident or a collision 
accident of a particular type resulting in property damage, 
personal injury, fatality , or some combination of the three. 

Certain boundaries were set for our safety investigations. 
Specifically, property damage or injuries resulting from crimes 
and acts of vandalism were excluded. These are deliberate 
acts of destruction and do not have the same etiology as 
"accidents" in a traditional sense. Unsubstantiated claims of 
injury or property damage were also excluded. Whereas a 
substantial number of these claims are processed by transit 
operators (5), there is considerable doubt concerning the oc­
currence of these events. To avoid this uncertainty, we de­
cided to focus our attention only on accidents reported by 
transit agency personnel. 

It is best to consider the conceptual framework in the light 
of what is already known about highway and transit safety. 
Driver characteristics and their contribution to accident oc­
currence have been broadly studied in the highway safety field 
(4), but findings that apply directly to the transit industry are 
limited. Reports from other metropolitan areas (6) identify 
the age and experience of accident-involved drivers but do 
not compare them with distributions of characteristics for the 
entire transit driver population. Studies of age and experience 
of drivers involved in accidents are of limited utility if such a 
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FIGURE 1 Conceptual structure of bus transit safety research. 

comparison is not made. For example, a study of truck ac­
cidents for several national carriers (7) indicated that drivers 
with less than 1 year of experience are involved in six times 
the number of accidents that one would expect on the basis 
of their proportion in the population. 

Conversations revealed a belief among transit industry of­
ficials that accident rates are highest for first-year drivers, 
drop for second- through fifth-year drivers, and then rise again. 
We tested the validity of this belief by comparing the expe­
rience of accident-involved drivers with the population of transit 
drivers. Age can act as a surrogate for physical ability, so we 
included comparisons of the age of the driving population 
with the ages of drivers involved in accidents. 

Personality, psychological condition, and physical condition 
at the time of the accident (e.g., drug or alcohol impairment) 
are difficult to assess without special studies. These factors 
are discussed in the broad highway safety literature (8), al­
though there are no findings that relate them directly to the 
transit industry. We recognize that these factors are important 
in accident occurrence, but they are beyond the scope and 
resources of this study. 

Vehicle attributes affect accident occurrence in two ways. 
First, the handling attributes of the bus affect the driver's 
ability to take corrective or evasive action when presented 
with a threatening situation. Vehicle age may affect handling 
characteristics, and they may vary for different types of buses 
(e.g., articulated and standard coach) . Vehicle-handling char­
acteristics may be particularly important in restricted geo­
metries, heavy traffic, inclement weather, or combinations of 
these conditions. Second, vehicle attributes affect other driv­
ers, passengers, and pedestrians. Vehicle conspicuity to driv­
ers and pedestrians may affect accident occurrence, particu­
larly at night. Bus interior design may affect the probability 
(and severity) of noncollision passenger accidents. 

Roadway characteristics affect the occurrence of potential 
accident situations as well as the ability of the driver to ma­
neuver to avoid the collision. Roadway and lane width, geo­
metric design , traffic volume, and parking represent factors 
that can increase the risk of an accident by increasing op­
portunities for collisions and reducing opportunities for avoid­
ance. The character and activity level of adjacent land uses 
determine the amount of pedestrian traffic, which could con-
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flict with bus operations. Driveways and cross streets inter­
secting the bus route also represent opportunities for colli­
sions. Street lighting levels could affect accident risk. The 
speed limit may affect accident risk by reducing the reaction 
time available to the driver. 

Environmental conditions, including weather (9), road sur­
face (9), and lighting conditions (10) are significant factors in 
accident causation. Weather conditions may have a smaller 
effect on bus accidents than automobile accidents because the 
bus driver is a professional who should be better able to cope 
with adverse driving conditions. Studies of truck accidents 
(11) tend to support this contention. 

In the identification of accident causes (and, eventually, 
countermeasures), it is useful to separate the four traditional 
factors mentioned previously from those largely controlled by 
the transit agency. The existence of a variety of incentives 
may influence driver behavior and thus accident risk: bonuses, 
salary increases, and even promotions tied to a good safety 
record may act as positive reinforcement for safe driving. 
Driver scheduling may interact strongly with experience, be­
cause the most experienced drivers have priority in their choice 
of runs; they may choose runs that are shorter or less prone 
to risk. Equipment failure is one cause of vehicular accidents 
that is directly influenced by an agency's maintenance policies. 
There may be an indirect effect on driver attitudes if buses 
are not clean and well maintained. Route design and layout 
may influence accident risk. 

In exploring the factors that may cause bus accidents, it is 
useful to keep in mind the opportunities for intervention in 
the accident causation process. These opportunities should 
be the focus of the inquiry, because several safety studies 
make it clear that some factors will be outside the control of 
policy makers, managers, and operators. 

DATA COLLECTION AND CODING 

Pace is a public agency that both operates direct bus services 
and contracts for services with carriers and municipalities. 
Services are provided by Pace for the Chicago metropolitan 
area, excluding the city of Chicago. Services include collector­
distributor hauls to fixed rapid transit and commuter rail sta­
tions, local community and intercommunity services, and some 
express runs from the suburbs to Chicago's business district. 
Until 1983 Pace was a suburban bus division of the Regional 
Transportation Authority (RTA). Since that time Pace has 
become a separate entity subsidized by RTA. 

We used data from four contractors of Pace: (a) Nortran, 
which serves the northwest suburbs, (b) West Towns, which 
serves the near-west suburbs, (c) Oak Lawn, which serves the 
near-southwest suburbs, and (d) Harvey, which serves the 
south and far-south suburbs. 

Our data from Pace come from two sources: accident/in­
cident reports and descriptions of individual bus routes. From 
the first source we collected all the information pertaining to 
an accident or incident occurrence. To shield the identity of 
individuals from our research team, RTA required that per­
sonal information, such as names, addresses, and telephone 
numbers, be concealed during photocopying of accident re­
ports. Because this information is not essential to the analysis 
of broad accident trends, it did not hinder our subsequent 
activities. 
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The second source provides information about route service 
that is important in identifying the contribution of route char­
acteristics to accident occurrence. From Pace's Bus Route 
Descriptions (12), we were able to get useful operational pro­
files for each route. Information included route length, du­
ration of trip, revenue miles, bus requirements (peak and off­
peak), number of trips, and average headways. Some of these 
pieces of information were useful in creating exposure measures. 

For the collection of data concerning the road and roadside 
characteristics, we used a computer printout detailing the name 
of the street each bus route follows as well as the streets 
intersecting the route. We drove each route and collected 
information block by block for each of 10 routes served by 
Nortran. Further details of this data collection and coding are 
contained in the project final report (13). Data from a variety 
of sources were required to conduct this research study. Whereas 
some were provided by Pace, important engineering data con­
cerning the routes were almost completely lacking. Data from 
the service provider must be integrated with roadway and 
environmental data from other public agencies for a compre­
hensive analysis of bus accident causality. 

DATA ANALYSIS 

Overview 

The approach we adopted for conducting our empirical anal­
ysis was to explore available data from several perspectives, 
using qualitative (graphical) analysis, correlation, regression, 
and, where appropriate, more sophisticated modeling. 

At the system level we used all the accident/incident report 
data collected from Pace and conducted an in-depth analysis 
aimed at the identification of the distribution and effects of 
various factors. The distribution of accidents with respect to 
time, the distribution of the types of accidents (alone or con­
ditional), the driver's characteristics, and the effect of envi­
ronmental factors such as weather, type of traffic control, and 
so forth were identified. 

At the route level, we tried to identify the effect of route­
specific operational characteristics, such as ridership, type of 
area (i.e., CBD or suburban) the route crosses, headway, trip 
frequency, annual revenue miles, and so forth. Finally, we 
analyzed the accident propensity of bus drivers. This was 
based on the hypothesis that the ability of a driver to avoid 
accidents follows a learning curve. 

System-Level Analyses 

This section presents the results of the analysis of the accident 
data at the system level. The data base contains information 
on the accidents that occurred during the 3-year study period 
(1982-1984) among the four Pace subsidiary companies 
(Harvey, Nortran, Oak Lawn, and West Towns). After 
screening out unreliable or questionable accident reports and 
verifying the completeness of data contained in the reports, 
we developed a data base of approximately 1,800 accidents. 
Of these accidents, 1,600 (89 percent) were collision acci­
dents, and the rest (11 percent) were noncollision passenger 
accidents. The percentages are approximately the same as 
those reported in a British study (14). 
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Overview of Accident Characteristics 

Figure 2 shows the yearly occurrence of collision accidents 
for the 3 years. It does not show any distinct trend of accident 
frequency during the period, but it shows a dramatic decrease 
in noncollision passenger accidents in 1984. However, this 
appears to be due to a lack of reporting of noncollision ac­
cidents for the last 2 months of 1984. We have been unable 
to obtain the additional reports, but it is unlikely that they 
would change our interpretation of the data. 

Figure 3 shows the monthly occurrence of collision acci­
dents by year. Accident frequency may be hypothesized to 
be correlated with weather conditions and thus display an 
annual cycle, but such a hypothesis is not supported by the 
data. 

Figure 4 shows the distribution of accident occurrence by 
time of day for each type of accident. Both distributions have 
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FIGURE 3 Monthly distribution of collision accidents. 

four peaks: two high peaks at morning and evening rush hours 
(6:00-8:30 a.m. and 3:30-7:00 p.m.) and two low peaks oc­
curring around 10:00 a.m. and 2:00 p.m. The peak periods 
in the morning and evening rush hours for noncollision pas­
senger accidents are narrower than those for collision acci­
dents, displaying higher concentration of the occurrences, which 
is probably connected with ridership levels. The spikes at 
11:00 a.m. and 2:00 p.m. coincide with shift change times for 
drivers. Limitations in data precluded further analysis of this 
phenomenon, but it would be of interest to see whether the 
accidents were more common for drivers who had recently 
changed shifts. 

Analysis of accident locations indicates that, not surpris­
ingly, 70 percent of the collision accidents occur at intersec­
tions, whereas 30 percent occur at some other location; the 
corresponding percentages are 80 and 20, respectively, for 
noncollision passenger accidents. The observation that a high 
concentration of noncollision passenger accidents occurs in 

FIGURE 4 Hourly distribution of accidents: top, collision; bottom, 
noncollision. 
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the vicinity of intersections is consistent with the fact that 55 
percent of passenger accidents occurred when passengers were 
either boarding or alighting buses (Figure 5). 

Figure 6 shows the proportion of collision accidents by type 
of occurrence. The two most common collision types are side­
swipe (34 percent) and rear end (25 percent). These are fol­
lowed by right angle (10.5 percent), passenger injury (9 per­
cent), and left angle (7.5 percent). 

Driver Characteristics 

Figure 7 (top) shows the age distribution for RTA drivers 
involved in each type of accident. If this age distribution is 
representative of the driver population for the 3-year study 
period, the figure indicates the following: drivers in their 20s 
are only slightly (approximately 2 percent) overrepresented 
in accidents compared with the population distribution, and 
drivers in their 50s are slightly (2 percent) underrepresented. 
Furthermore, bus drivers in their 30s are overrepresented in 
accidents with other motor vehicles; bus drivers in their 40s 
and 50s are slightly underrepresented in these collision acci­
dents. Because the distribution in Figure 7 is not adjusted by 
relevant exposure measures (e.g., route or vehicle miles), 
these findings are tentative. However, the comparison be­
tween these two distributions indicates an age-related differ­
ence between proneness to collision accidents and noncolli­
sion passenger accidents. 

Figure 7 (bottom) shows the sex distribution of RTA drivers 
who were involved in each type of accident. Both distributions 
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have 90 percent male and 10 percent female drivers, so there 
appears to be no sex-related difference in accident rate. 

Figure 8 compares the seniority distributions for drivers 
from the four RTA subsidiaries with those involved in each 
type of accident. The comparison indicates that drivers with 
3 to 6 years of service are substantially overrepresented in 
accident involvement. The opposite is true for drivers with 9 
to 11 years of service. Drivers with more than 18 years of 
experience are moderately underrepresented in the accident 
involvement population. Caution must be exercised in inter­
preting these findings, because the seniority distribution for 
all drivers is not adjusted by appropriate exposure measures. 

These findings are particularly interesting because they appear 
to substantiate the perception of Pace safety officers that the 
group of drivers with 3 to 5 years of experience is particularly 
prone to accidents. Targeted driver retraining and education 
activities may reduce this apparent overrepresentation. 

The incidence of injuries in bus crashes is very low. Only 
a small proportion of RTA drivers (less than 5 percent) are 
injured in collisions; the percentage is virtually zero while the 
bus is stationary. Automobile drivers are injured in only 10 
percent of the accidents and more often (relatively) when the 
bus is in motion. We can speculate that this is due to the large 
difference in mass between a bus and a car. 

Despite their comparative rareness, we sought to develop 
a better understanding of the etiology of injury accidents. 
Figure 9 shows that, for both RTA drivers and other drivers, 
more than 40 percent of driver injuries in collision accidents 
that involved RT A buses are caused by rear-end collisions. 
Automobile drivers are also slightly more likely to be injured 
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FIGURE 7 Top: Age distribution of RTA drivers involved in accidents. 
Bottom: Sex distribution of RTA drivers involved in each type of accident. 
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in a sideswipe accident. Figure 10 shows, however, that for 
collision accidents occurring when RTA buses were station­
ary, this figure is more than 80 percent for both RT A and 
other drivers . Thus, the severity is much higher for both bus 
and automobile occupants in rear-ending a bus compared with 
the severity of being rear-ended by a bus. 

Figure 11 shows that more than 80 percent of the accidents 
involving buses occur near intersections with either no control 
or traffic signals in the direction of the bus. It is notable that 
more noncollision passenger accidents than collision accidents 
occur at stop signs. This suggests that it may be useful for 
drivers to warn passengers before buses stop at a stop sign or 
to slow down more gradually when approaching a stop sign. 

The data also indicate that more than 75 percent of acci­
dents occur in clear weather, more than 65 percent on clear 
roads, and 80 percent during daylight. Thus weather, though 
important in some accidents, is not a contributing factor in a 
large percentage of our bus accidents. 

Route-Level Analysis 

To explore the effect of route characteristics on accident fre­
quencies, an analysis file was created that contains the data 
on accident frequency by route as well as various descriptors 
of route characteristics. Accident frequency of a route 
(ACCYR) is the average number of accidents that occurred 
on the route per year obtained by compiling the RTA acci­
dent/incident report data file. Because some bus routes have 
shorter service periods than the analysis period (January 1982 
through December 1984), appropriate adjustment was made 
when the average frequencies were computed. Bus route de­
scriptor data were compiled from Pace's Bus Route Descrip­
tions (12) for 65 separate routes. 

As a preliminary step in the analysis, pairwise correla­
tions of a large number of variables were examined using 
scatter plots. The major findings of this analysis are as 
follows: 
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stationary. 

1. Only a small number of routes exist that belong to route 
categories 0 (outlying suburban route) and F (feeder service 
to rail stations); most routes belong to the category I (inner 
suburban route). Thus, separate analyses by route category 
are not feasible. 

2. Revenue miles, revenue hours, ridership, and number 
of weekly bus trips have a strongly positive correlation with 
each other. 

3. Morning headways have a moderately negative corre­
lation with all of the preceding variables. 

4. Average base headway and speed have a slightly negative 
correlation with revenue hours, ridership, and number of trips 
and a slightly positive correlation with morning headways. 

5. On the basis of these observations, major variables ap­
pear to fall into four groups: revenue miles; revenue hours, 
riders, and number of trips; morning headways; and base 
headways and speed. 

Revenue miles, ridership, morning headway, and speed 
were chosen to represent each of these groups. Regression 
analyses were conducted to estimate models that relate ac­
cident frequencies to these variables. Estimation results for 
log-linear models are summarized in Table 1. They are esti­
mated with reasonable R2 values ranging from 0.73 to 0.75; 
all parameters in all models are estimated with signs consistent 
with the preceding discussion. The third model, which is the 
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TABLE 1 LOG-LINEAR REGRESSION MODEL OF 
ACCIDENT FREQUENCY 

ln(ACCYR) • a + b1 ' ln(RMYR) + ~ ' ln(RIDER) + "3 ' ln(HWAM) + b, ' In (SPEED) 

Model 1 2.32 0.70 0.30 -0.42 ···> R2. 0.74 
(l) (1.8) (5.0) (2.8) (2.4) 

Model2 2.96 0.82 0,28 -0.53 ···> R2 •0.73 
(l) (1.1) (4 ,3) (1 .7) (1.1) 

Model3 7.60 1.03 ·0.43 ·0.86 ···> R2. 0.74 
(t) (7.6) (11.1) (2.5) (2.5) 

Model4 4.13 0.80 0.22 ·0.40 -0.38 ···> R2 • 0.75 
(l) (1.8) (5.0) (2.8) (2.4) (0.8) 

where, 
RIDER • weekday average ridership, 
HWAM. a-erage weekday ·marnlng headway (inter-departure lime), 
RMYR • annual revenue miles, 
RHRYR· annual revenue hours, 
SPEED• RMYRIRHRYR. 

preferred one in the light of the high t-statistics of all param­
eters, implies that accident frequency is almost linearly pro­
portional to revenue miles and inversely proportional to morning 
headways and speed raised to the powers of 0.43 and 0.86, 
respectively. 

Speed has a negative relationship to the number of acci­
dents, largely because lower average speed reflects traffic­
congested routes along narrow streets, whereas higher aver­
age speed reflects routes along high design arterials with 
moderate traffic volumes. 

Although the variables appearing in the models are con­
sidered to represent various route characteristics affecting ac­
cident frequencies, the models should not be interpreted as 
directly indicating the causality of bus accidents. Thus, it is 
unrealistic to expect to reduce the number of accidents by 
increasing bus speeds while keeping other variables constant. 
Rather, the models should be interpreted as indicating that 
the number of accidents would decrease if the determinants 

of bus speed, such as traffic volume, land use, number of bus 
stops, road geometry, and so forth, were different. The models 
may be used to predict the number of accidents expected on 
new routes. They may also be useful in identifying routes of 
unusually high or low accident rates, which may provide clues 
to measures for reducing the number of accidents. 

The models presented have been derived using data from 
a specific area. Model calibration for use in other areas may 
be necessary for representative results (i.e., avoidance of 
transferability errors). 

Analysis of Accident Propensity of Bus Drivers 

The ability of a bus driver to avoid accidents is hypothesized 
as developed according to some learning curve. The level of 
this ability, denoted by m, 0 ~ m ~ 1, may be represerited 
mathematically as follows: 

m = 1 - 2/(1 + e"') (1) 

In this generic learning curve, tis the time elapsed since the 
start of learning, and a is the parameter that determines the 
curvature. 

We further hypothesize that each driver has a certain basic 
accident propensity and that a certain portion of accidents are 
unavoidable even after the driver attains the maximum level 
of learning. Thus 

P = Po(l - 13m) 

where 

P = the accident propensity of a driver, 
P0 = the basic accident propensity, 
m = the level of learning defined by Equation 1, and 

(2) 

13 = the maximum reduction in accident propensity by 
learning. 
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To estimate the parameters of the model and test the rea­
sonableness of this hypothesis, an analysis file was created 
that contained the ratios of the number of drivers who had 
accidents during the analysis period and those employed as 
of spring 1985. This file was created by compiling the Pace 
accident/incident report data file and the seniority lists pro­
vided by Pace operators. 

If accident propensities of drivers belonging to age and 
seniority groups are assumed to be these ratios, the model in 
Equations 1 and 2 can be estimated with this data file . In the 
estimation, we assumed that parameters and B were constants 
that did not depend on age and seniority. However, we as­
sumed that the basic accident propensity depended linearly 
on the age of drivers. Thus, the model to be estimated has 
the following form: 

P(y,t) = P0(l - ~m) (3) 

or 

P(y,t) = (a + by) [ 1 ~ (1 - -
2 

)] 1 +ea• (4) 

where 

P(y,t) the accident propensity of drivers in age and 
seniority group (y,t), 

y int( driver age/10), 
t = int( driver seniority/3), and 

int = the integer part of the resulting value. 

Noting the difference in the number of drivers in age and 
seniority groups in the data, we used the weighted nonlinear 
regression procedure of SAS to estimate Model 4 with the 
number of drivers employed in each age and seniority group 
as weights. The R2 value for the model was 0.82, which in­
dicates a good fit of the model with the data. This estimated 
model, in a form similar to Model 4, is 

p = (7.44 - 0.833y) [ 1 - 0.611 ( 1 - l + ~0,472 ,) J (5) 

(t-scores 

4.7 2.2 1.7 1.0) 

This result suggests that the learning curve hypothesis is 
reasonable; as indicated by the estimate of parameter ~, the 
maximum reduction in accident propensity due to learning is 
as large as 61 percent. As indicated by the negative estimate 
of parameter b, the basic accident propensity appears to de­
crease with driver age. 

Summary 

The objectives of the empirical analyses were to obtain sub­
stantive information about the safety performance of the case 
study transit system and to explore the use of a variety of 
statistical methods to analyze bus safety data. Rather than a 
single analysis technique, a broader-based approach appeared 
more appropriate to the exploratory nature of the research. 
A multilevel approach was used to guide the empirical studies. 
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First, system safety performance was assessed by analyzing 
data that reflected systemwide accident experience. The pri­
mary techniques used to conduct these studies were cross­
classification analysis and simple graphical plots . 

Additional studies were conducted at the route level to 
obtain a more detailed understanding of factors that contrib­
ute to accident occurrence. Use of the transit route as the 
analysis unit allowed the infusion of a number of useful ex­
posure variables; the principal analytic technique was nonlin­
ear regression . Finally, several studies were undertaken at the 
disaggregate or individual level. Driver age and experience 
were used to estimate a learning curve model. 

CONCLUSIONS 

Reports of approximately 1,800 accidents occurring over a 3-
year period (1982-1984) were analyzed to identify factors 
contributing to bus accident occurrence. Data were provided 
by Pace, the suburban bus agency of the Regional Transit 
Authority in the Chicago, Illinois, metropolitan area. For the 
entire data set, 89 percent of the accidents involved a collision 
with another object or person, and the remaining 11 percent 
involved passenger injuries while boarding, alighting, or mov­
ing about the bus. 

Severity levels were generally low; most accidents caused 
only property damage. Drivers of the other vehicle were much 
more likely to be injured than the bus driver: automobile 
drivers were injured in 10 percent of collision accidents, whereas 
bus drivers were injured in only 2 percent of the crashes. 
Despite their relatively rare occurrence, clear patterns of in­
jury have been identified . When the bus was in motion, 40 
percent of automobile and bus driver injuries occurred be­
cause of rear-end collisions. When the bus was stationary, 80 
percent of automobile occupant injuries occurred when the 
automobile rear-ended the bus. The findings suggest that sta­
tionary buses (for example , buses stopped for a queue of 
vehicles or to process passengers) pose the greatest risk to 
automobile occupants . Data limitations did not permit the 
determination of how many crashes occurred because buses 
were stopped to process passengers while the nearby traffic 
signal displayed a green light. The unexpected stop under this 
condition could surprise the automobile driver and lead to an 
accident. Because of the relatively high severity of rear-end 
accidents, serious consideration should be given to expanding 
the use of bus bays (adjacent to the general roadway) so that 
buses do not impede through traffic. This is particularly im­
portant along high-speed (e .g., 40-mph speed limit) roads with 
long bus headways. 

Trends in total accident occurrence or the separate occur­
rence of collision and noncollision accidents could not be 
identified from examination of monthly accident totals. Weather 
was clearly a contributing factor in some accidents but not a 
major overall factor, because 75 percent of the accidents oc­
curred during clear weather with dry pavement. These find­
ings are similar to those reported for trucks (11) . Bus accidents 
do not appear to be more frequent during darkness. Accident 
occurrence drops dramatically during night hours, reflecting 
both changes in service frequency and lowering of automobile 
traffic flows . 

The analysis of bus drivers' attributes indicated that gender 
does not appear to contribute to accident occurrence; the 
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observed accident frequencies are similar to what would be 
expected given the proportion of each sex in the bus driver 
population as a whole. Age, on the other hand, appears to 
have a negative effect on accident involvement, when expe­
rience on the job is accounted for. Experience with the transit 
agency, however, was strongly associated with accident oc­
currence. Drivers with 3 to 6 years of experience at Pace were 
significantly overrepresented in accident occurrence and are 
the only category of experience that is overrepresented. These 
findings are consistent with the qualitative expectations of 
Pace safety officials. The results are pronounced but difficult 
to explain. Some Pace officials speculate that drivers become 
overconfident and more ready to take risks after 1 to 2 years 
of relatively safe driving. The increase in risk taking, presum­
ably, results in more accidents. Though plausible, the theo­
retical foundations of this hypothesis could not be established. 
Again, recent findings in the motor carrier industry indicate 
increased risk of accidents both at the beginning and end of 
a driver's duty cycle (15) . 

Whereas plots of accident frequency by time of day gen­
erally tracked urban congestion patterns (i.e., on morning 
and evening peaks), there were also smaller peaks around 
10:00 to 11:00 a.m. and at 2:00 p.m. These correspond to 
shift change times for transit drivers . Data limitations pre­
cluded further study, but it would be of interest to identify 
whether the increases in occurrence are associated with driv­
ers just beginning or ending a shift. 

At the level of individual routes, regression analyses yielded 
results that were consistent with expectations . The expected 
number of accidents on a route was virtually linear with route 
miles operated and of strong statistical significance (t = 11). 
Mean accident frequency was also negatively associated with 
vehicle headway and with speed along a route. Whereas the 
models explained a significant amount of the variance in the 
data (R2 = 0.73 to 0.75), they did not directly relate accident 
occurrence to causal factors. For example, the negative as­
sociation with speed is interpreted to represent lower accident 
occurrence on high-speed roads, which are more likely to be 
well designed, carry smaller traffic flows, and have fewer 
stops. Good design, low volumes, and infrequent stops would 
result in lower accident risk, but it is not sensible to argue 
that transit routes should be located exclusively by these cri­
teria; routes inust serve markets (i.e., patrons) where they 
are located. If transit planners have a routing choice, these 
results imply that routes that may be characterized as yielding 
higher speeds, because of the combination of these three fac­
tors, are preferred for safety purposes. 

RECOMMENDATIONS FOR FUTURE RESEARCH 

Lack of comprehensive information about drivers involved in 
accidents (both bus and other vehicle drivers) limited the 
research team's ability to identify driver factors that may have 
contributed to accidents. It would be of interest to examine 
the driving records (citations and accidents) of bus drivers to 
determine whether their service records with the agency are 
similar to their driving records with private vehicles . Evidence 
from the trucking industry indicates that professional drivers 
with poor driving records in their private cars are more likely 
to have poor professional driving records as well. Union 
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agreements and other legal considerations may prohibit ac­
tions against currently employed drivers, but it may be pos­
sible to use an individual's driving record as a screening device 
for new hires. It would also be useful to conduct a study of 
automobile drivers involved in bus accidents, and in particular 
to compare them with the population of all drivers and the 
population of drivers involved in automobile accidents. This 
would provide additional insight into whether particular seg­
ments of society (e.g., the elderly) are overrepresented among 
victims of bus accidents. Safety programs targeted at these 
groups could then be developed. Confidentiality concerns may 
limit these studies, but they should be explored. 

There is a need for a focused study of the potential effect 
of driver shift changes on accident occurrence. The lack of 
driver shift changes dat<1 in this study me;mt thilt it remains 
unclear whether accidents are more likely at the beginning of 
a shift (e.g., a "warmup" phenomenon) or at the end of a 
shift (e.g., driver fatigue). Evidence from the trucking in­
dustry is that both occur (15). Noncollision accidents appear 
to be particularly clustered near the shift changes, indicating 
that bus drivers may be having difficulty with fine vehicle 
control. Empirical studies should include analysis of driver 
performance on actual routes. Particular caution should be 
exercised in controlling for effects of driver experience that 
may result from the minimum guarantee. 

There is a need to improve data collection tools for non­
collision accidents. Use of a data collection tool oriented to 
road accidents leads to collection of insufficient information 
to identify countermeasures. It is not possible to identify events 
antecedent to or the contribution of detailed interior design 
features to a passenger's fall in a bus. Countermeasures in­
volving changes in vehicle design will thus be based more on 
belief than on solid evidence. 

Whereas aggregate systemwide analysis of accident data is 
useful in identifying general trends in accident characteristics, 
more sophisticated techniques· are needed to obtain greater 
insight into accident causality. Two recent studies of motor 
carrier accidents (16,17) use disaggregate trips at the individ­
ual level. This structure allows a more accurate assessment 
of the driver, roadway, route, environment, and agency policy 
characteristics that contribute to accident occurrence. Acci­
dent data are generally available in this form . The utility of 
these disaggregate approaches depends on the availability of 
individual nonaccident data for comparisons . These data are 
more likely to be available and complete as information sys­
tems become more common in the industry. 
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Random Drug Testing Under 
Constraints on Subsample Sizes 

STEVEN R. LERMAN 

Recent federal regulations requiring random drug testing of all 
transit agency employees are now being tested in the courts. 
However, many managements are still planning procedures for 
testing at least a portion of their work forces for substance abuse. 
In devising appropriate sampling procedures, management must 
ensure that four distinct goals are met: fairness to all employees, 
unpredictability of who will be tested each day, maintenance of 
service, and economic efficiency. The goal of maintaining service 
may require a limitation on the number of employees sampled 
from any one location or occupational category in any one day. 
Simple random sampling, however, provides no guarantee of such 
a limit. A weighted random sampling technique is described. It 
was developed for the Massachusetts Bay Transportation Au­
thority and allows constraints on the number of employees in 
various categories sampled yet maintains fairness in the sense that 
all employees subject to random drug testing have equal prob­
ability of being sampled. Whereas the proposed procedure is 
complicated compared with simple random sampling, it can be 
implemented and run on a personal computer. Implementation 
requires that a set of weights be computed for the work force and 
that the weights be used in the daily sampling procedure. The 
use of the weights on a daily basis is straightforward and requires 
only slightly more computational effort than construction of a 
simple random sample. Determination of the weights is more 
computation intensive but would typically be required only on a 
monthly or quarterly basis. 

The federal regulation for testing of transportation employees 
involved in safety-sensitive occupational categories required 
transit agencies throughout the United States to develop sam­
pling plans for random drug testing. Though this regulation 
has been successfully challenged in the courts on the grounds 
that the enabling legislation creating UMTA did not grant it 
the authority to promulgate such regulations, it is likely that 
individual transit operating organizations will implement drug­
testing procedures. A sample method that meets the conflict­
ing needs of fairness and maintenance of service is developed. 
[A more detailed description of alternative sampling proce­
dures is given elsewhere (J)]. This approach, developed for 
the Massachusetts Bay Transportation Authority (MBTA), 
applies to situations in which it is necessary to maintain a 
sufficient number of employees on the job while conducting 
drug tests. 

In planning for random drug testing of employees in safety­
sensitive occupations, MBT A wanted to achieve four distinct 
goals: 

• Fairness: All employees in designated safety-sensitive oc­
cupations should have equal probability of being tested, re­
gardless of work site, managerial status, or other factors. 

Intelligent Engineering Systems Laboratory, Massachusetts Institute 
of Technology, Cambridge, Mass. 02139. 

•Unpredictability: It should be impossible for employees 
to predict the days they are likely to be sampled. 

•Maintenance of service: The sampling should eliminate 
lhe possibility that too many employees from a single area or 
occupation will be sampled on a given day. 

• Economic efficiency: Unless it interferes with the three 
preceding goals, the sampling should be done in a way that 
reduces its cost. 

Simple random samples, by definition, achieve the goals of 
fairness and unpredictability. However, when simple random 
sampling is used, there is a probability that the group of 
employees tested on any one day will include a significant 
number of people from one operating location, thus making 
provision of service unreliable. Ideally, transit companies should 
be able to limit the number of employees from various groups 
(defined either by their work location or their job category) 
who will be tested on any one day. 

This paper describes and analyzes a procedure in which 
constraints on the subsample size for any one group of em­
ployees can be imposed while maintaining a "fair" sample. 
As one would expect, imposition of subsample size constraints 
on a simple random sample makes it "unfair" in that some 
employees will, on the average, be tested more often than 
others. The procedure developed corrects that bias by com­
puting an appropriate sampling weight for each employee. 

In the following sections we derive the sample probabilities 
for alternative sampling strategies and a computational method 
for reweighting the sample. We also consider correction of 
weights so that sampling can be limited to weekdays rather 
than requiring testing 7 days a week. Finally, we consider how 
the elements of unpredictability can be introduced when sam­
ples are created using conventional Monte Carlo computer 
simulation. 

DEFINITIONS 

For the purpose of clarity in exposition, we assume that all 
employees are assigned to work sites (or areas) and that the 
transit operator wishes to restrict the maximum number of 
employees sampled in any one site to at most either one (for 
small areas) or two (for larger areas). Sites or areas can also 
be thought of as occupational categories. The restriction of 
maximum sample size in any area to either one or two is not 
central, but it makes the notation and analysis easier to pre­
sent. It also characterized the goals of MBTA management. 
Generalization of the results to subsample constraints greater 
than two is straightforward. 
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We define the following variables as inputs to the analysis: 
K is the number of samples taken per day, S is the number 
of areas from which samples are taken, and N; is the number 
of employees in Area i. Note that K, the total daily sample 
size, is assumed to be set by the transit management. Larger 
daily samples increase the costs of random drug testing but 
increase the probability any one employee is sampled, presum­
ably increasing the deterrent effect of the testing procedure. 

Using these definitions, we can compute N, the total num­
ber of employees, as 

s 

N= LN; 
i=l 

and p;, the probability that any one employee sampled ran­
domly from the population as a whole works in Area i, as 

P; = NJN 

Now consider a set of sampled individuals drawn on a single 
day. We define a nonnegative vector q = [q 1 , q2 , ••• , q,] 
as a set of samples, where q; is the number of employees on 
a given day that are sampled from Area i. If exactly K em­
ployees are sampled in a given day, the entries in the vector 
q must satisfy 

K 

We also assume that q;IN; is always small enough so that we 
do not have to be concerned with the effects of small popu­
lations. Alternatively, we can view the sampling as done with 
replacement, so that the same individual can be drawn more 
than once. In actual applications, the number of employees 
will generally be large compared with the sample size, and 
the differences between sampling with and without replace­
ment will be negligible. 

DERIVATION OF CHARACTERISTICS OF 
RANDOM SAMPLE 

Consider first the case in which the sample of employees is 
taken completely at random, allowing the possibility that an 
unacceptably large number of sampled employees are from 
the same work area. The probability of drawing q1 employees 
from Area 1, q, employees from Area 2, ... , q5 employees 
from Area Sis given by a multinomial distribution as follows: 

In this simplified situation, one can derive P;(k), the mar­
ginal probability that exactly k employees from Area i are 
sampled fork = 0, 1, 2, ... , K. This is binomially distributed 
as follows: 

P;(k) K! pk(l - p,.)K-k 
k!(K - k) ! ; 
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In addition, given that Area i has k people sampled from it, 
the conditional probability of any particular employee being 
in the sample is given by 

R;(k) = 1 - ( 1 - ~y 
These results can be used to derive the probability that any 
single employee working in Area i is sampled on a given day. 
This value is defined as Y;. It can be found using the total 
probability theorem as follows: 

K 

Y; = L [P;(k) R;(k)] 
k~l 

Because this simplified case represents a simple random 
sample, the value of Y; is the same for all areas. As a check, 
in a totally random sample, if K employees are sampled each 
day, the probability that any one employee is tested on that 
day is given by 

EFFECTS OF LIMITING THE NUMBER OF 
EMPLOYEES SAMPLED AT EACH AREA 

Using the preceding notation as a starting point, we now 
consider the case in which it is not feasible to sample an 
arbitrary number of employees from any one area. The need 
to maintain operating service requires that no more than one 
employee be sampled on any given day from small areas (those 
with fewer than L employees) and that no more than two 
employees be sampled from larger areas. In this situation, the 
sampling outcomes are restricted such that q; = 0 or 1 if N; 
< L, and q; = 0, 1, or 2 if N; 2: L. 

Define Q to be the set of all possible values of q that produce 
a sample of size K. Furthermore, define Q' to be the subset 
of Q that also satisfies the size restriction above. We can then 
compute c·, the probability that any random sample will yield 
a disallowed (or, as we shall refer to it, censored) sample as 
follows: 

c* = L P(q) 
qEQ-Q* 

For the censored sample the new probability of any outcome 
q is given by 

P*(q) = 1 - c* 
if q E Q* {

~ 

0 otherwise 

The new values for the marginal probabilities that the sample 
contains exactly k employees from Area i are, unfortunately, 
no longer binomially distributed. Instead, they must be com­
puted from P'(q) by summing all the sample probabilities 
yielding k employees in Area i. If we define Q'( (k) as the set 
of all samples that have exactly k employees for Area i, the 
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censored marginal probability functions are 

P,*(k) L P*(q) 
q E Qj(k) 

The censoring of the sample shifts the probability that any 
one employee from Area i is sampled from the random value 
Y (equal across all areas) to a new value that varies across 
areas. Define Y;* as the probability (using the censored sam­
pling method) that any one individual from Area i is sampled. 
This value can be computed as follows : 

Y* 
' ifN, ~ L 

NUMERICAL EXAMPLE 

To illustrate the preceding results , we consider a simplified 
case in which there are only five areas with employment of 
50, 70, 100, 130, and 150, respectively . For convenience, we 
use a size cutoff of L = 100 and a total sample size of K = 
3. This is summarized in the following table: 

Area (i) Size (N,) p; 

1 50 .10 
2 70 .14 
3 100 .20 
4 130 .26 
5 150 .30 

These data result in the following values of P,(k), the mar­
ginal probability that exactly k employees from Area i are 
chosen in a simple random sample: 

Area (i) k = 0 k = 1 k = 2 k = 3 

1 . 7290 .2430 .0270 .0010 
2 .6361 .3106 .0506 .0027 
3 .5120 .3840 .0960 .0080 
4 .4052 .4271 .1501 .0176 
5 .3430 .4410 .1890 .0270 

Each row of this table can be interpreted as the probability 
that 0, l , 2, or 3 of the employees sampled come from the 
particular area. The value of Y, the probability of any single 
employee being sampled, is .005988. In a random sample, it 
is identical for all areas. 

For the censored sample with L = 100, the marginal prob­
abilities P,*(k) change to the following: 

Area (i) k = 0 k = 1 

1 .7262 .2738 
2 .6462 .3538 
3 .4663 .4229 
4 .3602 .4665 
5 .3034 .4784 

k = 2 

0 
0 
.1108 
.1733 
.2182 

k = 3 

0 
0 
0 
0 
0 

Note that with the censoring of the sample, outcomes in which 
k > 1 for areas with less than 100 employees and outcomes 
in which k > 2 for larger areas have zero probability. The 
censoring has shifted the marginal probabilities, increasing 
the values fork = 1 in all areas and fork = 2 in larger ones. 
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The values of Y;* , the probabilities of any single employee 
being sampled on a given day, vary across the areas. The 
following table gives the values for each area. 

Area (i) Yi 
1 .005476 
2 .005054 
3 .006434 
4 .006239 
5 .006089 

Some insight into why the restrictions produce unequal sam­
pling probabilities can be gained by considering two hypo­
thetical areas, one with 99 employees and one with 101. Sup­
pose that exactly three employees are sampled each day. In 
a purely random sample, every employee would have equal 
odds of being sampled. However, when the limitation that no 
more than one employee from the smaller area and no more 
than two employees from the larger area be sampled is im­
posed, the employees in the larger area are almost twice as 
likely to be sampled as those in the smaller area. 

Moreover, the nonrandomness is not limited to areas near 
the L-employee borderline. For example, consider another 
hypothetical case having two areas , one with 100 employees 
and the other with 200. Even though there are twice as many 
workers at the larger site, the proposed sample limitation 
makes the probability of samples having more than two em­
ployees from either site equal to zero in both cases. This has 
the effect of shifting some of the "burden" of the sampling 
away from employees at the larger site and onto those at the 
smaller site. 

REWEIGHTING THE SAMPLE TO ACCOUNT 
FOR CENSORING 

The preceding results provide a way to weight employees in 
the sample to achieve equal probabilities of being sampled 
for all employees, even with the censoring process in effect . 
Employees in any one area need to be weighted so that the 
probability of every employee being sampled equals Y, the 
value for a random sample. Define w = [w1 , w2 , ••• , ws] 
as the vector of weights corresponding to each area. To pro­
duce a sample in which all employees have equal probability 
of being tested , the values in w must result in a set of marginal 
probabilities P,*(k) that in turn produce individual sampling 
probabilities equal to Y at all areas . The simultaneous equa­
tions that reflect this relationship are extremely complex. 
However, they can be solved by the following fairly straight­
forward iterative method: 

Step 0: Compute Y, the probability of any employee being 
sampled for a random sample. Initialize tolerance measure T 
to some large value. (See Step 3.) Initialize weights as 1 for 
all areas . 

Step 1: Compute the marginal probabilities P,*(k) for each 
area using the weighted sizes as follows: 

w,N, 
p, = -s--

2: wiNi 
j=\ 
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Step 2: Compute the probabilities of any one employee 
being selected for each area as 

if N; ~ L 

Step 3: Compute the measure of convergence. One rea­
sonable measure is the average absolute difference between 
the Y '("s and Y, computed as follows: 

1 s 
T = - :Z:IY.* - Yj s ;~1 

Step 4. If T is less than some predefined threshold, stop 
and output results. Otherwise, compute a new set of weights 
as follows: 

W; = YIY;" 

and go to Step 1. 

The algorithm requires a method to compute the marginal 
choice probabilities. This can be done directly by looping over 
all censored states and accumulating the marginal probabili­
ties or by Monte Carlo simulation. 

Weights computed by this method would be used in the 
actual daily sampling procedure. Each employee would be 
sampled with probability proportional to the weight computed 
for his or her site. If the resulting sample has more than one 
employee from any small site or more than two from any large 
site, a new sample would be drawn until a sample that does 
not violate the subsample size constraints is drawn. This pro­
cedure is described in greater detail later, in the Issues in 
Implementation section. 

NUMERICAL EXAMPLE REVISITED 

When the algorithm described in the preceding section is ap­
plied to the simple numerical example, the first iteration pro­
duces the following results for the probabilities that any one 
employee is sampled: 

Area (i) 

1 
2 
3 
4 
5 

Y'! 
. 005905 
.005716 
. 006060 
.006062 
.006046 

After just four iterations, the average absolute error is less 
than 0.1 percent of the random value, yielding individual 
probabilities that are vittually equal across all areas. The weights 
that resulted after four iterations are as follows: 

Area (i) 

1 
2 
3 
4 
5 

w, 

1.1089 
1.2642 
0.9185 
0.9411 
0.9670 
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APPLICATION TO MBTA 

The method described was tested using data provided by 
MBTA. MBTA management defined 76 "areas" (typically 
garages and occupational categories) with employees in safety­
sensitive occupations as defined by federal regulations. The 
76 areas included 5,738 employees. Because the computa­
tional requirements of the proposed method grow exponen­
tially with the number of areas, the sites with a small number 
of employees were aggregated into five "pseudoareas" as 
follows: 

•Areas with 1 to 10 employees, comprising 21 of the orig­
inal sites and 86 employees; 

• Areas with 11 to 20 employees, comprising 10 of the 
original sites and 151 employees; 

•Areas with 21 to 30 employees, comprising 8 of the orig­
inal sites and 200 employees; 

•Areas with 31 to 40 employees, comprising 7 of the orig­
inal sites and 250 employees; and 

•Areas with 41 to 50 employees, comprising 5 of the orig­
inal sites and 229 employees. 

The aggregation reduced the original 76 sites to a total of 
30. Moreover, because each of the original sites in the groups 
was small compared with the entire population of employees, 
grouping them has virtually no effect on the analysis of the 
sampling process other than to reduce the computational 
requirements. 

In a simple random sample of seven employees (the value 
for K selected by MBTA), each employee would have a prob­
ability of .001219 of being tested each day. However, if the 
sample is constrained with MBT A's selected value of L = 

300 without reweighting, the probability of being sampled 
varies depending on an employee's work area. In the MBTA 
case, the range of variation was from .001328 (8.9 percent 
more than for a random sample) to .001067 (14.5 percent less 
than for a random sample). 

The procedure to compute the correct weights was imple­
mented in the C programming language on a Digital Equip­
ment Corporation VAXstation 3100 running a variant of the 
Berkeley UNIX operating system. (VAXstation is a trade­
mark of the Digital Equipment Corporation. UNIX is a trade­
mark of AT&T Bell Laboratories.) The program was com­
piled using the Berkeley pee compiler. Computation of the 
correct weights required approximately 2 hr of CPU time . 
Similar performance would be expected on a high-end per­
sonal computer that had a floating point coprocessor . 

Monte Carlo simulation of the weighted sampling strategy 
confirmed with 99 percent confidence that it produces equal 
sampling probabilities for all areas. 

EFFECT OF SAMPLING ON WEEKDAYS ONLY 

The original MBT A plan calls for sampling seven workers 
every day, including weekends. This ensures that all employ­
ees (after weighting) have the same probability of being sam­
pled. However, it imposes the expense and managerial burden 
of conducting drug tests during the weekend. 
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The entire testing program would be simpler and less ex­
pensive if testing were done only on weekdays. All employees 
who are part of the pool to be tested work 5 days per week; 
however, many work some of those days on weekends. With­
out some correction, a testing program on weekdays only 
would unfairly burden MBT A employees who do not work 
weekends; they would be available for testing every day a 
sample was drawn, whereas their counterparts who work 1 or 
2 weekend days would be available on fewer weekdays. 

A simple correction to the weighting method can adjust for 
this bias. Specifically, if testing is done only on weekdays, 
each employee's sampling weight should be adjusted as fol­
lows: 

5 
WCI= w ·-

,, ti hn 

where w~ is the adjusted weight for Employee n and h" is the 
number of weekdays per week worked by Employee n. 

Further adjustments in sampling weights could be made to 
account for employees who work less than 5 days per week. 
At the time this paper was written, MBTA was phasing out 
the already small number of employees in safety-sensitive 
occupational categories who worked part-time. For this rea­
son, further correction of the sampling method for part-time 
employees was not explored. 

ISSUES IN IMPLEMENTATION 

The procedure described in this paper resolves only one of 
the many problems transit operators face in developing fair 
drug-testing policies. If operators decide to conduct such test­
ing (either on their own initiative or as a result of some legally 
sustainable federal requirement), they will have to resolve 
other sampling issues. 

Whether or not absenteeism and vacation time should be 
factored into the sampling weights must be decided. For ex­
ample, in the current procedure employees with high rates of 
absenteeism will be tested less often than those with lower 
rates simply because they will not be at work as often when 
their names are drawn. The sample weights could be modified 
to account for this effect. 

Another problem is the technique used to construct daily 
samples. Most computer-based sampling methods rely on 
pseudo-random number generators which, given set starting 
conditions, produce a deterministic sequence of numbers that 
appears random. The danger of using these methods for se­
lecting who will be tested is that it is possible for someone to 
know who will be tested in advance, removing the unpre­
dictability of the sampling procedure. A method (proposed 
initially by MBTA) for removing the predictability is to reor­
der the list of employees each day. 

The reordering is done by sorting the employee list by the 
remainder from the following computation: (employee num­
ber · social security number)/d, where d is an integer found 
by concatenating the Julian day, hour, minute, and second 
when the computer program is executed. 

After the sorting is done, the daily procedure for sampling 
is as follows: 
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Step 0: Compute B, the sum of the weights over all em­
ployees, as 

where w~ is the weight for Employee n. 
Step 1: For each employee, compute v", the cumulative 

weight, as follows: 

n = 2, 3, ... , N 

Step 2: Take K samples, each one as follows: first, draw a 
random value u that is uniformly distributed between 0 and 
B; second, select the employee n such that vn-1 <us v", 
where v0 is defined to be 0. 

Step 3: Check whether the resulting sample of K employees 
satisfies the constraint that no more than one employee be 
taken from areas with employment less than L and no more 
than two employees be taken from any area. If so, output the 
sample and stop. Otherwise, go to Step 2. 

CONCLUSION 

There is still substantial debate about the legality and morality 
of drug testing in the United States. The debate is likely to 
continue, with some compromise emerging between the pub­
lic's right to safe operations of transportation services and the 
individual's right to freedom from unwarranted intrusion. To 
the extent that random testing is part of any such compromise, 
it is crucial that sampling be fair and unbiased and highly 
desirable that it not interfere with the efficient provision of 
transportation. The sampling method described in this paper 
allows both objectives to be met concurrently. 

The appropriate number of employees to be tested each 
day was not addressed in this study. Small samples such as 
those discussed here may effectively deter drug use, but they 
will result in relatively long average intervals between suc­
cessive tests for any one employee. Larger daily sample sizes 
would shorten the average interval at the expense of greater 
testing costs and lost employee time. The appropriate trade­
off between these factors is an area for further research. 
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Exploratory Analysis of Motor Carrier 
Accident Risk and Daily Driving Patterns 

PAUL P. JovANIS, TETSUYA KANEKO, AND Tzuoo-D1N LIN 

Driving at different times of day within 1 day and over several 
days is associated with different levels of accident risk. Analyses 
of accident and nonaccident data from a less-than-truckload car­
rier representing 6 months of operation in 1984 are used to explore 
changes in daily and multiday accident risk. Cluster analysis is 
used to extract a distinct pattern of driving over a 7-day period 
from a sample of 1,066 drivers (including those with accidents 
and nonaccidents on the eighth day). The analyses yielded clear 
interpretable driving patterns that could be associated with levels 
of relative accident risk. Higher risk was generally, but not ex­
clusively, associated with extensive driving in the 2 to 3 days 
before the day of interest. The two patterns with the highest risk 
of an accident were those that contained heavy driving during 
the preceding 3 days and consisted of driving from 3:00 p.m. to 
3:00 a.m. (Pattern 1) and from 10:00 p.m. to 10:00 a.m. (Pattern 
8). The lowest risk was associated with driving from 8:00 p.m. to 
6:00 a.m. but with limited driving on the preceding 3 days. Given 
the virtually limitless possible combinations of driving schedules, 
it is encouraging that interpretable distinct multiday patterns could 
be extracted from a data base of more than 1,000 observations. 
Within each pattern, drivers experienced similar duty hours: cu­
mulative driving during the 7 days ranged from 47 to 49 hr. Con­
tinuous driving (between mandatory 8-hr off-duty periods) ranged 
from 7.8 to 8.4 hr. Individual drivers also experienced a cycle of 
on-duty and off-duty time that ranged from 22.3 to 23 hr, closer 
to the 24-hr period that is desirable from the perspective of human 
performance theories. The findings suggest that it is possible to 
identify and extract patterns of multiday driving and that these 
patterns are associated with different levels of accident risk. Ad­
ditional empirical tests and the development of refined accident 
risk models are suggested for future research. 

Interstate motor carriers are subject to limitations on the 
hours that their drivers may be on duty and driving. The 
regulations require that a driver be off duty for a minimum 
of 8 hr after driving for 10 hr or being on duty for 15 hr. 
There are also cumulative restrictions for on-duty time over 
several days: 70 hr on duty in 8 days for carriers operating 7 
days a week and 60 hr in 7 days for those operating 5 days a 
week. These limitations, referred to as the hours of service 
regulations, were initiated in the 1930s. Since then the U.S. 
highway system has changed dramatically, as has the nature 
of the trucking business and the technology of the vehicles. 
Despite the changes, attempts to assess the safety implications 
of the hours of service for contemporary conditions have been 
limited. 

One of the difficulties in assessing the safety implications 
of hours of service policies is in understanding how accident 
risk varies with continuous hours driven and multiday driving. 

P. P. Jovanis and T.-D. Lin, Department of Civil Engineering and 
Transportation Research Group, University of California, Davis, Calif. 
95616. T. Kaneko, Sato Kogyo Co. Ltd., Gifu, Japan. 

Whereas accident risk variation within a day has received 
limited study, multiday assessments were extremely limited 
in the literature. This paper focuses on variations in accident 
risk with alternative driving schedules and over several days. 
A companion paper (1) assesses multiday driving risk along 
with the risk due to continuous driving. 

In a major book on fatigue, safety, and the truck driver, 
MacDonald (2) discusses the inconsistency and vagueness in 
how researchers have defined and used the concept of fatigue. 
For some researchers it is subjective, dealing primarily with 
individuals' perceptions of how they feel. Others use phys­
iological correlates or performance decrements to study fa­
tigue. An excellent review of psychological, physiological, and 
performance components of fatigue is contained in a recent 
review by Australian researchers (3). 

There also appears to be confusion in some studies about 
the distinction between fatigue attributable to continuous driving 
and other time-related driving factors. Circadian rhythms are 
changes in body function that follow an approximate 24-hr 
period, so there is a point of low rhythm that corresponds to 
generally depressed levels of arousal. In addition, sleep dep­
rivation, which arises because of a combination of on-duty 
time and off-duty activities, may also influence arousal and, 
ultimately, accidents. 

Fatigue is a sufficiently vague concept that it does not ap­
pear to be a useful focal point for this study. As an alternative, 
declines in performance as measured by accident risk are used 
as a measure of the quality of the driving task. The research 
recognizes the separate effects of declines in performance due 
to cumulative driving over several days and circadian effects. 
The focus of the study is on accidents and exposure that occur 
during actual motor carrier operations. All effects other than 
sleep deprivation during off-duty hours are thus considered. 

Perhaps the most extensive studies of hours of service and 
accident risk were conducted in the 1970s as part of a series 
of studies sponsored by the National Highway Traffic Safety 
Administration ( 4-7). The studies included analyses of ret­
rospective accident data and field tests, with an instrumented 
cab, of drivers asked to drive particular schedules. The effects 
of heat, noise, vibration, and cargo-loading activities were 
also assessed. 

The studies consistently found that a higher proportion of 
accidents occurred in the last half of a trip. Separate analyses 
of single-vehicle accidents and crashes for which the driver 
was reported to be "dozing at the wheel" indicated a partic­
ularly strong increase in accident risk as continuous hours of 
driving increased. Circadian effects were significant for the 
dozing drivers; the accident risk was highest from 2 to 6 a.m. 
Some studies included a separate collection of exposure data, 
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but most of the analyses with accident data compared the 
actual number of accidents with those expected if there were 
no increased risk due to hours driven. This method is based 
on the assumption that accident-involved drivers are repre­
sentative of the general population of drivers. The studies 
also relied primarily on accident data from the then Bureau 
of Motor Carrier Safety (now the Office of Motor Carriers 
of the Federal Highway Administration), although some data 
were provided directly from carriers. The studies using ac­
cident data and exposure from actual motor carrier operations 
do not explicitly consider the effect of total hours driven dur­
ing preceding days nor the time of day when the driving 
occurred. 

The 1978 report by Mackie and Miller (7) describes the 
findings of a series of field experiments. A set of drivers 
operated a truck along a fixed route in California using pre­
determined driving schedules for a week. Detailed physio­
logical, perceptual, and driving performance data were col­
lected at several points during the duty regimen. The study 
found significant consistent evidence of reduced driving per­
formance, particulary during the fifth and sixth days on duty, 
particularly for drivers who undertook moderate cargo load­
ing, and particularly for rotating rather than fixed schedules. 
Unfortunately, the schedules assigned to all drivers exceeded 
the U.S. Department of Transportation (DOT) maximums 
established for interstate operations. It is problematic that 
performance reduction manifested itself most often during 
these illegal hours. Furthermore, the number of alternative 
driving schedules examined was extremely limited and could 
not typify those in broad trucking operations. Nevertheless, 
despite its experimental shortcomings, the study has signifi­
cant scientific merit and stands as a classic work in the field 
of accident risk and hours of service. 

Several recent studies have explored aspects of accident 
risk and driving hours. The Insurance Institute for Highway 
Safety recently completed a study of drivers in sleeper berth 
operations (8) . It was found that regularity of schedule was 
an important predictor of road safety. In another study (9), 
a nonrandom set of accidents (primarily in the western United 
States) was selected for detailed follow-up. Interviews with 
firms and family members were used to reconstruct how the 
truck driver spent his time both on and off duty in the day 
or so before the crash. The findings were that fatigue was a 
major contributing factor because of a combination of exces­
sive (and illegal) hours of work and lack of rest during off­
duty time . The findings are of interest , but the study suffers 
from methodological shortcomings: the criteria for selection 
of crashes appear to be biased toward severe outcomes, and 
the method used to determine the contribution of fatigue to 
accident occurrence appears subjective. 

Studies have also been conducted in Europe. Hamelin (10), 
in an analsyis of professional and nonprofessional drivers, 
found that professionals had lower accident rates than non­
professionals, particularly during extended driving. He con­
cluded that the professionals could better cope with the rigors 
of on-road performance. Fuller reached similar conclusions 
in his study of driving performance in Ireland (11). No dif­
ference was found in the mean following headway of drivers , 
even after extended hours on-duty and driving. 

Further research seeking to relate accident risk and motor 
carrier .driving patterns could take any of several paths. De-
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tailed physiological and perceptual data could be sought from 
drivers undertaking truck-driving tasks. This approach , best 
exemplified by Mackie and Miller (7) is both costly and sub­
ject to criticism because it is not representative of actual driv­
ing conditions. An alternative is in-depth study of selected 
accidents (9). The generalizability of this approach can also 
be questioned. A third approach is to analyze accident data 
from actual truck operations, make comparisons with non­
accident events, and seek to identify accident patterns that 
support or refute a relationship with time of day and driver 
hours regulations [much in the spirit of the research by Harris 
in 1972 and 1977 (4 ,5)) . Each approach has its strengths and 
weaknesses, and a decision must be made on the approach 
to use in any particular study. 

The approach taken in this research is to follow the lead 
of Harris and his colleagues and to seek to identify relation­
ships between accident risk and driving hours. In particular, 
an attempt is made to identify changes in accident risk with 
time of day as well as over a multiday period. The multiday 
pattern considers the time of day of on-duty hours as well as 
the cumulative number of hours . The approach is predicated 
on the belief that a primary concern is the effect of driving 
patterns on performance (i.e., a safely completed trip or an 
accident-producing trip). Whereas driver health and welfare 
issues are also important considerations, the focus of this study 
is on driving patterns and accident outcomes. Instead of re­
lying on information from accident reports or driver inter­
views that attempt to attribute causality to factors such as 
fatigue, the approach in this research is more empirical. By 
linking specific patterns to accident risk, it is hoped that high­
risk as well as low-risk patterns will be identified. The linkage 
to real driving and on-duty time can then be related to existing 
and proposed hours of service regulations to determine their 
safety effectiveness. 

OBJECTIVES 

The review of the literature suggests that there is a clear need 
to develop a method to analyze the effect of different daily 
driving patterns on accident risk . In particular, it is important 
to consider both the time of day when the driving occurs and 
the times of day of driving over multiple days so that the 
cumulative effect of multiday driving can be assessed. A sec­
ond objective is to test the method with data from trucking 
company operations. Data from accident reports as well as 
comparable nonaccident data should be included so that rel­
ative accident risk can be assessed. 

METHODOLOGY 

What Is a Driving Pattern? 

A driving pattern, for the purposes of this research, is a de­
scription of the status of the driver over several days. The 
status of the driver includes off duty, on duty and driving, 
and on duty but not driving (as defined by DOT). A driver's 
status is typically recorded for each of every 15 min through­
out the day. If a driver is involved in an accident, the pattern 
is interrupted while forms are completed, repairs are under-
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taken, and individuals are treated as necessary. For drivers 
not involved in accidents, driving patterns continue, depen­
dent on the need to move freight and the constraints imposed 
by hours of service limits. Obviously, a large number of driv­
ing patterns are possible over multiple days. For this research 
to succeed, a statistical method to identify drivers with similar 
driving patterns is needed so the effect of the pattern on risk 
can be assessed. 

Statistical Methods 

Statistical analysis of the driving patterns proceeds in two 
phases. First, data are presented on the change in accident 
risk with time of day. These are disaggregate data consisting 
of a sample of accidents and the time of day of their occur­
rence. To provide a measure of exposure to risk, a sample of 
nonaccident trips is analyzed. The nonaccident data include 
the beginning and ending time of each trip; the driver is as­
sumed to be exposed to the risk of an accident throughout 
this time. Though drivers take breaks for meals and other 
purposes, this appeared to be a reasonable starting point for 
these exploratory studies. 

Second, a method to extract similar driving patterns from 
a large pool is needed. It is important that the determination 
of similarity be conducted in a way that is blind to accident 
occurrence-that is, the method should first group drivers 
with similar patterns. Once similar patterns are identified, 
knowledge of the accident involvement of drivers with par­
ticular patterns can be used to assess accident risk. 

Disaggregate exposure trips present no problem in this re­
gard. A trip for a driver for one day can be randomly selected, 
and the driving pattern for that day and many previous days 
can be coded. Accidents are more problematic, because the 
occurrence of the accident interrupts the driving pattern, pro­
ducing unknown biases. To avoid these biases the following 
approach is adopted. Driving patterns are described for the 
7 days preceding the accident or comparable exposure trip. 
This approach simplifies the statistical treatment of the data 
but is based on the implicit assumption that the observed 
driving pattern over 7 days is carried into the eighth day. As 
will be seen shortly, the patterns that result from this analysis 
are regular enough that this assumption does not appear to 
be unreasonable. The day of interest does not have to be the 
eighth day but can be any day that corresponds to any hours 
of service regulation. The carrier used in the empirical mod­
eling operated 7 days a week, so the operative cumulative 
restriction is 70 hours in 8 days. 

Cluster analysis is a method that classifies objects by cre­
ating homogeneous groups. An individual driver is considered 
as the object; each driver is assigned to a cluster on the basis 
of the similarity of the driving pattern over 7 days with that 
of other drivers in the cluster. The driving patterns provide 
important information , including (a) hours on and off duty 
over 7 days, (b) the time of day that the on-duty and off-duty 
hours occurred, and (c) trends of on-duty and off-duty time 
over several days. Cluster analysis does not yield a single 
optimum set of clusters for a data set. The user selects the 
number of clusters desired, and the clustering algorithm as­
signs each observation to its most statistically similar cluster. 
A range of cluster numbers can be used, but a criterion is 
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needed for selecting the clusters to be carried to the next step 
of the analysis. The procedure used in this research tested a 
range of clusters from five to nine; the maximum number of 
clusters was determined by a rule of thumb that approximately 
100 observations be contained in each cluster. Furthermore, 
limitations on computer memory precluded testing more than 
nine clusters. Because the driving patterns that were derived 
from the nine clusters were interpretable, the pattern search 
was stopped. 

Data Used To Identify Driving Patterns 

All data are obtained from a national less-than-truckload (LTL) 
firm. The company operates "pony express" operations from 
coast to coast with no sleeper berths. The findings are thus 
not intended to typify the trucking industry as a whole. Be­
cause the carrier takes reasonable steps to adhere to DOT 
service hour regulations, most drivers in the study can be 
assumed to operate within legal duty hour limits. The em­
pirical results are intended as a test of the proposed meth­
odology and as a contribution to the admittedly scant research 
on accident risk and driving patterns. 

Two sets of data are used in the analysis. To examine vari­
ation in accident risk throughout the day, accident and non­
accident data from 1984 and 1985 are used. The accidents 
include all those experienced by the carrier for the 2 years in 
question (independent of DOT reportability thresholds). 
Nonaccident data were determined by obtaining a random 
sample of two nonaccident trips for every accident that oc­
curred. Whereas the sample was obtained at random, it does 
not represent the true probability of an accident. Detailed 
analysis of data from one terminal (12) indicates that accidents 
occur approximately once in every 3,000 trips. Rather than 
build the huge data bases necessary to test this true proba­
bility, a two-to-one oversample of exposure to accidents is 
used so that the relative probability of an accident is deter­
mined. Because the primary concern is the relative probability 
with respect to a set of predictor variables, this appears to be 
a reasonable approach. 

The time of each accident is recorded on the accident re­
port. The time of day when each nonaccident trip is on the 
road is known from the driver's daily log. Because the carrier 
operates LTL with timed runs between fixed terminals, there 
is little incentive for the driver to falsify logs. Nonaccident 
trips are on the road for several hours each day and thus must 
be counted as exposed to risk for each hour they operate. 

Multiday analyses required additional data. For the acci­
dent data, the first through the seventh days are defined by 
specifying the date of the accident as the eighth day. Thus 
the patterns may be thought of as representing the effect of 
the prior driving pattern over 7 days on accident risk for the 
eighth day. Similarly, for the nonaccident data, by defining 
the date of the nonaccident trip as the eighth day, the first 
through the seventh days are used to characterize the effect 
of the prior driving pattern. 

Data from January through June 1984 are used to determine 
driving patterns and include 1,066 observations of accident­
and non-accident-involved drivers. 

If a 7-day interval is considered, the number of variables 
is 672 (4 time periods per hour x 24 hours x 7 days). Com-
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puter memory limitations dictate that the finest time resolu­
tion that can be used is 30 min, decreasing the number of 
variables to 336 (2 x 24 x 7). The methods used to transform 
the 15-min data to 30-min intervals are as follows: 

• If both 15-min intervals have the same working status, 
the new variable (30-min interval) has the same working status. 

• On duty and driving and on duty and not driving are 
treated as one working status, on duty (this is consistent with 
DOT cumulative hours regulations). 

• If one of two 15-min intervals is off duty and another is 
on duty, the entire 30-min interval is treated as off duty. 

The last transformation may cause an underestimate of hours 
on duty, but, if typical hours on duty last for 3 to 5 hr con­
tinuously, this approximation will not cause substantial error. 
Furthermore, the transformed data are only used as input to 
the cluster analysis, not in subsequent tabulations. Because 
most driving trips in the data include consecutive driving times 
of greater than 3 hr, the approximation appeared reasonable. 

RESULTS OF DATA ANALYSIS 

Accident Risk and Time of Day 

Table 1 is constructed to assess the relative accident risk 
throughout a day. The first row is the number of accidents 
occurring in each 2-hr period. The second row is a count of 
the number of non-accident-involved trucks on the road dur­
ing the same 2 hr. The risk is the ratio of the number of 
accidents to the number of exposure units (i.e., the sum of 
accidents and nonaccidents). 

It is clear that elevated accident risk occurs from midnight 
to 8 a.m. The highest risk occurs from 4 to 6 a.m. These 
findings are consistent with the theory of circadian rhythms, 
which anticipates a diurnal drop in arousal typically from 4 
to 6 a.m. each day. The table is also generally consistent with 
results reported by Harris (5) for drivers diagnosed as dozing 
at the wheel compared with a sample of nonaccident driving 
times obtained by interviews at truck stops. 

The findings are interesting but of limited utility. They are 
for only 1 day (the accident day or a randomly selected non­
accident day) and are not related to driving schedule. They 
are more related to times of truck movement than an analysis 
of driver policies such as hours of service. Additional insights 
can be obtained by examining multiday driving patterns. 

Overview of Multiday Driving Patterns 

After experimenting with five to nine clusters to describe 
driving patterns, the cluster analysis with nine homogeneous 
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driving patterns was used for further modeling. A 2 x 9 
contingency table was constructed from the nine patterns and 
the two levels of trip status (i.e., accident or nonaccident). 
Each of the 1,066 observations fell into 1 of the 18 cells, 
allowing the test of the null hypothesis that trip status is inde­
pendent of cluster number. This hypothesis was rejected at 
ex = .10 but accepted at ex = 0.5, a mixed result (1). 

The nine cluster patterns appeared to be the most distinct. 
Cluster analysis allocates observations to clusters on the basis 
of their statistical distance from cluster centroids; as each 
observation is added to a cluster, the centroid can shift slightly 
in reponse. The shift in centroid location can result in mis­
classifications of previously assigned observations. The clus­
tering algorithm used in this study (BMDP) accounts for this 
by automatically reassigning observations and calculating cen­
troids until no misclassifications occur. In the five to eight 
cluster analyses, reassignment and reallocation were neces­
sary. The nine cluster patterns exhibited more stability by not 
requiring any reassignment of observations or recalculation 
of centroids. 

Figure 1 shows the overall average driving pattern, and 
Figures 2 through 10 represent individual clusters. The hor­
izontal scale represents the elapsed time for each of the seven 
24-hr periods. The time scale starts at midnight (Point 0) and 
runs to 24 hr for the first day; 24-48 represents the second 
driving day, and so on; 144-168 represents the seventh driving 
day, just preceding the accident day. The vertical scale repre­
sents the proportion of drivers within the pattern that were 
driving or on duty at that time. For example, in Figure 2, 
about 30 percent of drivers in Pattern 1 are on duty at midnight 
at the end of the first day (Hour 24). The percentage of drivers 
on duty then drops to about 10 percent at 6:00 a.m. on the 
second day (Hour 30). 

What is most startling about the figures is the difference in 
interpretation that is possible when comparing the aggregate 
pattern (Figure 1) with the individual clusters. Figure 1 merely 
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reflects for this firm what has been commonly reported else­
where for the industry as a whole . Truck drivers are on duty 
throughout the 24 hr day for all 7 days, but there is a slight 
increase in the percentage of drivers on duty in the evening 
and early morning hours from about 6 p.m. until 8 a.m.). 
Overall, the change in drivers on duty is from slightly more 
than 30 percent at midnight of the seventh day to a low of 
about 22 percent around noon of Days 3, 4, 5, and 6. 

Individual driving patterns are clearly identified using the 
clustering technique . In addition to a summary of the on-duty 
trends for each cluster, a relative accident risk is reported . 
The relative accident risk associated with each cluster is cal­
culated as 

Relative accident risk n = _a_,_, -
an + en 

where 

a,. number of trips resulting in an accident in Cluster n, 
e,. number of trips resulting in no accident in Cluster n, 

and 
n = the cluster number. 

In addition to the relative accident risk, a number of de­
scriptors are used for each pattern. These include the times 
of day of most frequent on-duty and driving time, the most 
frequent off-duty times, the mean and standard deviation of 
the total hours on duty per driver for the 7 days, the mean 
and standard deviation of the consecutive hours driving per 
driver (a measure of average trip length), and the mean and 
standard deviation of the driving cycle. A driving cycle is 
defined as the time elapsed betwe~n a period of driving or 
on-duty time and the subsequent off-duty time that is at least 
8 hr (consistent with DOT regulations) . The rationale is that 
the driving and on-duty time dictates (causally) the requisite 
hours off duty. Drivers with off-duty times in excess of 24 hr 
(and their previous on-duty times) are not included in the 
reported statistics because the driving cycle is intended to 
measure the periodicity of individual driving patterns per driver. 
Off-duty times in excess of 24 hr are probably caused by 
reaching the limit of DOT cumulative hours levels. When a 
driver is off-duty in excess of 24 hr, it is assumed that a 
substantial recovery occurs from the effect of any previous 
continuous driving. 

The following paragraphs contain summary descriptions of 
each of the nine driving patterns displayed in Figures 2 through 
10. 

Pattern 1 

The most frequent driving periods in this pattern occur from 
early afternoon (about 3 p.m.) until about midnight but fre­
quently extend until 3 to 4 a .m. Off-duty hours are thus most 
frequent from 4 a .m. until noon . Driving is irregular for the 
first 4 days of the pattern but regular for the last 3 days ; for 
example, more than 80 percent of the drivers are on duty at 
10 p.m. of the sixth day. This pattern is associated with a 
somewhat high level of accident risk, a relative accident risk 
of 0.420. 



40 

Pattern 2 

The most frequent driving periods in this pattern occur from 
early morning (about 2 a.m.) until slightly before noon. Off­
duty times occur from early afternoon until near midnight. 
Driving is irregular during the first 4 days of this pattern but 
highly regular for the last 3 days with steep peaks; for ex­
ample, nearly 75 percent of the drivers are on duty at 11 a.m. 
on the sixth day. This driving pattern is associated with a low 
level of accident risk, a relative accident risk of 0.307. 

Pattern 3 

The most common on-duty hours in this pattern are in the 
morning, beginning after midnight and extending until nearly 
noon. The most common off-duty time is noon to midnight. 
Driving becomes infrequent during the last 2 days of the pat­
tern but is highly regular during the first 5 days; for example, 
on the fourth day nearly 80 percent of the drivers are on duty 
at about 6 a.m. This pattern is associated with moderate ac­
cident risk, a relative accident risk of 0.398. 

Pattern 4 

The most frequent on-duty hours in this pattern are from 
morning, about 10 a.m., through the afternoon, until about 
6 p.m. Hours are regular for the first 3 days but somewhat 
less so during the fourth and even less so during the fifth. 
Driving is unlikely during Days 6 and 7. Off-duty hours typ­
ically occur from evening (about 6 p.m.) through early morn­
ing (about 6 a.m.). Nearly 80 percent of the drivers in this 
group are on duty at noon on the first and second days. This 
pattern is associated with a low level of accident risk, a relative 
accident risk of 0.322. 

Pattern 5 

The most frequent on-duty time for this group of drivers 
occurs from early evening, around 8 p.m., through early 
morning, about 6 a.m. Off-duty times are typically late morn­
ing through early afternoon. This pattern is highly regular 
during the first 2 days (more than 80 percent of the drivers 
on duty at the beginning of the second day) and somewhat 
less so during Days 3, 6, and 7. The least frequent on-duty 
days are the fourth and fifth. This pattern is associated with 
the lowest level of accident risk, a relative accident risk of 
0.241. 

Pattern 6 

This pattern contains drivers that are very infrequently sched­
uled, particularly during the first 6 days. On the seventh day, 
only 30 percent of the drivers in this pattern are on duty from 
midnight until about 6 a.m. This pattern is associated with 
moderate accident risk, a relative accident risk of 0.370. 
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Pattern 7 

The most frequent on-duty times for drivers in this group are 
from about noon until about 6 p.m. The most likely off-duty 
time is from midnight until about 10 a.m. The pattern is 
regular on the last 3 days of the 7-day period, with nearly 80 
percent of the drivers on-duty during Day 6, and somewhat 
less regular during Days 5 and 7. The first 4 days of the pattern 
demonstrate more variability, but there is a pronounced peak 
period; typically 40 percent or more of the drivers are on duty 
during the peak time. This pattern has a moderate relative 
accident risk of 0.340. 

Pattern 8 

The most frequent driving times start at about 10 p.m. and 
continue through about 10 a.m. The most frequent off-duty 
times are 10 a.m. through about 10 p.m. The pattern is highly 
regular during the last 4 days, with a peak of 70 percent of 
the drivers on duty on Days 5, 6, and 7. The first 3 days 
exhibit much higher variability. This pattern has the highest 
accident risk in the data set, a relative accident risk of 0.442. 

Pattern 9 

The most frequent on-duty time for these drivers is throughout 
the afternoon and evening from about 6 p.m. until just after 
midnight. The most likely off-duty time is late morning and 
early afternoon. The most frequent on-duty days are Days 1 
through 5, but there is much less peaking within this pattern. 
This pattern is associated with low accident risk, a relative 
accident risk of 0.341. 

Comparisons Between Patterns 

Several trends emerge from an inspection of the clusters. 
Patterns 1, 2, 7, and 8 all contain infrequent, irregular driving 
during the first 3 to 4 days but highly regular driving there­
after. This is derived from, for example, the observation that 
40 percent or fewer of the drivers in Pattern 1 are on duty or 
driving from about noon to midnight on Days 1 through 4, 
but this percentage rises to 70 percent on Days 5 and 7 and 
80 percent on Day 6. On the other hand , Patterns 3, 4, and 
9 have regular driving during Days 1 though 4 and more 
irregular driving thereafter. 

Several sets of patterns have similar peak hours of driving 
within the day but differ principally in which days of the 7-
day period have irregular duty hours. For example, both Pat­
terns 1and9 contain peak driving from early afternoon (e.g., 
3 p.m.) until early morning (e.g., 3 a.m.). The major differ­
ence is that Pattern 1 has irregular duty hours on the first 4 
days, whereas Pattern 9 has irregular duty hours on Days 5 
though 7. This "phase shift" is also apparent in comparisons 
of Patterns 2 and 3, 4 and 7, and 5 and 8. 

Additional insight is obtained by comparing the accident 
risk of the pairs of patterns that appear similar except for the 
phase shift of 3 to 4 days. Recall that these phase shift pairs 
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are Patterns 1 and 9, 2 and 3, 4 and 7, and 5 and 8. Exami­
nation of the relative accident risks indicates that patterns 
containing signficant on-duty time during Days 5 through 7 
(Patterns 1, 2, 7, and 8) have a consistently higher accident 
risk than the comparable paired patterns (i.e., Patterns 9, 3, 
4, and 5), which have off-duty time during Days 5 through 7 
with one exception. Pattern 2 has a lower risk than Pattern 
3 (0.307 versus 0.398) even though Pattern 2 contains frequent 
driving on Days 5 through 7. Thus there appears to be in­
creased risk due to cumulative driving that occurs over several 
driving days, even for similar times of day. It is clear, however, 
that this effect is not consistent across all pairs: Patterns 4 
and 7 show small accident risk differences, whereas Patterns 
1 and 9 and 5 and 8 have large differences; Patterns 2 and 3 
show an opposite trend. 

A detailed comparison of the accident risk of the phase 
shift pairs provides additional insights into the cumulative 
effects of driving. Pattern 5 (with the lowest relative accident 
risk) has, as a pair, Pattern 8, which has the highest risk. One 
may think of these two patterns as the same except for the 
day within the driving pattern that the observation is initiated. 
For example, the drivers in Pattern 8 drive infrequently during 
the first 2 days of observation. Drivers in Pattern 5 drive 
infrequently during Days 3 and 4. It can thus be hypothesized 
that Patterns 5 and 8 represent two similar driving patterns 
over an 8-day period; the primary difference is when within 
the 8-day period the accident occurred or the nonaccident trip 
is sampled. Therefore, it appears that drivers who begin their 
trips near midnight and typically end them around 10:00 a.m. 
face a particularly high risk after driving for several consec­
utive days. Comparisons of Patterns 1 and 9 yield similar 
findings: Pattern 1 drivers have much higher relative risk than 
Pattern 9 drivers, the principal difference being the amount 
of driving during Days 5, 6, and 7. It can be concluded that 
drivers who complete their trip during early morning are par­
ticularly susceptible to increased accident risk due to cumu­
lative duty hours . 

In contrast, consider the primarily daytime driving associ­
ated with Patterns 4 and 7. The relative risk changes only 
slightly when driving is conducted during Days 1, 2, 3, and 4 
(relative risk = 0.322) rather than Days 5, 6, and 7 (relative 
risk = 0.370). Thus, for drivers on a fairly regular daytime 
schedule (i.e., 10 a.m. to 6 p.m.), there is evidence of a much 
smaller risk increase due to cumulative driving than for Jate­
night and early-morning drivers. 

The pair consisting of Patterns 2 and 3 illustrates a reversal 
in accident risk associated with the combination of frequent 
driving. It appears that drivers who start their trips around 
midnight have a higher risk when initiating a driving cycle 
than when driving frequently. This may be because of diffi­
culties in transitioning from off-duty days that are "normal" 
(wake during day, sleep at night) to working days that are the 
opposite. 

Measures of Individual Driver Duty Hours Within and 
Across Patterns 

Figures 1 through 10 provide useful information about driving 
patterns as a description of the aggregate behavior of sets of 
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individuals. The duty hours of individual drivers within each 
pattern and how they compare across patterns are also of 
interest. For example, it would be useful to know if the length 
of driving time (i.e., mean and standard deviation of consec­
utive driving hours) varies across patterns. Whether daily driv­
ing really has a 24-hr cycle, as is apparent from Figures 1 
through 10, is important to circadian rhythms. Because the 
patterns are measures of aggregate behavior, they may mask 
the driving cycles experienced by individual drivers. In this 
section, a number of measures of individual driver duty hours 
and their implications for safety are discussed. 

Table 2 presents the mean and standard deviation of the 
consecutive hours driven per driver for each pattern. The 
consecutive hours driven is defined as the total driving time 
that occurs between 8-hr off-duty periods mandated by DOT 
regulations. There is remarkable consistency in mean driving 
hours across all patterns. The range is from 8.38 to 7.73 hr, 
a mean difference of only about 1/2 hr. The standard deviation 
values are more dispersed, particularly for Pattern 6 (a value 
of 3.57 hr), which is the "odd" pattern with infrequent driving. 
Apparently Pattern 6 also contains more short driving trips 
than other patterns. Whereas there is some variability, the 
remaining standard deviations range from 0.91to1.47. More 
important, there does not appear to be any association. be­
tween relative accident risk and either the mean or standard 
deviation of consecutive driving hours. Company scheduling 
policies appear to apply uniformly across the patterns, so, 
aside from Pattern 6, there are only small differences across 
patterns. 

Data on cumulative driving and on-duty (not driving) time 
for each driver during the 7 days are summarized in Table 3. 
The table presents statistics on the mean and standard devia­
tion of three measures: driving time, time on duty but not 
driving, and the sum of the two (total time on duty). As in 
Table 2, Pattern 6 stands out as one with considerably less 
driving . The mean cumulative hours are generally similar, as 
are the standard deviations except for Pattern 6 and the ex­
tremely low standard deviation for Pattern 1. 

If the phase shift pairs discussed previously are considered, 
an interesting pattern appears. For each pair, except Patterns 
2 and 3, the pattern with the higher relative accident rate also 
has the lower cumulative driving hours over the 7 days. It is 
erroneous to conclude that less driving is Jess safe, however, 
because the higher cumulative driving hours result from more 
duty hours on Days 1 through 4 for the low-risk patterns. 
They are more completely filling their limit of DOT cumu­
lative hours during the first few days of the pattern. Those 

TABLE 2 CONTINUOUS DRIVING HOURS FOR 
EACH PATTERN 

PATIERN Continuous DrivinR (Hours/Trio) 

NUMBER Mean Standard Deviation 

1 7.81 1.31 

2 8.38 0.91 

3 8.33 0.93 

4 8.23 1.28 

5 8.00 1.47 

6 7.73 3.57 

7 8.01 1.01 

8 7.90 1.18 

9 8.06 1.43 
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TABLE 3 CUMULATIVE ON-DUTY HOURS FOR EACH 
PATTERN 

PATTERN Driving Time 

NUMBER (Hours) 

m• soo 
1 42.86 0.89 

2 44 .85 0.79 

3 45.48 0.72 

4 44.67 0.67 

5 43 .72 0 .79 

6 19.00 0.97 

7 44.78 0.73 

8 43.20 0.71 

9 45.69 0.64 

KEY 
• m ~ mean 

•• S = &tand.ard deviation 

patterns with higher risk have more driving on Days 5 through 
7 but not enough to approach the DOT cumulative maximum, 
which is more likely to be reached on the eighth day, which 
is not shown. The conclusion is that these statistics support 
and are consistent with the presence of an increased accident 
risk with more recent extensive duty time. 

A third indicator of individual driving within each pattern 
is the driving cycle , defined as the sum of consecutive driving 
and on-duty times and the subsequent off-duty time of 8 hr 
or more. The driving cycle is thus intended to estimate the 
periodicity of driving. To screen cycles that include 1 or more 
full days off duty (due to lack of freight or being " out of 
hours"), a maximum of 24 hr off duty is allowed for a driving 
cycle. The result is a variable that describes the period of duty 
when the driver is regularly scheduled. The concern is that 
the aggregate behavior displayed in Figures 1 through 10 is 
almost too good. There is a nearly 24-hr period despite the 
fact that drivers may be scheduled with an 18-hr period (i.e. , 
10 hr driving and 8 hr off duty). The driving cycle variable is 
intended to check whether individual drivers actually are 
scheduled with a nearly 24-hr period, which would clearly be 
beneficial with respect to circadian rhythms . If the actual 
period is significantly less than 24 hr, the driver's time on the 
road will not be stable with respect to time of day , and, 
according to theory , additional decrements in performance 
can be expected (7). 

Table 4 summarizes the driving cycle data for each of the 
nine patterns. The mean and standard deviation of the driving 
cycle are reported in the sixth set of columns (labeled Driving 
Cycle). Columns 1through5 report the same statistics for the 
duty hours that make up the driving cycle: the time on duty 

On-Duly Nol Total on 

Driving Hours Duty Time 

m• soo m• s•• 
3 .57 0.42 46.43 0.28 

2.71 0 . 32 47.56 0.75 

3 . 97 0.38 49 .45 0.65 

3 .55 0.43 48 .22 0 .56 

4.83 0.54 48.55 0.65 

1.42 0.16 20 .42 1.02 

2.31 0.24 47.08 0. 71 

4.09 0.34 47 .29 0.71 

3 . 58 0.27 49 .27 0.63 

and driving; the time on duty and not driving (e.g., time for 
pretrip inspection); time on duty and not driving during the 
trip because of short rest breaks (e.g., meals), the total on­
duty time (the total time in activities represented in Columns 
1 through 3) , and subsequent off-duty time of at least 8 hr. 
Whereas Pattern 6 is again anomalous, all other patterns have 
mean driving cycles from 22.08 to 23.03 hr , with most in the 
range 22. 7 to 22. 9 hr. There appears to be substantial evidence 
that the driving cycle, as defined, is much closer to 24 hr than 
the minimum driving times might suggest. This could be due 
to one of two reasons or a combination of the two. First, as 
Table 4 indicates, there is a mean of approximately 1 hr on 
duty with short rest and 0.50 hr on duty and not driving for 
each driving cycle . This pushes total on-duty time to close to 
10 hr. Consecutive off-duty time , however, has a mean of 12 
hr or more (even when excluding off-duty times beyond 24 
hr). Drivers thus do not appear to be scheduled for maximum 
driving time and minimum off-duty time (on the basis of DOT 
regulations) . One explanation could be that the schedules are 
determined partially by freight demand as well as DOT reg­
ulations. Because most businesses served by L TL operators 
open and close with a 24-hr period , freight movement demand 
may coincide (somewhat serendipitously) more closely with 
driver circadian rhythms , contributing to road safety . 

SUMMARY 

Driving at different times of day within 1 day , and over several 
days , is associated with different levels of accident risk. Anal­
ysis of accident and nonaccident data from an LTL carrier 

TABLE 4 SUMMARY OF DRIVING CYCLES FOR EACH PATTERN 

ONDUTY ·DfUVE ONDUTY-NOT DRIVE ONDUTY .SHORT RES ONDUTY-TOTAL OFFDUTYTIME DRIVING CYCLE 
r.,ENI ST. DEV t.EAN ST. DEV t.EAN ST. DEV 1>£1\N ST. DEV r.E,AN ST. DEV r..EAN ST.DEV 

PATIEAN 1 8.05 1.62 0.53 1.10 0.96 0.79 9.55 1.83 13.16 3 ,90 22.73 4.32 
PATIEAN 2 6.40 1.62 0.42 1 .00 1.04 0.69 9.66 2.20 12.92 3 .60 22.79 4.21 
PATIEAN 3 8.32 1.46 0.49 1.00 1.04 0.70 9.84 1.77 13.03 3.69 22. 88 4. 12 
PATIEAN 4 8.25 1.35 0.42 0.96 0.91 0.74 9.58 1.62 12.73 3.74 22.31 4.00 
PAmRN 5 8.12 1.56 0.64 1.12 1.03 0.80 9.76 2 .02 13.06 3.67 22.84 4.21 
PAmRN 6 7.88 1.34 0.28 0.58 0.94 0.76 9.10 1.93 11 .98 3.64 21 .08 4.22 
PATIERN 7 8.13 1.37 0.37 0.81 0.95 0.80 9.45 1.92 12.63 3.66 22.08 4.13 
PATTERN 8 8.18 1.57 0.63 0.99 1.05 0.89 9.86 2.06 12.95 3.4 6 22.81 3.93 
PATIEAN 9 8.43 2.49 0.49 0.84 0.97 0.91 9.69 2.95 13 .14 3.70 23.03 4.63 
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representing 6 months of operation in 1984 are used to explore 
changes in daily and multiday accident risk. Cluster analysis 
is used to extract a distinct pattern of driving over a 7-day 
period from a sample of 1,066 drivers (including those with 
accidents and nonaccidents on the eighth day). 

The analyses yielded clear interpretable driving patterns 
that could be associated with levels of relative accident risk. 
Higher risk was generally, but not exclusively, associated with 
extensive driving in the 2 to 3 days preceding the day of 
interest. The two patterns with the highest risk of an accident 
were those that contained heavy driving during the preceding 
3 days and consisted of driving from 3:00 p.m.to 3:00 a.m. 
(Pattern 1) and from 10:00 p.m . to 10:00 a.m. (Pattern 8) . 
The lowest risk was associated with driving from 8:00 p.m. 
to 6:00 a.m. but with limited driving on the preceding 3 
days. 

With the exception of a pattern representing infrequently 
scheduled drivers (Pattern 6), the remaining 8 patterns are 
classi.fied into 4 pairs identified by common times of driving 
within a day. The differentiating feature is whether driving 
occurs in the first 3 to 4 days of the driving period or the last 
2 to 3 days before the day of interest. Given the virtually 
limitless possible combinations of driving schedules, it is en­
couraging that interpretable distinct multiday patterns could 
be extracted from a data base of more than 1,000 observations. 

Within each pattern, drivers experienced similar duty hours: 
cumulative driving over the 7 days ranged from 47 to 49 hr. 
Continuous driving (between mandatory 8-hr off-duty pe­
riods) ranged from 7.8 to 8.4 hr. Individual drivers also ex­
perienced a cycle of on-duty and off-duty time that ranged 
from 22.3 to 23 hr, closer to the 24-hr period that is desirable 
from the perspective of human performance theories. 

It is clear, however , that there are no simple explanations 
for multiday accident risk . Rather , drivers who drive at par­
ticular times of day appear to face changing accident risks 
within any 8-day driving period. The findings indicate that it 
is possible to quantitatively account for both hours of driving 
over a 7-day period and the time of day when the driving 
occurred. Numerous additional analyses are possible with the 
existing data set or with enhancements made to the existing 
data. The following paragraphs summarize areas for fruitful 
future research. 

There is a need to explore additional driving patterns and 
their effect on accident risk. Whereas the nine clusters in this 
study yielded interpretable results , additional insights may be 
gained by developing a larger number of clusters that are more 
precise in their driving patterns. This analysis requires addi­
tional data, beyond the 1,066 cases used in this study. It is 
difficult to determine when the optimal number of clusters 
has been identified because the statistical method, cluster 
analysis, is heuristic. Analyses of additional driver variables, 
such as age and experience, and descriptors of the routes used 
by the drivers (road design, traffic level, and terrain) would 
be useful additional information to include in subsequent anal­
yses. Individual driver sociodemographic characteristics, such 
as marital status and family structure, may also help explain 
accident risk . 

It is hoped that the use of cluster analysis to identify mul­
tiday driving patterns will encourage similar studies with this 
methodology. Disaggregate analyses are becoming much more 
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common in the truck safety literature (13,14) and offer the 
prospect of more accurate identification of relative accident 
risk as well as the absolute probability of accident occurrence 
(12). It is hoped that this paper contributes to this trend. 
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Data from TRB-Proposed National 
Monitoring System and Procedures for 
Analysis of Truck Accident Rates 

T. CHIRA-CHA v ALA 

To follow trends of truck accident involvement rates requires 
reliable information on truck accidents and travel. Procedures 
for estimating truck accident involvement rates and their confi­
dence limits on the basi of variabilities inherent in the sample 
design of the TRB-proposed National Monitoring Sy. tem (NMS) 
are presented. Formulas for computing confidence limits of na­
tional and state truck accident involvement rate per mile of travel 
are given for any level of disaggregation. The quality of truck 
accident and travel data that may be expected from implementing 
the NMS, together with con istent estimation of confidence limits 
of accident involvement rates, would repre enr significant im­
provement over truck safety statistics available from existing data 
programs. 

Fatalities, personal injuries, and property damage resulting 
from truck crashes constitute major public health and eco­
nomic problems. Each year, about 5,000 deaths, 50,000 per­
sonal injuries, and up to $1 billion in property damage are 
caused by accidents involving heavy or medium trucks (those 
with gross vehicle weight more than 10,000 lb) (J). Public 
concern is growing that truck safety is quickly deteriorating. 
However, existing truck accident and travel data are inade­
quate to address this concern, support essential government 
planning functions, guide public and private policy decisions 
on truck operations, or guide actions to reduce accidents and 
losses. 

The annual numbers of truck accidents reported by NHTSA's 
National Accident Sampling System (2), the National Safety 
Council accident statistics (J), and the Office of Motor Car­
riers (OMC) accident data ( 4) are not in agreement. Esti­
mates of annual truck miles of travel reported by existing 
sources also vary greatly [e.g., FHWA's Highway Statistics 
(5), the Census Bureau's Truck Inventory and Use Survey (6), 
and the private National Truck Trip Information System (7)]. 
As a result, information is not available to reliably assess the 
magnitude and the trends of the safety performance of various 
truck types or to determine the extent to which truck safety 
may be improving or worsening (1). This has helped to fuel 
the controversy about truck safety. 

Recently, two major studies aimed at closing the truck safety 
information gap have been completed. They are the National 
Governors' Association (NGA) study on uniform truck ac­
cident reporting among states (8) and TRB's Special Report 
228: Data Requirements for Monitoring Truck Safety (1). The 
NGA study recommends uniform data elements and criteria 
for states to use in reporting accidents involving trucks or 
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buses. Special Report 228 recommends a plan for developing 
the National Monitoring System (NMS) that will assemble 
nationwide accident and travel data of medium and heavy 
trucks (those with gross vehicle weight ratings more than 10,000 
and 26,000 lb, respectively) on an ongoing basis. Recom­
mendations from the two studies are related and comple­
mentary in that implementation of the NGA recommenda­
tions would bring about uniform truck accident data among 
states. Uniform state accident data could then be combined 
into a single national truck accident data base, a major com­
ponent of the proposed NMS. 

Among the recommendations of Special Report 228 are a 
detailed data plan for developing the NMS, an implementa­
tion timetable, organizational arrangements, and cooperative 
efforts among federal and state governments and industry. 
To illustrate intended applications of the NMS, the TRB re­
port identifies benchmark questions that the NMS should, as 
a minimum, provide the data to address (Figure 1). The TRB 
report states that accurate information on trends of truck 
accident frequency, truck miles of travel, and rates (Bench­
mark Question 1) is particularly important because it is needed 
for guiding and evaluating policy decisions concerning truck 
operations. 

The TRB report, however, does not describe procedures 
for analyzing the accident and travel data to be available from 
the NMS. This paper provides this missing link. Its objectives 
are to describe truck accident and travel data that can be 
expected from the implementation of the NMS and to present 
procedures for estimating truck accident involvement rates 
and their statistical confidence limits on the basis of varia­
bilities inherent in the sampling of accidents and truck miles. 

SUMMARY OF NGA RECOMMENDATIONS ON 
UNIFORM TRUCK ACCIDENT REPORTING 
AMONG ST ATES 

The NGA study (8) recommends that states report all truck 
accidents that result in fatalities, serious injuries (in which the 
injured is taken from the scene), and property damage only 
(PDO) in which at least one of the vehicles involved is towed 
away because it is inoperable as a result of the accident. States 
may choose lower accident reporting thresholds as long as 
"towaway" accidents can be distinguished from other PDO 
accidents. The study also recommends that states include uni­
form data elements (9) in their accident report forms or sup­
plemental forms. 
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Question 1. What are the trends in numbers of truck accidents, amount of truck travel, and 
truck accident involvement rates per mile traveled, disaggregated by truck type, road 
class, region, and carrier type? 

Question 2 What are the relationships between truck accident involvement rates and driver 
age? 

Question 3. What are the kinds of crashes (e.g. overturn, jackknife, separation of units, 
collision with another vehicle) in which different types of trucks are likely to be 
involved, and what are the corresponding severity levels? 

Question 4. What are the trends in the numbers and severity of crashes involving trucks 
placarded for carrying hazardous cargoes, disaggregated by truck type, road class, 
regio~ carrier type, and driver age? 

Question 5. What are the possible underreporting and other biases of other truck accident 
and travel data programs, on the basis of comparisons of statistics between these 
programs and the proposed National Monitoring System? 

FIGURE 1 Benchmark questions defining the NMS (1). 

The NGA conducted a pilot test in five Midwestern states 
for 3 months in 1988 to determine whether police officers who 
report accidents might encounter major reporting problems. 
The pilot test does not indicate major reporting problems by 
police officers who participated in the test (9). 

OVERVIEW OF DATA EXPECTED FROM TRB­
PROPOSED NMS 

The proposed NMS calls for the development of two data 
modules: national truck accident data and national truck travel 
data. Data elements and their levels of details for these two 
modules are shown in Figures 2 through 4. Data from the 
NMS would eventually permit derivation of statistically reli­
able estimates of truck accident rates both nationwide and for 
individual states. However, it will take a number of years for 
all states to adopt uniform truck accident data reporting within 
their boundaries. Special Report 228, therefore, recommends 
that the NMS be implemented in two phases so that improved 

Vehicle 
o Vehicle configuration 
o Cargo body style 
o Vehicle identification number 
o Hazardous cargoes involvement: 

- Was hazardous cargo present in the lruck? 
- Hazardous cargo class 
- Was hazardous cargo released? 

Carrier 
o Carrier identification 

Driver 
o Driver identification 
o Driver age 

Accident 
o Accident events 
o Accident severity 

- Number of fatalities 
- Number of injured people, transported away 
- Number of vehicles towed away 

Roadway 
o Roadway functional class 
o Degree of urbanization (Rural or urban) 
o Trafficway (undivided or divided) 
o Access control 
o Road surface condition 

Environment 
o State 
o Weather 
o Time of day 
o Light condition (day or night) 
o Day of week 
o Month 
o Year 

FIGURE 2 Accident data elements 
required by the NMS (1). 

Vehicle 
o Vehicle configuration 
o Cargo body style 

Carrier 
o Carrier identification number 

Driver 
o Driver age 

Roadway 
o Roadway functional class 
o Degree of urbanization (rural or urban) 

Environment 
o State 
o Light condition (day or night) 
o Season 

FIGURE 3 Truck travel data 
elements required by the NMS 
(1). 
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national truck accident and travel data can become available 
immediately. 

Phase 1 Data 

The TRB report recommends that a national truck travel 
component and a short-term national truck accident com­
ponent be developed in Phase 1. 

Short-Term National Truck Accident Data 

While states are moving toward adopting the NGA uniform 
truck accident reporting recommendations, short-term na­
tional truck accident data could be developed immediately by 
augmenting data from the truck subset of NHTSA's Fatal 
Accident Reporting System (FARS) and General Estimates 
System (GES). The short-term national truck accident data, to 
be available on a quarterly basis, would include the following: 

• A census of the nation's fatal truck accidents, with a level 
of detail similar to that shown in Figure 2, would be available. 
Data from the truck subset of NHTSA's FARS would be 
augmented by adding carrier ID, cargo body style, and haz­
ardous cargo class. These additional variables will be obtained 
by matching the FARS cases to OMC accident (50-T) reports 
and by examining available state sources for the FARS cases 
with no matching 50-T reports. The short-term fatal truck 
accident data will permit derivation of statistically reliable 
estimates of fatal truck accidents at both the national and the 
state levels. 

• A sample of the nation's total truck accidents (fatal and 
nonfatal) with a level of detail similar to that shown in Figure 
2 would be available, possibly with up to 10,000 involvements 
per year. Data from the truck subset of the NHTSA's GES 
would be augmented by adding carrier ID, cargo body style, 
hazardous cargo presence and release, hazardous cargo class, 
and "towaway." The additional variables will be acquired by 
matching the GES cases with the OMC 50-T reports and 
examining available state sources for the GES cases that have 
no matching 50-T reports. Because the GES accident sample 
is designed for making national accident estimates, these short­
term total truck accident data will permit derivation of sta-
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Vehicle configuration 
Single unit truck (two-axle, six-tire) 
Single unit truck (three-or more axles) 
Truck/trailer 
Truck-tractor (bobtail) 
Tractor-semilrailer 
Tractor (double) 
Tractor (triple) 
Cannot classify 

Cargo body style 
Van 
Tanlc 
Flatbed 
Dump 
Concrete mixer 
Auto Transporter 
Garbage/refuse 
Other 

Was hazardous cargo present in the truck? 
Yes 
No 

Hazardous cargo class 
four~igit pJacard number or name 
one-digit placard number 

Was hazardous cargo released? 
Yes 
No 

Carrier identification 
U.S. Department of Transportation number 
Interstate CommerceCommission motor carrier number 
State number 
Other number 
None 

Driver age 

Accident severity 
Number of fatalities 
Number of injured people, transported away 
Number of vehicles towed away 

Accident events (in order of occurrence) 
Ran off road 
Jackknife 
Overturn 
Downhill runway 
Cargo loss or shift 
Fire 
Separation of units 
Collision with pedestrian 
Collision with motor vehicle 
Collision with parked vehicle 
Collision with train 
Collision with pedalcycle 
Collision with animal 
Collision with fixed object 
Collision with other object 
Other 
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Roadway functional class (source: states) 
Interstate 
Other principal arterial 
Major arterial 
Major collector 
Minor collector 
Local road or street 

Degree of urbanization (source: states) 
Rural 
Urban 

Trafficway 
Undivided two way 
Divided, without traffic barriers 
Divided, with traffic barriers 
One way 

Access control 
Unlimited access 
Full control 
Other 

Road surface condition 
Dry 
Wet 
Snow 
Ice 
Sand, mud, dirt, oil 
Other 
Unknown 

State 

Weather 
No adverse conditions 
Rain 
Sleet or hail 
Snow 
Fog 
Blowing sand, soil, dirt, or snow 
Severe crosswind 
Other 
Unknown 

Time of day 

Light conditions 
Daylight 
Dark (not lighted) 
Dark (lighted) 
Dawn 
Dusk 
Unknown 

Day of week 

Month 

Year 

FIGURE 4 Levels of detail of the NMS data elements (1). 

tistically reliable national estimates of total truck accidents, 
but not estimates for individual states. 

National Truck Travel Data 

National truck travel data with a level of detail similar to that 
shown in Figure 3 can be assembled immediately in Phase 1 
for use in deriving national and state estimates. National truck 
travel data would be assembled from truck classification­
travel data that individual states are collecting for FHWA's 
Highway Performance Monitoring System (HPMS) on the 
basis of probability samples of HPMS road sections. The TRB 
report recommends that states follow guidelines published in 
FHWA's Traffic Monitoring Guide (10) in collecting truck 
classification-travel data. The state data, however, would not 
have information on cargo body style, carrier type , or driver 
age. These three variables will be obtained from the fraction 
of the state Motor Carrier Safety Assistance Program's 
(MCSAP's) truck safety inspections that is based on random 
selections of trucks . 

Phase 2 Data 

After states adopt the NGA uniform truck accident reporting 
recommendations, a long-term national truck accident data 
base will be developed to replace the short-term accident data . 
Uniform truck accident data from individual states will be 
combined into a national truck accident data base. The long­
term accident data will have a level of detail as shown in 
Figure 2 and will permit derivation of statistically reliable 
accident estimates nationwide and for individual states. 

National truck travel data developed in Phase 1 will also 
be applicable in Phase 2. 

Quality of the NMS Data 

Special Report 228 emphasizes that the NMS accident and 
travel data must have known quality and limitations that can 
be accounted for in the analysis of truck accident involvement 
rates. 
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GENERALIZED FORMULAS FOR ESTIMATING 
ACCIDENT RATES AND CONFIDENCE LIMITS 

Accident involvement rates per mile of travel are the most 
commonly accepted measure for comparing safety perfor­
mance of various truck types or operating conditions. Truck 
travel data of the NMS will be derived from truck counts on 
samples of road sections conducted independently by states. 
Estimates of truck miles of travel within individual states will 
have random variations due to the sampling. Random vari­
ations due to sampling will also exist in national estimates of 
truck accidents that are obtained from the short-term total 
truck accident data of Phase 1, because these data will be 
derived from the truck subset of GES (a probability sample 
of the nation's police-reported accidents). Truck accident in­
volvement rates derived from the sampled accident and travel 
data will inherit these sampling variabilities, which must be 
accounted for in order to correctly interpret trends of accident 
involvement rates. This can be accomplished by estimating 
statistical confidence intervals (Cis) of accident involvement 
rates. Formulas to do this are presented below for the fol­
lowing two cases: 

• Both accident and travel data come from probability sam­
ples; the source of random variations to be accounted for in 
estimating confidence limits is that due to the sampling of 
accidents and truck miles. 

• Truck travel data come from probability samples, whereas 
the accident data come from the census of reported truck 
accidents. The source of random variations to be accounted 
for in estimating confidence limits is that due to the sampling 
of truck miles; there is no random variations due to sampling 
for the census of accidents. 

The following formulas are derived for accident involve­
ment rates per mile of travel, disaggregated by two variables. 
Disaggregation involving any other number of variables fol­
lows the same procedure. 

Case A: Both Accident and Travel Data Come from 
Probability Samples 

Let i and j denote the ith truck type and the jth road class; 
YiJ and Xj1 denote the number of accidents and truck miles, 
respectively, for the ith truck type on the jth road class; and 
Rj1 denote the accident involvement rate per mile of travel 
for the ith truck type on the jth road class. 

Kish (11) derived a theoretical value of the sampling vari­
ance of RiJ• Var(Rj1), as shown in Equation 1. All parameters 
in Equation 1 are expected values (i.e., theoretical values). 

Var(Rj) = E[Rj1 - E(RjJ]2 

1 
= xz [Var( YiJ) + RtVar(Xj1) 

•J 

(1) 

An unbiased estimate of the sampling variance of RiJ can 
be obtained by substituting sample values throughout Equa­
tion 1 to yield Equation 2. 
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For Equation 2 and all the formulas that follow, the pa­
rameters shown are sample values (i.e., unbiased estimates 
of the expected values shown in Equation 1). The same sym­
bols are used in Equation 1 and in all the other equations to 
eliminate the need for two different sets of symbols-one 
denoting the theoretical values and the other unbiased sample 
values. In this way, the volume of notations may be reduced 
significantly. 

(2) 

where 

var(Xj1) = an unbiased estimate of the sampling 
variance of truck-miles, Var( Xii); 

var( Yj1) = an unbiased estimate of the sampling 
variance of the number of accidents, 
Var(YiJ); and 

cov( Yj1, XjJ an unbiased estimate of sampling covari­
ance of accidents and truck miles, Var( Yj1, 

xj1)· 

For truck accident and travel data that are independently 
collected from different sample designs and sample units, 
cov( Yj1, XjJ does not exist. Therefore, an unbiased estimate 
of the sampling variance of Rj1 becomes 

(3) 

The (1 - O'.) percent CI of RiJ is expressed as 

(4) 

where O'. is the Type I error and c is a two-sided normal variate 
corresponding to O'.. 

Substituting Equation 3 into Equation 4 yields a generalized 
formula for CI of accident involvement rate for the ith truck 
type on the jth road class, as follows: 

Case B: Accident Data Come from a Census and 
Travel Data Come from a Sample 

(5) 

For the census of accident involvements, variability due to 
sampling does not exist. Therefore var( YiJ) = 0, and the 
generalized CI formula of Equation 5 becomes 

or 

(6) 
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PROCEDURES FOR CALCULATING Cls OF 
INVOLVEMENT RATES USING NMS DATA 

Accident involvement rates per mile of travel by truck type, 
road class, carrier type, and so on can be calculated from 
future NMS data. Random variations in accident involvement 
rates due to sampling variabilities of truck miles and accidents 
can be quantified by estimating statistical confidence intervals 
of these rates. Because truck accident data in Phases 1 and 2 
of the NMS are expected to be different, different procedures 
for estimating Cls of accident involvement rates are suggested 
for the two phases, as follows . The notation is first introduced. 
For ease of illustration, the CI procedures are based on truck 
accident involvement rates dissaggregated by two variables, 
truck type and road class. Other levels of disaggregation in­
volving any number of variables follow the same procedure. 

Notation Meaning 

subscript denoting the ith truck type 
j subscript denoting the jth road class 
k subscript denoting the kth state 
y unbiased estimate of accident involvement within state 
x unbiased estimate of truck miles within state 
r unbiased estimate of accident involvement rate for the state 
Y unbiased national estimate of accident involvement 
X unbiased national estimate of truck miles 
R unbiased estimate of national accident involvement rate 

Confidence Interval Procedure for Phase 1 Data 

The NMS accident data in Phase 1 would consist of two short­
term components: the census of nationwide fatal truck acci­
dent involvements and a sample of up to 10,000 nationwide 
total (btal plus nonfatal) truck accident involvements. 

Truck-mile estimates by state would be available from the 
classification counts that individual states carry out on samples 
of HPMS road sections. Procedures for calculating Cls for 
fatal and nonfatal involvement rates are as follows. 

CI of Fatal Involvement Rates Nationwide and 
by State 

The annual number of fatal truck involvements nationwide, 
Y1i, would be known without sampling variance, because it is 
the census of fatal accident involvements. Estimates of truck 
miles of travel by state (x1ik) and their sampling variances 
[var(x1ik)] would also be known from individual states' 
samples. 

An unbiased estimate of the national fatal involvement rate 
for the ith truck type on the jth road class, R1i, is obtained as 

y Y,. 
R.. = .::....!l. = ___:__!L_ 

IJ x "" • ij L.J .x ljk 
k 

From Equation 6, 

States independently derive estimates of truck miles from 
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samples of road segments, and then these estimates are com­
bined to yield a national estimate. Therefore 

(7) 

An unbiased estimate of the fatal involvement rate for the 
ith truck type on the jth road class in the kth state, r;ik• is 

From Equation 6, 

(8) 

CI of Nonfatal Involvement Rates Nationwide 

In Phase 1, only estimates of the national number of nonfatal 
accident involvements would be available from the NMS. Es­
tima.tes of nonfatal accident involvements by state would not 
be statistically reliable. Therefore, only nationwide nonfatal 
truck involvement rates can be reliably estimated , not rates 
by state. 

An estimate of the annual nationwide number of nonfatal 
involvements for the ith truck type on the jth road class (Y1) 

as well as its sampling variance, var(Y1), would be known. 
Estimates of truck miles of travel for individual states (x;ik) 
and their sampling variances [var(x;ik)] would also be known 
from individual states' samples, which are independent of one 
another. These states' estimates of truck miles can be com­
bined to yield a national estimate of truck miles . 

An unbiased estimate of the national nonfatal involvement 
rate for the ith truck type on the jth road class is as follows: 

From Equation 5, 

\/var(Y) + R2
. var(X) 

CI (R ) - R IJ I/ IJ 
ij - ij ± c x .. 

IJ 

Substituting X 1i L xiik yields 
k 

var(Y,) + R~ L var(x;ik) 
k 

R1i ± c -----~----­l: X;jk 
k 

Confidence Interval Procedure for Phase 2 Data 

(9) 

Recall that in Phase 2, the census of fatal and nonfatal accident 
involvements would be available nationwide and by state. 
Estimates of truck miles by state identical to those of Phase 
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1 would continue to be available in Phase 2. Because fatal 
and nonfatal accident data of Phase 2 would be derived from 
the same source, the same CI procedures apply for fatal and 
nonfatal accident involvement rates. 

The numbers of accidents for individual states, Yiik• would 
be known without any sampling variances. Estimates of truck 
miles of travel for individual states (x,ik) and their sampling 
variances [ var(x,ik)] would be known from individual states' 
samples, which are independent of one another. 

A national estimate of involvement rate for the ith truck 
type on the jth road class is expressed as 

From Equation 6, 

CI (R,) = ~ [ X;i ± c V var(X1; ) J 

Substituting xii = L xijk yields 
k 

(10) 

The estimate of involvement rates for the ith truck type on 
the jth road class in the kth state is expressed as 

From Equation 6, 

(11) 
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CONCLUSION 

Once the NMS is implemented, improved national truck ac­
cident and travel data will be available for the analysis of 
truck accident involvement rates by various levels of disag­
gregation. Reliable truck safety information will be available 
to support public and private policy decisions concerning truck 
safety and operations. In particular, various important trends 
of truck accident involvement rates could be more accurately 
measured , and random variations of these rates due to sam­
pling variabilities inherent in the accident and travel data 
could be assessed. This would represent significant improve­
ment over truck safety statistics available from existing data 
programs. 
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Accident Rates of Multiunit Combination 
Vehicles Derived from Large-Scale 
Data Bases 

ROGER D. MINGO' JOY R. ESTERLITZ, AND BRET L. MINGO 

The operating characteristics of multitrailer vehicles could be 
expected to make them more dangerous than other vehicles, but 
previous accident involvement studie have produced mixed re­
sults, with no consistently strong indications of greater ha7.ard. 
A review of these studies, however, indicates sufficiently severe 
limitations in their ample sizes and data reliability to readily 
explain th.e great degree of scalier in their finding . The size and 
reliability issue of previou studies are overcome by using large 
national data sources to calculate overall involvement rates of 
various vehicle configurations. No suitable sources of nonfatal 
accident or disaggregate travel information were located. U e 
of national data rather than state and highway-type-specific data 
obscures the safety effects of differences in vehicle operations 
but at least allows an overall comparison of fatal accident in­
volvement rates. Because current multitrailers are concentrated 
more than single trailers on the safest highway , rural Interstates, 
multitrailers appear in this study to be safer ihan they would iJ 
differences in operations were considered. TI1e most reliable ource 
of fatal accident and travel data indicate that multitraiJers, single 
trailers, and single-unit trucks have fatal accident involvement 
rates of 9.96, 6.01 , and 3.00 per 100 million mi traveled, re pec­
tively. The ratio of fatal accident involvement rates for multi­
trailers to ingle trailers i 1.66. Tbe multitrailer to ingle-unit 
truck ratio is 3.32. Mo t previous studies have indicated doubles 
or mulritrailer fatal accident rates to be higher than ingies, but 
with less difference. The higher ratios here can be attributed in 
part to larger and more reliable data sources than have been used 
in the past. 

As trucks have grown in size and prevalence in recent years, 
the safety of heavy truck has become an increa ingly im­
portantpublic policy issue. The driving pub[ic overwhelmingly 
considers large trucks, especially doubles and triples, to be 
unsafe. Public fears of such vehicles have been widely ex­
pressed through opinion surveys as well as letters to the press 
and elected representatives. Because large multiunit trucks 
are less stable, more subject to environmental forces, more 
difficult to stop safely, and more difficult to keep on a desired 
path than other vehicles, such fears appear to be intuitively 
justified. 

Despite the common en e expectation of the greater danger 
of large multiunit trucks, studies of accident and fatality in­
volvement rates of large multiunit vehicles have produced 
mixed results. Most such studies have been hampered by data 
availability and reliability. Most have been based on small 

R. D. Mingo and B. L. Mingo, R. D. Mingo and Associates, 2233 
Wisconsin Avenue, N.W. , Suite 542, Washington, D.C. 20007. J. R. 
Esterlitz, The Emmes Corporation, 11325 Seven Locks Road, Suite 
214, Potomac, Md. 20854. 

sample sizes. Many have compared accident rates of vehicles 
in general use with accident rates of a small number of vehicles 
operating in special environments or under pecial conditions. 
Together, the unreliable data , small samples, and great dif­
ferences in how various vehicles are used could be expected 
to produce a great deal of scatter in estimates of accident 
involvement rates, as appears to be the case. 

The objective of this study was to identify and analyze the 
most valid large-scale sets of national accident and travel data 
available and to use these data sets to derive the best possible 
estimates of accident or fatality involvement rates of multiunit 
and other truck configurations. A lack of sufficient data pre­
vented the desirable disaggregate comparison of relative ac­
cident rates on different highway facility types in different 
regions of the country. Although the aggregate compari on 
pre ented obscures the difference in operations of multiunit 
and other vehicles the approach used overcomes previously 
prevalent sample size deficiencies. 

REVIEW OF PREVIOUS STUDIES 

Operating Characteristic Studies 

Two recent reports to Congress by FHW A discussed safety 
issues associated with large multiunit combination vehicles. 
The Feasibility of a Nationwide Network for Longer Combi­
nation Vehicles (1) in June 1985 reported large multitrailer 
vehicles to be much worse than current large one-trailer ve­
hicles at accelerating to and maintaining highway speeds. Tri­
ples and Rocky Mountain doubles were also reported to be 
much less stable- more likely to jackknife, overturn, and 
wander from a straight path while traveling on a straight high­
way. All of these larger combinations were found to be more 
prone to unsafe braking as a result of poor brake adjustment. 
The study concluded that despite th afe records of such 
vehicles in their specially permitted operations, there was not 
enough evidence to indicate that these difficulties could be 
overcome sufficiently to allow them to be safely operated in 
general use. 

The other FHW A study, Longer Combination Vehicle Op­
erations in Western States (2), reaffirmed the findings of the 
earlier study. In addition, a high percentage of drivers who 
operated triples during tests in Utah and Colorado were re­
ported to have pointed to the triples' sway and other char­
acteristics as factors making them less safe than more con­
ventional trucks. Several drivers who wrote to the docket for 
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public comment set up as part of the study said that triples 
are unsafe vehicles with poor handling characteristics, partic­
ularly in poor weather. 

According to a recent study by the University of Michigan's 
Transportation Research Institute (3), length, weight, and 
number of trailers all have significant influences on such ve­
hicle characteristics as low- and high-speed offtracking, ability 
to brake in a straight line, rollover, handling during turns, 
and rearward amplification (the tendency of following trailers 
to deviate from a straight line when very small steering ad­
justments are made). The study found that the higher gross 
weight of larger multitrailer trucks causes a loss in turning 
ability at higher speeds, increasing the likelihood of sideswipe 
accidents. Higher weight also increases the tendency for a 
vehicle to roll over during turning maneuvers. Although higher 
gross weight decreases the tendency of an individual axle to 
lock up during braking, as long as there is relatively uniform 
trailer loading, a much more reliable way to lessen wheel 
lockup would be to install antilock brakes. 

Increasing the number of trailers even without increasing 
the gross weight of a vehicle was found to greatly magnify 
rearward amplification and decrease the braking efficiency of 
a vehicle (3). 

Accident Rate Studies 

Numerous studies of multiunit combination vehicle accident 
rates have been performed in the past 10 years. All suffer 
from some degree of data reliability problems. In 1986, TRB 
published a special report ( 4) that in large part confirmed our 
assessment of the degree of data unreliability in such studies. 
The report contains a discussion of accident involvement and 
severity rates and reviews 14 studies reporting relative acci­
dent rates for twins and tractor-semitrailers. Five of the 14 
studies were found by TRB to be most nearly free from ob­
vious methodological flaws, although they still had limitations 
concerning the accuracy or representativeness of the data. 

In a 1981 study, Chira-Chavala and O'Day (5) found ac­
cident involvement rates for twin-trailer and single-trailer 
combinations to be nearly identical. The accident data for this 
study were taken from accidents reported to FHW A for 1977 
(the MCS-50T data base described in the next section), and 
the exposure estimates were based on the 1977 Truck Inven­
tory and Use Survey (TIUS). This is one of the few previous 
studies to have used sufficient quantities of accident data to 
overcome the small-sample-size criticism. However, MCS-
50T data are severely limited in their ability to provide reliably 
representative accident information. The SOT reports cover 
only interstate motor carriers who report their accidents. Studies 
completed since 1981 have indicated that only 30 to 60 percent 
of accidents that should be reported are reported. There is 
evidence of widely varying bias depending on geographic re­
gion, size of motor carrier, and other factors. The potential 
wide variations in reporting rates between singles and multis 
negate the accuracy of the findings. Even if there were iden­
tical reporting rates between singles and multis, however, the 
differences between the configurations in ratios of interstate 
to intrastate carriers would introduce another level of uncer­
tainty (5). 

Glennon in 1981 (6) found twin-trailer vehicles to be in­
volved in accidents only 6 percent more frequently per mile 
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traveled than single-trailer vehicles. The study has been faulted 
in legal proceedings concerning twin-trailer trucks because 
the procedure used to select matched pairs unnecessarily ex­
cluded some of the available semitrailer travel and accident 
data. The study apparently failed to attain the minimum pos­
sible statistical uncertainty in its estimates because of the small 
amount of data available, but the procedure did not neces­
sarily bias the comparisons either for or against twins. The 
use of entirely self-reported data raises many questions as to 
potential bias, as does the use of a single motor carrier. 

In a 1978 study in California, Yoo, Reiss, and McGee (7) 
found twin-trailer vehicles to have close to the same injury 
and fatal accident rates as single-trailer vehicles. The accident 
data were derived from 1974 State Highway Patrol reports . 
Exposure estimates were based on the relative proportions of 
singles and twins in limilt:d obst:rvalions at 15 counting sta­
tions. The traffic counts were far too few to properly account 
for the high degree of temporal and locational variation in 
travel, rendering the accident rate estimates highly uncertain. 
The possible differences in the predominant operational en­
vironments for the two truck configurations were also not 
investigated, although the extensive use of twins in California 
may make such differences insignificant. 

In 1983 FHWA found fatal accident involvement rates of 
double-trailer vehicles to be 20 percent higher than involve­
ment rates of single-trailer vehicles (8). Injury accident in­
volvement rates were only 9 percent higher for twins. The 
data were collected from 12 motor carriers that reported miles 
of travel and accident data for a 12-year period. Because none 
of the data were closely scrutinized, there could have been 
bias in the self-reported data. In addition, because both dou­
ble usage and overall accident rates changed during the 
12-year period, bias is likely to be inherent in such a long 
time period. Finally, there are likely to be regional and 
operating-characteristics biases because of the areas and high­
way systems on which twins operate. 

Graf and Archuleta in 1985 found doubles to be involved 
in accidents 12 percent more often than singles on rural high­
ways and 21 percent less often on urban highways (9). Doubles 
were found to have a 23 percent greater chance of being 
involved in fatal accidents than are singles. Both travel and 
accident data were for 18 highway segments. In this sense, 
the sample design was good, because it limited comparison 
between twins and singles to similar operating environments. 
Unfortunately, the sample sizes were far too small to make 
significant conclusions. In addition, travel data were collected 
at only one location and during one time period for each 
highway segment, even though some of the segments had 
multiple entries and exits. All segments could have had dif­
ferential growth in doubles and singles traffic, making the 
actual involvement rates uncertain. 

It can be seen, then, that none of the five studies given 
qualified endorsements by TRB provides conclusive accident 
rates. Each has serious flaws . Since the 1986 TRB study, there 
have been three other safety studies worth reviewing here. 

Jovanis et al. (JO) used travel and accident data supplied 
by several large LTL motor carriers to conclude that doubles 
were safer than singles. Using paired comparisons, doubles 
were shown to have significantly lower accident rates in 1983 
and 1985 and significantly higher rates in 1984. Because data 
from only a few motor carriers and from highways having 
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both doubles and singles operations were considered, the au­
thors claimed to have controlled for roadway, traffic, and 
environmental variables. 

The authors used data supplied by trucking companies with 
well-established safety programs that were known to make a 
good-faith effort to comply with federal safety laws. This raises 
many issues concerning the degree to which the results can 
be generalized to other companies. Also, the atypical oper­
ations among some of the partidpating companies (using fixed­
location team drivers, for example) would cause bias if these 
atypical companies used doubles more or less frequently than 
other participating companies. Finally, the small sample sizes 
by themselves render any conclusions questionable and ex­
plain the major differences from year to year in relative safety 
of the configurations. 

An FHWA study (11) consists of a voluntary reporting 
program in which several states collect travel data for selected 
portions of their highway systems and report corresponding 
accident involvements. During 1988, four states reported some 
data on the rural Interstate system, although during the period 
from 1983to1988 a total of 13 states reported data for between 
6 months and 6 years. An unweighted average for all reporting 
states over the entire time period indicates that doubles have 
a 10 percent lower fatal accident involvement rate than singles 
on the rural Interstate system, a 20 percent higher rate on 
other rural principal arterials, and more or less random vari­
ation on the other systems, all of which have few reported 
data. 

Although state-reported data covering all motor carriers 
are inherently less biased than data reported by only a few 
motor carriers, there are three problems with this study. First, 
sample sizes are far too small, are not designed to represent 
the national highway system, and vary greatly from year to 
year depending on the whim of each participating state . Sec­
ond, severe limitations on state-reported accident and travel 
data, discussed in the following section, create substantial 
uncertainty in results derived from these sources. Finally, 
FHWA makes no attempt to analyze, adjust, evaluate, or 
make consistent the data submitted by each volunteer state. 

In 1988 Campbell et al. (12) used data from the 1980 to 
1984 Trucks Involved in Fatal Accidents (TIFA) data base 
and the 1985 National Truck Trip Information Survey from 
the University of Michigan. They found double-trailer fatal 
accident involvements to be 7 percent less than single-trailer 
fatal involvement rates. When adjustment for travel patterns 
is made by accounting for road type and time of day, however, 
doubles have 10 percent higher fatal involvement rates . This 
adjustment provides an interesting finding, but the small sam­
ple size used to estimate travel data (only 5,000 trucks of all 
types) makes validity of the results questionable. The biggest 
problem with the study, however, is that the use of accident 
data from one time period and travel data from another ne­
gates the validity of the results if there is differential growth 
among vehicle classes-a prospect that appears highly likely, 
because doubles were rapidly expanding during this time pe­
riod. If doubles usage did grow faster than singles, a relative 
downward adjustment in prior-year travel estimates for dou­
bles should be made, resulting in a relative increase in their 
accident rate. 

In 1988 Jones and Stein (13) used case-control data gathered 
from Interstate highways in Washington State from 1984 to 
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1986. They found doubles to have 2.5 to 3 times the accident 
involvement rate of singles. The study has subsequently been 
criticized because sample traffic counts taken by the state 
produced estimates of the proportion of singles and doubles 
travel that did not agree with the implicit proportional esti­
mates derived from the case-control study. Our assessment is 
that neither travel study used sufficient quantities of data to 
prove or refute the other travel estimate and that widely vary­
ing estimates of accident rates are to be expected when such 
small samples are used. 

STUDY METHOD 

Calculation of an accident or fatality involvement rate re­
quires accurate counts of the number of accidents or fatalities 
as well as the miles traveled for each category of vehicle for 
which rates are desired. The available sources of each type 
of information were considered in this study, and the best 
ones were used. As most previous studies have found, there 
are severe limitations in current data related to both accidents 
and miles traveled by vehicle category. The most recent study 
to reaffirm this lack of adequate data was TRB's Special Re­
port 228: Data Requirements for Monitoring Truck Safety (14). 
Thus, an important first step in the study was to consider and 
select the best available accident and travel data. 

Choice of Accident Data Sources 

Most states have established uniform accident reporting forms 
for use throughout their state, but wide variations exist among 
states. Only 22 states have any vehicle classification scheme 
on their accident reporting form, and only 10 of these states 
distinguish between doubles and other combination vehicles . 
Nine states have a blank space in which to enter vehicle type, 
with no guidance as to what classification scheme to use. The 
other 20 do not mention vehicle type on the form but rely on 
the narrative description of the accident to supply a vehicle 
description. The inconsistencies and gaps resulting from these 
varying reporting methods and classification schemes make it 
difficult to aggregate accident data on the national or multi­
state level. 

One alternative to using state accident data is to use acci­
dent data reported by motor carriers. This alternative was 
discarded for three reasons: (a) even several years of data 
reporting by dozens of volunteer motor carriers could not 
produce sufficient data to produce statistically reliable results; 
( b) comparisons would not be valid because of wide variations 
in types of operations by various carriers, who would pre­
sumably use doubles in varying proportions; and (c) self­
reported data are prone to inadvertent or intentional bias. 

Because neither state nor self-reported data bases were 
deemed adequate, the use of federal data bases was thor­
oughly explored. The alternatives are (a) the MCS-50T data 
base of accident reports filed by interstate motor carriers for 
accidents involving an injury, fatality, or more than $4,400 
worth of property damage (26,000 such reports were received 
in 1987); (b) the Fatal Accident Reporting System (FARS) 
data base consisting of all fatal highway accidents ( 42,000 in 
1988); (c) the National Accident Sampling System (NASS) 
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consisting of accidents occurring at SO sites nationwide (about 
12,000 accidents per year); and (d) the TIFA program, which 
is not strictly a federal system but attempts to combine data 
from the SOT and FARS systems, supplemented by additional 
information. 

The SOT data base covers only 30 to 60 percent of interstate 
truck accidents and a smaller portion of overall truck acci­
dents . Because there is demonstrable reporting bias by carrier 
size, carrier type, and accident severity, the data base cannot 
be used to develop estimates of relative accident rates, the 
primary objective of this study, even though it could be used 
for numerous other related investigations. The NASS system 
has far too few heavy truck accidents to provide a statistically 
meaningful comparison of accident characteristics by config­
uration. It was not found to be useful for this study. 

Both FARS and TIFA were chosen for use in this study. 
FARS includes a reasonably complete set of fatal highway 
accidents and much better configuration information than is 
available from the police accident reports , but still includes 
uncertainty as to whether some of the involved vehicles are 
multitrailer or single-trailer combinations. TIFA successfully 
matches only about one-third of the reported heavy truck fatal 
accidents with SOT accidents and is several years behind, but 
the matching process and follow-up interviews give it the best 
available configuration information. 

Choice of Travel Data 

Limitations in the current knowledge of vehicle miles of travel 
(VMT) are comparable with the severe limitations of accident 
data compilations, in which only fatal accidents are compre­
hensively compiled at the national level. Direct collection of 
VMT by the federal government is limited to the Bureau of 
the Census's TIUS, which surveys more than 100,000 owners 
of heavy vehicles at S-year intervals. The 1987 national survey 
results were published and the data tape was made available 
in September 1990. 

TIUS provides an excellent source of national travel data, 
with the best available vehicle configuration information and 
the largest, best-designed sample. One problem, however, is 
that travel is not reported by state or highway type . Another 
is that the survey covers only power units. Although tractors 
may operate at different times with varying numbers and types 
of trailers, most operate consistently with the same number 
of trailers. It is estimated that approximately as many miles 
are traveled by normally doubles tractors with single trailers 
as are traveled by normally singles tractors with two or more 
trailers. 

The major source of national travel data besides TIUS is 
FHW A's collection of state-compiled travel data, reported 
under the Highway Performance Monitoring System (HPMS). 
One of the HPMS forms required by FHW A asks each state 
for estimates of VMT for each class of highway, as well as 
the percentage breakdowns of this travel into each of 13 ve­
hicle classes. Although the classes are not sufficient to distin­
guish triples or larger doubles from other multitrailer com­
binations, it is possible to derive overall estimates of multitrailer 
miles traveled. All states but Oklahoma submit these esti­
mates regularly, most of them annually, but a few biannually. 

This set of data represents the best source of information 
from which to estimate travel in each state. Some limitations 
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of the data are discussed later, but these limitations can be 
reasonably overcome by following FHWA's adjustment pro­
cedures and by carefully considering what types of configu­
rations are included in each travel category. 

Derivation of Vehicle Travel Estimates 

As discussed, FARS collects information for each fatal high­
way accident from police accident reports supplemented by 
additional investigation by NHTSA-funded state employees. 
TIF A matches SOT and FARS data and contacts operators of 
involved vehicles. These are by a large margin the most usable 
and accurate large-scale accident data sets for use in deter­
mining the overall safety rates of various vehicle configura­
tions. The FHWA-adjusted state-reported travel data and 
TIUS travel data are the best available sources of exposure 
information. This section of the report describes the use of 
these four sources to develop comparative fatality involve­
ment rates . The latest available FARS data (1988) and the 
latest available TIFA data (1986) were used in this compari­
son, along with the 1986 HPMS and the 1987 TIUS travel 
data. 

The first step in the analysis was to assess the validity of 
the HPMS state-reported travel data. Each state and the Dis­
trict of Columbia were asked more detailed information about 
how the estimates were derived, and 31 states responded. In 
addition, FHWA staff were asked numerous questions about 
how they assessed and adjusted the data. On the basis of the 
responses received , we concluded that the travel data col­
lected by the states cannot be used in raw form, but must be 
adjusted to compensate for the sampling methodology used. 

To begin with, states appear to substantially overreport 
combination truck travel. Thirty of the 31 states responding 
to the survey classify trucks only on weekdays and make no 
attempt to correct for the substantially lower truck percent­
ages on weekends. FHWA attempts to adjust for this effect 
in some of these states by using the results of a week-long 
1982 classification study in five states. The resulting adjust­
ment results in only a slight reduction in combination truck 
travel rates . FHWA also adjusts overall VMT up or down for 
each highway type in each state to match its careful evaluation 
and calibration of statewide travel, while leaving truck per­
centages the same. This has a further effect on aggregate truck 
VMT, because percentage travel by trucks varies by highway 
system and state. 

No attempt is made by FHW A to adjust for multi trailer 
travel estimates independently of single-trailer travel esti­
mates because neither the 1982 classification study nor any 
other study provides any data with which to make this separate 
adjustment. 

Besides the day-of-week errors, another potential source 
of error is in the classification methodology itself. Most states 
use a combination of manual and automatic vehicle counting 
and classification. Manual counting is subject to human error, 
in which "odd" vehicle classes (such as multitrailer vehicles) 
are subject to greater percentages of misclassification than 
the more common classes, but there is not necessarily sys­
tematic bias. Automatic classification, however, is subject to 
substantial systematic bias. Closely spaced vehicles are com­
monly counted as multitrailer vehicles. There is little calibra-
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tion between manual and automatic methods of classification, 
and what there is usually looks at overall error rates, rather 
than error rates for individual classes. Thus an overall error 
rate of, say, 1 percent appears good. However, if much of 
this error is concentrated in doubles classes, which in all states 
make up less than 1 percent of total travel, the error rate 
could be substantial. Several states have suggested that the 
classification procedures commonly used result in systematic 
overestimation of doubles VMT. 

There are no specific data on how much to adjust multi­
trailer counts to overcome the probable bias resulting from 
current classification procedures. Because we could not adjust 
the state-reported proportions, it is likely that our estimates 
of doubles travel are too high in many states. This results in 
a lower estimated accident rate for doubles than actually oc­
curs. As described later, this hypothesized systematic over­
counting of doubles is borne out by the TIUS travel figures. 
Future improved vehicle classification counts are thus likely 
to raise estimates of multiunit combination vehicle accident 
rates derived from count data. 

Instead of attempting to derive independent estimates of 
large truck overcounting, we adjusted state-reported data to 
match FHW A-published figures. FHW A figures are based on 
what we believe to be partial compensation for some of the 
systematic sources of bias mentioned earlier. The state­
reported proportions of travel for each vehicle configuration 
were applied to the travel in each functional class in each state 
as published in Table VM-1 of the 1986 and 1988 Highway 
Statistics reports (15). This process revealed an obvious prob­
lem for New Mexico's 1988 data, which was related to the 
implementation of new equipment and procedures. The prob­
lem was sidestepped by obtaining advance estimates of New 
Mexico's 1989 data and replacing its 1988 estimates with an 
average of 1987 and 1989 estimates (16) . 

The next step involved matching national control totals for 
vehicle group travel. Although FHW A does not publish 
breakdowns of travel by state and vehicle group, Table VM-
2 in Highway Statistics contains estimates of travel by highway 
type and vehicle group that are derived by adjusting the state­
reported figures to compensate for their sampling procedures 
(as discussed earlier). Each group of vehicles was propor­
tionally adjusted to simultaneously match both the state high­
way class and the national vehicle type totals. This process 
maintained the same overall proportion of multitrailer to 
single-trailer combination travel as reported by each state for 
each functional highway class (this breakdown is not published 
by FHWA but can be purchased in spreadsheet form). 

Table 1 gives the adjusted 1988 VMT by state for four 
categories of vehicles: passenger vehicles (including auto­
mobiles, motorcycles, buses, and light trucks and vans), 
single-unit trucks (six tires and larger), single-trailer combi­
nation vehicles, and multitrailer combination vehicles. The 
national travel by multitrailers is less than 0.3 percent of all 
highway travel. Only New Mexico and Wyoming show esti­
mates of multitrailer travel above 1 percent of total highway 
traffic. 

Considering the assumptions necessary for use of FHW A 
data, use of TIUS data is easier. In addition, the better con­
figuration information allows a better match with accident 
data, as will be seen later. Several adjustments or refinements, 
however, are necessary and desirable. 
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The first adjustment concerns year of travel. The 1987 TIUS 
was actually conducted in early 1988 and asked each of 104,606 
truck operators how many miles they traveled during calendar 
year 1987. To match the resulting 1987 travel estimates with 
the 1986 TIFA and the 1988 FARS, we adjusted the survey 
mileage up or down to match the average annual growth rates 
by vehicle configuration shown between 1982 and 1987. Table 
2 gives the published estimates of miles traveled from the 
1982 and 1987 TIUS reports for several vehicle configurations, 
the average growth rates, and the resulting projections of 1987 
traffic to 1986 and 1988 (17). The 1982 TIUS did not distin­
guish between full and partial trailers on trucks, so a single 
growth rate was derived for and applied to the 1987 truck­
trailer miles. 

These unadjusted TIUS estimates are used for one set of 
accident and fatality rate calculations described later. It is also 
desirable, however, to adjust for three other phenomena: the 
overrepresentation of low-mileage vehicles in TIUS, the in­
clusion of off-road mileage, and the absence of government­
owned vehicles. Using the Census-supplied computer data 
tapes, it is possible to compensate for the first two factors. 

A number of TIUS respondents reported very low annual 
mileage. One common hypothesis is that many of these re­
spondents answered in hundreds or thousands of miles rather 
than actual miles traveled. This would result in underestimates 
of travel for each truck type. One could compensate for these 
possible poor responses by replacing all mileage estimates 
below a certain level with the average miles traveled for each 
particular truck type . The upward adjustments in travel re­
sulting from applying a lower threshold of 2,200 mi per year 
would be 16.06 percent for single-unit trucks, 10.47 percent 
for truck-trailers, 5.74 percent for single-trailer combinations, 
and 0.89 percent for multitrailer combinations. 

Each TIUS respondent also reports the percentage of off­
road miles traveled. Removal of off-road miles reduces travel 
of single units by 6.19 percent, truck-trailers by 4.24 percent, 
single trailers by 1.26 percent , and multitrailers by 0.89 per­
cent. The net combined adjustments leave multitrailer mile­
age unchanged but increase single-unit mileage by 9.87 per­
cent, truck-trailer mileage by 6.23 percent, and single-trailer 
mileage by 4.48 percent. These adjustments are reflected in 
the "adjusted TIUS mileage estimates" in the accident and 
fatality rate tables below. 

It was not possible to estimate government truck travel, 
but it appears that governments have many more single-unit 
than combination trucks. The error of excluding them is es­
timated to be negligible, but on the side of underestimating 
the accident and fatality rates of single-trailer and multitrailer 
combinations. 

Compilation of Accident and Fatality Data 

The fatality involvement data for 1988 were taken directly 
from FARS using the body type and number of trailing units 
fields. Using the number of trailing units field alone overes­
timates fatality rates for combination vehicles, because it in­
cludes light vehicles with trailers. Using body type allowed us 
to distinguish between truck-trailers and tractor-trailer com­
bination vehicles. Unfortunately, FHWA travel data do not 
separate truck-trailer travel, and it is mixed among all three 



TABLE 1 STATE-REPORTED VMT FOR 1988 ADJUSTED TO MATCH VM-1 AND VM-2 

ALABAMA 
ALASKA 
ARIZONA 
ARKANSAS 
CALIFORNIA 
COLORADO 
CONNECTICUT 
DELAWARE 
DIST. OF COLUMBIA 
FLORIDA 
GEORGIA 
HAWAII 
IDAHO 
ILLINOIS 
INDIANA 
IOWA 
KANSAS 
KENTUCKY 
LOUISIANA 
MAINE 
MARYLAND 
MASSACHUSETTS 
MICHIGAN 
MINNESOTA 
MISSISSIPPI 
MISSOURI 
MONTANA 
NEBRASKA 
NEVADA 
NEW HAMPSHIRE 
NEW JERSEY 
NEW MEXICO 
NEW YORK 
NORTH CAROLINA 
NORTH DAKOTA 
OHIO 
OKLAHOMA 
OREGON 
PENNSYLVANIA 
RHODE ISLAND 
SOUTH CAROLINA 
SOUTH DAKOTA 
TENNESSEE 
TEXAS 
UTAH 
VERMONT 
VIRGINIA 
WASHINGTON 
WEST VIRGINIA 
WISCONSIN 
WYOMING 

All States 

Psgr Veh 

36484. 

3700. 
3 07 83 . 
17314. 

229254. 
25809. 
24380. 

5929. 
3338. 

99515. 
58441. 
7196. 
7302. 

73770. 
45859. 
19768. 
19452. 
29087. 
31489. 
10640. 
35180. 
41620 . 
73819. 
34301. 
19885. 
41464. 
7263. 

12163. 
8262. 
8991. 

55226. 
12431. 
98809. 
53230. 

5207. 
75852. 
29920. 
23254. 
74809. 

5419. 
29665. 

6204. 
40869. 

144258. 
123 56 . 

5188. 
53613. 
38975. 
12650. 
39155. 

4658. 

1884206 . 

Sngl Unit 

1103. 

97. 
1394. 

430. 
3979. 

911. 
607. 
205. 

59. 
2362. 
1403. 

181. 
351. 

1525. 
1330. 

641. 
586. 

1005. 
1328. 

433. 
1102. 
667. 

1500. 
887. 
420. 

1073. 
495. 
382. 
264. 
294. 

1575. 
929. 

1735. 
2103. 

238. 
2240. 

816. 

691. 
2786. 

165. 
597. 
184. 
932. 

4093. 
260. 
223. 

1630. 
1031. 

511. 
1253. 

233. 

51231. 

1 Trlr Comb 

2051. 

40. 
1868. 
1405. 
6759. 

876. 
1045. 

261. 
B. 

3403. 
2304. 

36. 
406. 

3075. 
'IA/.'l. 

1443. 
1067. 
1476. 
1865. 

328. 
1192. 
1019. 
2317. 
1196. 
1677. 
2886. 

328. 
815. 
388. 
221. 

1867. 
1724. 
3029. 
2531. 

312. 
3742. 
1560. 
1058. 
3532. 

266. 
1439. 

237. 
2263. 
7884. 

527. 
142. 

2165. 
1493. 

696. 
1996. 

686. 

84730. 

2 Trlr Comb 

47. 

5. 
203. 
71. 

1582 : 
68. 
30. 

9. 

0. 
39. 

114. 
6. 

69. 
114. 
106. 

55. 
56. 
47. 

0. 
0. 

23. 
28. 

263. 
62. 
62. 

148. 
53. 
47. 
76. 

0. 
3. 

200. 
119. 
79. 

9. 

157. 
92. 

202. 
111. 

3. 

59. 
9. 

130. 
223. 
120. 

0. 
46. 

313. 
27. 
54. 
BO. 

5418. 

All Veh 

39684. 

3841. 
34247. 
19219. 

241575. 
27665. 
26062. 

6404. 
3405. 

105319. 
62262. 

7419. 
8127. 

78483. 
51124. 
219 07 . 
21161. 
31614. 
34682. 
11401. 
37498. 
43334. 
77899. 
36447. 
22043. 
45570. 

8138. 
13407. 

8989. 
9507. 

58671. 
15283. 

103692. 
57943. 

5765. 
81990. 
32388. 
25204. 
81238 . 

5853. 
317 59 . 

6634. 
44193. 

156458. 
13263. 

5553. 
57453. 
41813. 
13884 . 
42458. 

5658. 

2025586. 

TABLE 2 TRAVEL DATA AND GROWTH RATES FOR SELECTED TRUCK TYPES 
FROM 1982 AND 1987 TIUS (MILLIONS OF MILES TRAVELED) 

1987 Travel 

1982 Travel 

Annual Growth 

1986 Travel 

1988 Travel 

single 
Unit 

38770 

36276 

1. 3% 

38258 

39289 

1-Trlr 
Comb 

57056 

46075 

4.4% 

54668 

59548 

2+ Trlr 
Comb 

2692 

1939 

6.8% 

2521 

2875 

Truck w/ Truck w/ All Trk 
Full Trl Partial Trlr 

1476 

1434 

1519 

2325 

2259 

2393 

3801 

3294 

2.9% 

3694 

3911 
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other truck types (single unit, single-trailer combination, and 
multitrailer combination). This difficulty can be sidestepped 
by using TIUS data, which distinguish and describe truck­
trailers. 

Table 3 gives the number of fatalities in each state in which 
each type of vehicle was involved. The "unknown and mis­
cellaneous" category includes farm vehicles, combination ve­
hicles with an unspecified number of trailing units, and ve­
hicles for which the FARS investigator could not obtain 
information. About half of these unknown vehicles are known 
to be heavy trucks but were not classifiable among the three 
potential heavy truck classes. 
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Truck-trailers presented a special difficulty when using 
FHWA travel data, because some are widely considered to 
be doubles, whereas others would be more properly classified 
as single-trailer combinations or as single-unit trucks, de­
pending on the nature of the power unit and the trailer. Un­
fortunately, no information is available from FARS on the 
nature of the trailing unit, so additional data sources must be 
used to attempt to place the vehicle in the class in which it 
would have been counted by the state in which the accident 
occurred. If the trailing unit were a full trailer, most states 
either intentionally or unintentionally would have classified 
the vehicle as a multitrailer combination in their travel esti-

TABLE 3 FATALITIES INVOLVING VEHICLES OF EACH TYPE, BY STATE 
(FATALITIES COUNTED ONCE FOR EACH INVOLVED VEHICLE) 

ALABAMA 

ALASKA 
ARIZONA 
ARKANSAS 
CALIFORNIA 
COLORADO 
CONNECTICUT 
DELAWARE 
DIST. OF COLUMBIA 
FLORIDA 
GEORGIA 
HAWAII 
IDAHO 
ILLINOIS 
INDIANA 
IOWA 
KANSAS 
KENTUCKY 
LOUISIANA 
MAINE 
MARYLAND 
MASSACHUSETTS 
MICHIGAN 
MINNESOTA 
MISSISSIPPI 
MISSOURI 
MONTANA 
NEBRASKA 
NEVADA 
NEW HAMPSHIRE 
NEW JERSEY 
NEW MEXICO 
NEW YORK 
NORTH CAROLINA 
NORTH DAKOTA 
OHIO 
OKLAHOMA 
OREGON 
PENNSYLVANIA 
RHODE ISLAND 
SOUTH CAROLINA 
SOUTH DAKOTA 
TENNESSEE 
TEXAS 
UTAH 
VERMONT 
VIRGINIA 
WASHINGTON 
WEST VIRGINIA 
WISCONSIN 
WYOMING 

All States 

Psgr Veh SU Truck 

1366 

125 
1273 

924 
7570 

670 
672 
235 

74 
4354 
2149 

208 
309 

2652 
1518 

750 
679 

1153 
1279 

316 
1114 

944 
2463 

852 
968 

1490 
250 
330 
367 
235 

1456 
623 

2963 
2199 

130 

2358 
875 
969 

2656 
175 

1418 
177 

1783 
4474 

403 
159 

1413 

1085 
606 

1092 
181 

64383 

39 

1 

28 
21 

167 
10 
14 

8 

0 
168 

46 
5 

6 

82 
40 
27 
13 
54 
29 
19 
56 
24 
57 
18 

122 
53 

1 

15 
11 

21 
49 

4 
144 

50 
4 

87 
10 
26 
94 

5 

44 
8 

49 
84 

6 
10 
87 
24 
20 
51 

4 

2015 

1-Trlr Trk-trl 

126 

2 
68 

121 
306 

44 
21 
18 

209 
190 

3 
23 

197 
132 

63 
49 
61 

100 
29 
49 
13 

119 
52 

2 
Bl 
12 
34 
14 

3 

BB 
28 

110 
183 

8 

210 
68 
62 

268 
3 

95 
6 

105 
361 

33 

6 
67 
46 
44 
74 
31 

4038 

0 

0 

5 
0 

21 
1 

0 
0 

0 

18 
1 

3 
1 

3 

9 
0 

1 
3 
3 
0 

0 

0 

4 
4 
0 

2 
1 

2 
0 

0 

0 

0 

9 
7 
0 

1 

4 

2 

4 
0 

B 

1 

4 
4 

0 
1 

0 

3 
0 

1 

0 

131 

Doub+ Unknown Total 

0 

0 
10 

2 
124 

0 

1 

0 
0 

2 
0 

0 
5 

3 

4 
3 

2 

0 
0 

0 
0 

0 
15 

1 
0 

3 

2 
0 

5 
0 

0 

6 

3 
2 

0 

B 
5 
9 

3 

0 
6 

0 

5 

6 
1 

0 
0 

7 

2 
1 

7 

253 

16 

4 
45 

9 
118 

6 
13 

4 
B 

92 
126 

3 

B 
25 
31 
16 

9 
14 

15 
4 

21 
49 
48 
15 
15 
24 

1 
6 

5 
3 

0 

16 
58 
32 

1 
49 
11 

10 
22 

0 
31 

6 

22 
110 

B 

10 
14 

B 
3 

12 
0 

1176 

1023 

97 
944 
610 

5390 
497 
484 
160 

60 
3078 
1653 

148 
257 

1837 
1101 

557 
483 
838 
925 
255 
782 
725 

1704 
612 
722 

1103 
198 
261 
286 
166 

1051 
487 

2255 
1573 

104 
1763 

634 
677 

1931 
125 

1034 
147 

1266 
3393 

297 
129 

1071 
778 

460 
807 
155 

71996 
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mates. Partial trailers would have been variously classed as 
single-unit trucks, single-trailer combinations, or multitrailer 
combinations, depending on the state. 

On the basis of a review of each state's practice and TIUS­
based estimates of the relative prevalence of truck-trailer con­
figurations of each type, estimates were made of how truck­
trailers would have been classified in each state. Truck-trailer 
fatalities were apportioned among the three truck classes ac­
cording to these estimates. Unclassifiable vehicles were not 
included in the estimates. 

A better, but not as up-to-date, source of fatal accident 
data is the TIFA program. The 1986 fatal accident involve­
ments given in Table 4 were taken directly from this source, 
which does not publish results by state (18). The configura­
tions were derived by matching SOT and FARS data, as re­
ported earlier, supplemented by telephone interviews when 
necessary to clarify information. There is a possible bias to­
ward undercounting doubles accidents, because each report 
showing multitrailer involvement initiated telephoned veri­
fication that the vehicle was actually a double. No similar 
screening was done for single trailers, so it is reasonable to 
expect some multitrailers to have been mistakenly considered 
single-trailer vehicles and not corrected. Thus it is likely that 
the actual number of fatal accidents involving doubles and 
triples is higher than given in Table 4, although no adjust­
ments were made in this study. 

RESULTS 

Six different estimates of fatality or fatal accident rates could 
be developed using the three travel estimates (FHW A, TIUS, 
and adjusted TIUS) and two accident data sources (FARS 
and TIFA). Four of the six are presented here. 

The 1988 FARS and FHW A travel data indicate a fatality 
involvement rate for multiunit vehicles that is 22 percent higher 
than for single-trailer combination vehicles, 49 percent higher 
than for single-unit trucks, and 72 percent higher than for 
passenger vehicles (see Table 5). FARS and FHWA travel 
are the two sources that together allow estimates of individual 
state fatality rates, and they are presented here mostly for 

TABLE 4 FATAL ACCIDENT 
INVOLVEMENTS BY VEHICLE 
COMBINATION, 1986 (FROM TIFA 
REPORT) 

Truck Type No. Pct. 

01 Unknown 130 2.5 

02 Straight Truck Only 1262 24.1 

03 Bobtail Tractor 146 2.8 

04 Straight Truck and Full Trailer 74 1.4 

05 Straight Truck and Other Trailer 64 1.2 

06 Tractor and Semitrailer 3273 62.4 

07 Tractor and Other 23 0.4 

08 Tractor and Semi and Full 235 4.5 

09 Tractor and Semi and Other 6 0.1 
10 Tractor and Three Trailers 3 0.1 

11 Other 27 0.5 

13 Straight and Two Trailers 1 0.0 
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that reason, because the other data sources overcome the most 
important difficulties associated with each of them. • 

The wide variation in fatality rates by state, especially among 
states with lower levels of doubles travel, illustrates the ran­
dom variation in accidents and the inherent uncertainty as­
sociated with use of smaller data sets . Nearly all previous 
studies have used smaller samples than any single state pre­
sented here, so the range of results in previous studies should 
not be surprising. 

California, which has by far the largest amount of travel 
by multitrailer units of any of the states, has an involvement 
rate for multitrailers of 9.0 fatalities per 100 million mi trav­
eled, which is much higher than the national average. The 
rate for single-trailer combinations of 4.6 is slightly below the 
national average. Thus double-trailers in California (there are 
no triples) have a 98 percent higher fatality involvement rate 
than single-trailer combinations. 

California has used doubles for many years , in contrast to 
many other states where they are a relatively recent addition 
to the traffic stream. Drivers of doubles have much experience 
with them. Police officers are familiar with them and know 
what to call them on accident forms. Their use in California 
is similar to the use of single-trailer combinations (although 
they are still used more on safer roads such as Interstate 
highways, and the rates would probably be even more dis­
parate if correction were made for this phenomenon) . This 
tends to confirm the validity of the hypothesis that, as mul­
titrailer vehicles become used for more general as opposed 
to special purposes , their accident rates will increase even 
above their current levels. 

The next comparison combines 1986 FHWA travel data 
with 1986 TIFA accident data . TIFA has greatly improved 
determination of vehicle configuration and shows an even 
more pronounced trend than does FARS with the same travel 
data . As indicated in Table 6, fatal accident rates for multi­
trailer vehicles are 47 percent higher than for single-trailer 
vehicles and 118 percent higher than for single-unit trucks. 
This pheno_menon tends to confirm the hypothesis that many 
doubles involved in accidents are mistakenly reported as other 
types of vehicles or are classified as "unknown" types for lack 
of coherent classification methodology. Although TIFA did 
not verify that each vehicle reported as a single-trailer com­
bination was not actually a double, at least it decreased the 
number of "unknown" vehicles, resulting in more doubles 
being identified. An even more thorough investigation than 
was performed by TIF A is likely to further increase the dis­
parity between multitrailer and single-trailer fatal accident 
rates. 

Although the bias in the TIFA verification process lowers 
multitrailer accident rates by an undetermined amount, the 
TIFA data base is more reliable than FARS because of its 
extra verification of vehicle configuration. It was first paired 
with FHW A data to isolate the effect of improving accident 
data from the effect of improving travel data. The final two 
comparisons, given in Table 7, use TIFA data in combination 
with the travel estimates derived from the 1987 TIUS as de­
scribed earlier. The first fatal accident rate in the table is 
calculated on the basis of the year-interpolated published TIUS 
figures for 1987 and 1982. The second set of rates is based 
on additional tabulations of the TIUS data tape to account 
for low-reported-mileage vehicles and off-road travel. 
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TABLES FATALITY INVOLVEMENT RATES BY STATE AND VEHICLE TYPE, 1988 

ALABAMA 
ALASKA 
ARIZONA 
ARKANSAS 
CALIFORNIA 
COLORADO 
CONNECTICUT 
DELAWARE 
DIST. OF COLUMBIA 
FLORIDA 
GEORGIA 
HAWAII 
IDAHO 
ILLINOIS 
INDIANA 
IOWA 
KANSAS 
KENTUCKY 
LOUISIANA 
MAINE 
MARYLAND 
MASSACHUSETTS 
MICHIGAN 
MINNESOTA 
MISSISSIPPI 
MISSOURI 
MONTANA 
NEBRASKA 
NEVADA 
NEW HAMPSHIRE 
NEW JERSEY 
NEW MEXICO 
NEW YORK 
NORTH CAROLINA 
NORTH DAKOTA 
OHIO 
OKLAHOMA 
OREGON 
PENNSYLVANIA 
RHODE ISLAND 
SOUTH CAROLINA 
SOUTH DAKOTA 
TENNESSEE 
TEXAS 
UTAH 
VERMONT 
VIRGINIA 
WASHINGTON 
WEST VIRGINIA 
WISCONSIN 
WYOMING 

All States 

Psgr Veh 

3.744 

3.379 
4 .135 
4.759 
3.302 
2.596 
2. 756 
3.963 
2 . 217 
4.375 
3.675 
2.890 
4.232 
3.595 
3.310 
3 . 794 
3.491 
3.964 
4 . 062 
2.970 
3.167 
2.268 
3.337 
2.484 
4.868 
3.593 
3.442 
2. 713 

4.442 
2 . 614 
2.636 
5.012 
2 . 999 
4 .131 
2.497 
3.109 
2.924 
4 .167 
3.550 
3.229 
4. 780 
2.853 
4 . 363 
3.101 
3.262 
3.065 
2.636 
2.784 
4.790 
2 . 789 
3.886 

3.417 

Sngl unit 

3.537 

1 . 032 
2.045 
4.888 
4 . 197 
1 . 098 
2.308 
3.907 
0 . 000 
7 .111 
3.350 
2.765 
1. 712 
5.379 
3.008 
4.215 
2.218 
5.375 
2 . 184 
4.387 
5.081 
3.600 
3 . 800 
2.029 

29 . 07 5 
4.940 
0.202 
3.930 
4.172 
7 .141 
3 .112 
0 . 431 
8 .298 
2.377 
1. 682 
3 . 885 
1.226 
3.765 
3.374 
3.035 
7. 371 
4 . 347 
5 . 688 
2.053 
2.303 
4.935 
5.339 
2.327 
3 .917 
4 . 070 
1. 717 

3.946 

Whereas arguments could be made to favor either of these 
sets of estimates, both are more reliable than any other es­
timates of relative fatal accident involvement. Note the even 
more striking differences between single-trailer and multi­
trailer vehicles, and especially between both types of com-

TABLE 6 COMPARISON OF FATAL 
ACCIDENT RATES (FROM 1986 TIFA AND 
FHWA) 

Single-Unit Trucks 
Single-Trlr Corns 
Multi-Trlr Combs 

Accidents 

1408 

3360 

319 

Million 
VMT 
48413 

77672 

5024 

Rate/ 
lOOM 

2 .91 

4.33 

6.35 

1 Trlr comb 

6.145 

5.018 
3 . 641 
8.614 
4 . 558 
5 . 135 
2.009 
6 . 894 

12 . 306 
6.354 
8.246 

11 . 693 
5.717 
6.485 
3 . 636 
4.365 
4 . 685 
4.296 
5.522 
8 . 849 
4.110 
1 . 276 
5 . 171 
4 . 481 
0 .119 
2.835 
3.784 
4 . 270 
3 . 612 
1.355 
4. 714 
1 . 625 
3 . 751 
7 . 341 
2 . 566 
5 . 639 
4.461 
6 . 013 

7 . 634 
1 . 127 
7.048 
2 . 701 
4 . 640 
4 . 630 
6 . 267 
4 . 231 
3. 09"> 
3 . 281 
6.323 
3.758 
4 . 516 

4 . 835 

2 Trlr Comb 

0.000 

0.000 
7.140 
2.835 
9.032 
0 . 000 
3 . 327 
0.000 
0.000 

32.856 
0.000 

29.680 
8 .413 
3.167 
5.455 
5.493 
3.562 
1. 278 
0.000 
0.000 
0.000 
o.ooo 
6 . 928 
5.458 
0.000 
2.844 
4.938 
2.531 
6.563 
0 . 000 
0.000 
3.002 
7 . 067 
7. 863 
0.000 
5.109 
8 . 032 
4.664 
4.848 
0 . 000 

12.937 
6.356 
3.856 
2.686 
0.834 
0.000 
0.000 
2.236 
7. 303 
1 . 860 
8. 709 

5.876 

All Veh 

3.898 

3.437 
4 .173 
5.084 
3.438 
2 . 642 
2.766 
4.138 
2 . 438 
4. 598 
4.033 
2.992 
4.331 
3.774 
3.392 
3 . 921 
3.558 
4.065 
4 . 112 
3.228 
3.307 
2.377 
3 . 474 
2.585 
5 . 022 
3.627 
3 . 281 
2.887 
4.472 
2.756 
2. 715 
4.430 
3 .170 

4.268 
2.480 
3.309 
3.004 
4.277 
3.751 
3.127 
5.044 
2.985 
4 . 453 
3.221 
3.400 
3.350 
2 . 752 
2 . 805 
4.862 
2.899 
3.941 

3.554 

binations and single-unit trucks. Multitrailers have a fatal ac­
cident rate 58 to 66 percent higher than that for single-trailer 
combinations and mo.re than three times as high as that for 
single-unit trucks. 

These estimates should be considered to be better than the 
FARS-FHWA or TIFA-FHWA estimates for two main rea­
sons: the better configuration information on TIUS and the 
superior sampling of TIUS. As described earlier, TIUS dis­
tinguishes between triples, double , tractor-trailer combina­
tions, and truck-trailer combinations comparably with TIFA 
and much better than either FHW A or FARS. This eliminates 
the need to apportion truck-trailer accidents among the other 
truck classes to match likely traffic-counting categories. Also, 
the careful sample design and method of stratification elimi-
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TABLE 7 COMPARISON OF 1986 FATAL ACCIDENT RATES FROM TIFA AND 
TIUS 

TIUS Miles Adjusted 
(Millions) Rate/ TIUSMiles Rate/ 

Vehicle Type Accidents Deflated lOOM (Millions) lOOM 

Single-Units 1262 38258 

Truck/ Partial Trlr. 64 2259 

Truck/ Full Trlr. 74 1434 

Single-Trailers 3436 54668 

Multi-Trailers 251 

nate the systematic errors of current state traffic classification 
practices. Together, these important advantages significantly 
increase the probable accuracy ofTIUS-based travel estimates 
and the corresponding accuracy of fatal accident involvement 
rates. 

Accidents involving tractors without trailers attached were 
apportioned to single-trailer and multitrailer combinations in 
proportion to travel, because TIUS data are derived from 
power unit travel estimates. In the FHWA data comparisons, 
which were classification-based travel, these accidents were 
placed in the single-unit category. In addition, the estimates 
for trucks with full and partial trailers are less reliable than 
the estimates for the other three categories because of sample 
sizes and operational uncertainties. They are included for 
completeness but have no direct bearing on this study's 
conclusions. 

CONCLUSIONS 

1. When the fatal accident rate of all current multitrailer 
operations is compared with the fatal accident rates of other 
trucks, multitrailers are shown to be much more dangerous 
than either single-unit trucks or single-trailer combinations. 

2. As indicated in Table 8, which is arranged in order of 
increasing data quality, the apparent fatal accident overrepre­
sentation of multitrailers increases as the data improve. Use 
of the best available sources indicates that multitrailers are 
more than 1.5 times as dangerous as single-trailer combina­
tions and more than 3 times as dangerous as straight trucks. 

3. The much higher rates for multitrailers would be ex­
pected in similar operations because of their inferior operating 
characteristics. 

4. Most previous studies have also shown markedly higher 
fatality or fatal accident rates for doubles. The fact that this 
stu~y found higher differences in fatal accident rates than most 

TABLE 8 COMPARISON OF 
INVOLVEMENT RATIOS DERIVED FROM 
VARIOUS DATA SOURCES 

Multi-Trailer to Multi-Trailer to 
Data Sources Single-Unit Truck Single-Trailer 

FARS/FHWA 
TIFA/FHWA 
TIFA/TIUS 
TIFA/TIUS (Adj.) 

1. 49 

2.18 

3.02 

3 . 32 

1.22 

1. 47 

1. 58 

1 . 66 

2521 

3.299 42034 3.002 

2.833 2400 2.667 

5.159 1523 4.859 

6.285 57119 6.015 

9.956 2521 9. 9 56 

previous studies can be explained by small sample sizes and 
other errors in previous studies, as well as likely deterioration 
of doubles rates with their increasing usage. 

5. TIFA is superior to FARS for assessing doubles acci­
dents. The error rates in truck configuration reporting in FARS, 
though not great for most vehicle types, are unacceptably high 
for multitrailer vehicles. 

6. The year-to-year variations, small samples, and system­
atic biases in travel data reported by states to FHWA require 
significant adjustments before the travel data can be consid­
ered adequate. 

7. No reliable source of national accident data for nonfatal 
accidents is available, and the number of annual fatal acci­
dents precludes the desirable disaggregation of accidents by 
region, state, and motor carrier type. 

8. In assessing the safety implications of proposed changes 
in allowable truck configurations, one must consider not only 
the differences in existing accident rates but also the likely 
changes in rates that would result from more widespread use. 
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DISCUSSION 

WILLIAM D. GLAUZ 
Midwest Research Institute, 425 Volker Boulevard, Kansas City, 
Mo. 64110. 

The authors are to be commended for addressing an ongoing 
question by using available large-scale data bases. They faced 
the attendant difficulties of trying to achieve a con i tency 
that is often not inherent in the data bases. The result was a 
laudable paper. However, the final conclusion, that double­
trailer trucks were overinvolved in fatal crashes compared 
with single-trailer trucks by a ratio of 1.66, was a surprise to 
me. I have studied the same issue on several occasions. 

It was possible to reexamine some of the analyses in the 
paper, which we did in an attempt to explain the authors' 
findings .. The state-by-state data presented in Tables 1, 3, and 
5 were the focus of the reanalysis. Table 3 contains FARS 
data, one of the two fatal accident data bases used by the 
authors. Unfortunately, TIFA data on a state-by-state basis 
were not included in the paper, so this discussion is limited 
' to the FARS data analysis. 

It is evident in Table 3 that the fatal doubles accidents are 
dominated by those in California. The data were reanalyzed 
to examine this domination. The reanalysis included reas­
signing "Trk-trl" accidents to the other truck categories on a 
state-by-state basis in the same way used by the authors. The 
resulting multitrailer to single-trailer fatal accident involve­
ment ratios are as follows: all states, 1.215; California, 1.982; 
all but California, 0.939. 

The apparent conclusion is that in California, doubles are 
twice as likely to be involved in fatal accidents as singles, but 
in the rest of the country doubles are slightly "safer." The 
authors suggest that the reason for this is that they have been 
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in general use for many years in California, as opposed to 
special uses, and that therefore their accident rate will increase 
in the rest of the country as they become more common. 

We believe that there is another explanation, which sug­
gests both why the California rate is so high and that the 
doubles rate elsewhere is not likely to approach the California 
rate. Glauz and Harwood (J) analyzed accidents of doubles 
and single In California on the ba is of Caltran data for an 
18-m nth period, July 1976 through December 1977. One of 
the variable examined was the cargo area configuration. The 
findings in that study for all accident-involved doubles (not 
just fatal accidents) are given in the following table: 

Configuration Number Percent 

Fully enclosed (vans) 62 32 
Platform (flatbed) 74 38 
Tank 30 15 
Bulk commodity or dump 24 12 
Other 6 3 
Total 196 100 

It is evident that less than one-third of the accident-involved 
doubles were of the van type, which is the configuration used 
almost exclusively in the rest of the country. The remainder 
are intrastate haulers of special freight, such as fruits and 
vegetables from farm to packing plants, petroleum products 
from refineries to whole aler and retailers, rock and earth 
from excavations to landfills, and so forth. These trucks tend 
to make short trips and probably use off-Interstate routes 
more often than interstate vehicles. (Nonfreeways generally 
have higher accident rates than freeways, so this factor alone 
tends to increase the accident rate of doubles in California. 
The authors voiced the opposite view.) 

The suggested alternative hypothesis is that these spe­
cialized trucks are overinvolved in accidents and thus inflate 
the doubles accident rate in California. Furthermore, it is 
unlikely that these specialized trucks will be widely adopted 
elsewhere in the United States, because their use in California 
resulted from pre-1973 state legislation that allowed such con­
figurations to operate at higher weights than ·ingles. The use 
of these specialized doubles has an economic incentive in 
California because the freight they carry is heavy. The van­
type doubles, which dominate double activity outside Cali­
fornia , typically haul less-than-truckload freight that i les 
den e, o the extra space they provide i · an incentive for their 
use. 

In conclusion, the overinvolvement of double-trailer trucks 
in fatal accidents relative to single-trailer trucks that the au­
thors found is likely to be primarily because of their high 
overinvolvement in California. Furthermore, the high doubles 
accident rate in California is associated with truck configu­
rations unique to that state; they have not been adopted by 
industry in other states, nor are they likely to be under current 
state and federal laws. 
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AUTHORS' CLOSURE 

Mr. Glauz raises some intriguing points in his analysis of fatal 
accident involvements of various trailer types in California. 
We must disagree, however, with both of his conclusions. 

We used two sources of accident data and two sources of 
travel data in our calculation of fatal accident and fatality 
rates. In each case, the weaker source of data included state­
by-state breakdowns, whereas the more reliable source did 
not. In each case, the more reliable source of the pair indi­
cated that multitrailer combinations have a higher fatal in­
volvement rate relative to single-trailer combinations than did 
the weaker source. One of the main findings of our study, in 
fact, is the increasing clarity of the trend as the quality of the 
data increases. 

Mr. Glauz's first conclusion (that only in California are 
doubles more dangerous, whereas they are safer in the rest 
of the country) can only be supported by using the weakest 
of the four possible pairs of data sources. This pair of sources 
indicates an involvement rate ratio for multitrailers relative 
to single trailers of 1.22. Other pairs of sources presented in 
our paper yield corresponding ratios of 1.47, 1.58, and 1.66. 
Clearly, it takes more than California to explain differences 
of the last three magnitudes. 

As for premises leading to his second conclusion (that Cal­
ifornia-type vehicles will not spread to other states), Mr. Glauz 
in our view correctly attributes the prevalence of tanker, dump, 
and flatbed doubles in California to the weight incentives 
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created long ago by the California legislature. Let us suppose 
that Bridge Formula B were enacted nationally in place of 
the current 80,000-lb limit. The formula would allow doubles 
to operate at higher weights than existing singles and would 
create precisely the same sort of incentives to use these "unique" 
trailer types (the ones Mr. Glauz considers to be more dan­
gerous than vans). We cannot agree, therefore, that such 
vehicles would be confined to California if size and weight 
laws were modified. 

Our paper concluded that doubles are a special case, op­
erating on the average under better conditions than single­
trailer vehicles. Because of this, national comparisons of sin­
gles and doubles unfairly make doubles appear safer relative 
to singles than if similar operations of each were considered. 
We identified traffic conditions and types of operations as two 
factors across which controls are needed. Mr. Glauz's analysis 
suggests that body type is another desirable stratification vari­
able, and with that we agree. If the data were available, we 
could certainly get better results by using all of these strati­
fications. It is equally certain, however, that the failure to be 
able to do so favors doubles (not singles), and that the 
comparable-condition disparity between doubles and singles 
is even greater than the condition-ignoring 1.66 ratio found 
in our paper. 

Publication of this paper sponsored by Committee on Traffic Records 
and Accident Analysis. 
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Differential Truck Accident Rates for 
Michigan 

RICHARD w. LYLES, KENNETH L. CAMPBELL, DANIEL F. BLOWER, AND 

PoucHRONIS STAMATIADIS 

Major changes in the trucking industry have re ulted from federal 
legislation that relax·ed the regulation of trucks in interstate com­
merce , allowed the use of double-trailer combinations nationwide 
on Interstate highways , and required ·iates to regulate trailer 
length in tead of overall length. Because Michigan has long bad 
extremely liberal truck ·ize and weight regulations , its experience 
with truck safety is of significanr interest. A project by the Uni­
versity of Michigan and Michigan Slate University wa under­
taken to develop statistical information on accidents, travel , and 
the ri k of accident involvement for Michigan-registered truck. 
in Michigan. The study objective was to calculate disaggregate 
truck accident rate by road cla s, day or night , and urban or 
rural operating conditions for tractors without trailers (bobtail ) 
and in single- and double-trailer configurations. Major findings 
included the following: bobtails consistently have rhe highe t ac­
cident rates; all-accident and casualty rate for ingle and double 
configurations are similar to one another; the most significant 
and consistent factor as ociated wit'h truck accident rates was the 
roadway class (highest rates on the ' local" road ystem, lowest 
on Limited-access highways) ; urban accident rates were lower than 
rural rates; night rates were higher than day rates for casualty 
accidents but lower for all accidents; and tractor drivers aged 19-
20 have an accident rate five times the average. The findings 
indicate that differences in truck safety by roadway class are more 
important than those between singles and doubles. Discussion 
and recommendations concerning improvements in truck accident 
and exposure data as well as further work on the relationship 
between truck accidents and geometry are included. 

Major changes have taken place in the trucking industry dur­
ing the past decade. In 1980, federal legislation significantly 
relaxed the regulation of trucks in the interstate segment of 
the industry. The 1982 Surface Transportation Assistance Act 
allowed the use of double-trailer combinations on Interstate 
highways nationwide, required states to regulate trailer length 
instead of overall length, and established the Motor Carrier 
Safety Assistance Program. More recently, the Commercial 
Motor Vehicle Safety Act of 1986 established national stan­
dards for commercial driver licenses. 

Not all of the national changes had the same impact on 
Michigan as on other states, because it has long had some of 
the most liberal truck size and weight regulations in the United 
States. For example, double-trailer combinations weighing up 
to 164,000 lb have operated legally in Michigan for many 
years. The use of double trailers and the experience of other 
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combinations operating in Michigan is of significant interest 
both within the state and nationally. 

Whereas truck regulations for the most part are seen as 
becoming more liberal, at the same time it is generally per­
ceived that large trucks are not very safe. There are lingering 
questions about the safety of these vehicles and what, if any­
thing, should (or can) be done to make them safer. In Mich­
igan, accidents involving large trucks increased 81 percent 
from 1982 to 1986, but they decrea ed in 1987 and 1988. For 
the entire period from 1982 to 1988, the number of truck 
accidents increased by 64 percent, whereas all motor vehicle 
accidents increased by about 40 percent. During the same 
period, economic conditions improved substantially in the 
state. and truck travel increased. In the face of so many changes, 
the problem is to identify the significant factors associated 
with the risk of truck accidents while controlling for variations 
in the exposure of trucks to the possibility of an accident. 

Despite the interest in truck safety, the·re are still significant 
gaps in the current knowledge about truck accident rates and 
the causal factors involved-both nationally and in Michigan. 
This is reflected to some degree in, for example, recent pub­
lications that decry the lack of consistent data concerning 
truck use (1) and, implicitly, the capability to produce rea­
sonable accident involvement rates. In this context, a joint 
project by the University of Michigan's Transportation Re­
search Institute (UMTRI) and Michigan State University's 
(MSU's) Department of Civil and Environmental Engineering 
was undertaken to develop statistical information on acci­
dents, travel, and the risk of accident involvement for 
Michigan-registered trucks in Michigan (2). Operationally, 
the objective of the study was to calculate di aggregate truck 
accident rates [in terms of accident involvement per million 
vehicle miles of travel (VMT)] for combinations of the vari­
ables shown in Table 1. 

ln general, MSU was responsible for the accident data, and 
UMTRl was responsible for exposure data. Both the accident 
and travel data spanned the 12-month study period beginning 
in May 1987 and ending in April 1988. The following sections 
are addre sed, in turn, to di cussion of truck accidents, truck 
travel, the development of truck accident rates, and, finally, 
the findings, implications, and conclusions of the Michigan 
study. 

TRUCK ACCIDENTS IN MICHIGAN 

Because the reporting threshold for traffic accidents in Mich­
igan is $200 of damage, virtually all accidents that occur on 
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TABLE 1 STRATIFYING VARIABLES FOR 
DISAGGREGATE TRUCK ACCIDENT RATES 

truck types 

roadw&T tnea 

rural/urban 

1. ~--tractors without trailers, 

2. l.l.n.&1.u--tractor and eeaitrailer co•binationa, and. 

3 . .d.2Y..1U.GJ--tractor, ae•itrailer 1 and full-trailer 
co•binationsj 

1. ll.a1.1.cd--l i•i ted-acceee highways 1 

2. u.i.Qr--principal and other through highways and 
other four-lane divided highways (not included in 
1) 1 and 1 

3. 2.!filll:--all other streets and roads j 

I. J:Y..r..A.l--population code of 2,500-5,000 or leee 

2. urban-population code greater than 6,000; and, 

I. smx--6:00 AM-9:00 PM 

?.. njght.--9:00 PM-6:00 AM 

public roads are supposed to be reported on a common form 
(UD-10, Traffic Accident Report) by the investigating officer. 
The data from these forms are then further interpreted (e.g., 
road classification codes are added) and entered in a com­
puterized file, which is maintained by the Michigan Depart­
ment of State Police (MSP). These files are public and made 
available by both MSP and the Michigan Department of 
Transportation (MDOT). MDOT has several versions of the 
file (e.g., one has physical location data), which are available 
for researchers and others. 

Assembling and preparing the accident data for the study 
year required a considerable manual effort because of signif­
icant coding errors that occurred when trucks were classified 
by type. This happened as a result of confusion in interpreting 
the instructions for coding truck accidents on the UD-10. 
Numerous tractor-semitrailer combinations were coded as 
bobtails (tractors without trailers). Thus, a copy of the UD-
10 for each truck-involved accident was manually reviewed. 
The type of truck was verified using codes entered by the 
investigating officer and the illustration and narrative describ­
ing the accident. The manual review also included coding the 
vehicle's state of registration, which is recorded on the UD-
10 btit not captured for the computerized data base. The 
review indicated that the involvement of singles had been 
underreported by approximately 20 percent, whereas involve­
ment of single-unit (straight) trucks had been overreported 
by about the same amount. 

During the 12-month study period, there were approxi­
mately 21,900 reported accidents that involved a truck larger 
than a pickup or panel truck. Of these, just over 10,000 in­
volved bobtails, singles, or doubles [the rest involved single­
unit trucks (straight trucks) for which no rates were calculated]. 
Some of the findings regarding truck accident frequencies in 
Michigan are summarized as follows. The frequencies indicate 
the magnitude of the truck accident problem relative to all 
traffic accidents. Findings based on accident rates, which iden­
tify configurations and operations with higher associated risks, 
are discussed later. 

• Overall findings: About 5 percent of all accidents in Mich­
igan involve a truck larger than a pickup or panel truck. These 
accidents are classified by type of truck involved in Table 2. 
Straight (single-unit) trucks (trucks with a cargo body mounted 
on the power unit chassis) are involved in about half of the 

TABLE 2 DISTRIBUTION OF TRUCK AND 
ALL ACCIDENTS IN MICHIGAN FOR STUDY 
YEAR 

truck type accidents percent 

straight 10 I 993 2. 7% 
bobtail 458 0.1% 
single 8,883 2.2:1: 
double 678 0.2% 

all trucks 21,827 5.3% 

all accidents 408,066 100% 

Source: Michigan State Police accident reports 
supplemented by manual review 
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truck accidents in Michigan. The other half are tractor con­
figurations (bobtail, single, and double). 

• Types of accidents: Trucks are more likely than nontrucks 
to be involved in multiple-vehicle accidents-79 percent of 
truck-involved accidents involved two or more vehicles versus 
about 57 percent of non-truck-involved accidents. Single­
vehicle truck accidents are less likely to occur at night (about 
25 percent of all truck-involved accidents) than single-vehicle 
nontruck accidents (about 50 percent). Conversely, a higher 
percentage of truck-involved multivehicle accidents ( 46 per­
cent) occurred during non-rush-hour daytime hours (9:00 a.m.-
3:00 p.m.) than non-truck-involved multivehicle accidents (32 
percent). 

• Severity of accidents: Trucks appear to be overrepre­
sented in both fatal and property-damage-only (PDO) acci­
dents. Whereas the absolute number of fatal accidents in­
volving trucks is low (a total of 179 in 1988 for all types of 
trucks), the proportion of accidents that result in fatalities is 
about twice as high for accidents involving trucks as it is for 
non-truck-involved accidents. 

• Driver age: In general, drivers of doubles are older than 
singles drivers, who are in turn older than the drivers of straights. 
(This finding is based only on the ages of drivers who are 
involved in accidents.) 

• Roadway type: In general, truck-involved accidents were 
more likely to occur on US- and state-numbered routes than 
on city streets and county roads. 

A summary of accident involvements by Michigan-regis­
tered trucks in Michigan is given in Table 3 (top). The in­
volvements are stratified by truck type, roadway type, time 
of day, and whether the accident occurred in an urban or rural 
area. 

TRUCK TRAVEL IN MICHIGAN 

To develop truck accident rates, accurate exposure data as 
well as accurate accident frequencies are needed. VMT was 
selected as the measure of travel for this study. Although 
MDOT collects vehicle count data at numerous counting sta­
tions, it is impossible to accurately disaggregate these data 
according to truck configuration, road type, area of operation, 
and time of day. To address this need, UMTRI initiated a 
program to collect travel information with enough detail to 
calculate the required accident rates, the Michigan Truck Trip 
Information Survey (3). 
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TABLE 3 TRAVEL AND ACCIDENT INVOLVEMENT 
DISTRIBUTIONS OF MICHIGAN-REGISTERED TRUCKS IN 
MICHIGAN 

Accident Involve•ent in Michigan by Michigan-registered trucks 

bobtail single double 

category # involv x # involv x # involv x 

li•i ted day rural 17 5.41 768 14. 83 86 16. 90 
li•ited night rural 9 2. 87 200 3. 86 25 4.91 
•ajor day rural 41 13.06 971 18. 75 112 22.00 
•ajor night rural 8 2. 5!i 182 3. 51 17 3.34 
other day rural 69 21. 97 948 18. 30 86 16. 90 
other night rural 14 4. 46 89 I. 72 6 1. 18 
li•i ted day urban 40 12. 74 455 8. 79 66 12.97 
li•ited night urban 4 I. 27 63 1. 22 4 0.79 
major day urban 36 11. 46 445 8. 59 41 8.06 
major night urban 0 o.oo 64 1. 24 5 0.98 
other day urban 65 20. 70 926 17. 88 53 10.41 
other night urban 11 3. 50 68 1. 31 8 I. 57 

TOTALS 314 100. 00 5179 100.00 509 100.00 

Travel in Michigan by Michigan-registered trucks 

bobtail 

c•tegory lO"•iles x 

li •i ted day rural 2 .096 20. 26 
li•ited night rural 0.237 2.29 
••Jor day rural 2.099 20.29 
•ajor night rural 0.067 o. 65 
other day rural o. 258 2.50 
other night rural 0 .058 o. 56 
li•i ted day urban 2. 627 25. 39 
li•ited night urban 0.372 3.59 
•ajor day urban 0 . 930 8. 99 
•ajor night urban 0.068 0 . 66 
other day urban I . 439 13. 91 
other night urban 0.093 o. 90 

TOTALS 10. 346 100.00 

The survey was conducted between May 1987 and April 
1988, the same period covered by the accident file. The sam­
pling universe consisted of truck tractors with an empty weight 
of more than 6,000 lb-virtually all medium and heavy-duty 
truck tractors in Michigan. The sampling frame included trucks 
registered under the International Registration Plan with 
Michigan as the base state. A stratified random sample of 
1,556 cases was drawn from registration files maintained by 
the Michigan Department of State. Of the sampled cases, 301 
were determined to be either expired registrations or not a 
truck according to the definition of the survey protocol. Of 
the remaining 1,2.'i.'i cases, 1,055 were completed, for a com­
pletion rate of 84 percent. 

With 1,055 cases, the sampling fraction is substantial. When 
allowances are made for expired registrations and nontrucks 
incorrectly registered as trucks, estimates from the survey data 
indicate that there were 34,577 truck tractors registered in 
Michigan. Almost 10,000 of the tractors were registered to 
gross over 80,000 lb. 

The objective of the survey was to collect detailed infor­
mation about the actual travel of Michigan-registered tractors 
on Michigan roads. The operators of each truck were con­
tacted by telephone four times over the course of the study 
year for a detailed description of the activities of the truck 
during the 24 hr of a randomly sampled day. If the truck was 
not used on that day, the day of the truck's last use was 
substituted. [The procedure for calculating the weights when 
a year's travel is estimated is described elsewhere (3).] In­
formation gathered about the truck's use included the total 

single double 

106 •iles x 10•.uee x 

204. 434 26. 79 23.163 25. 90 
41. 949 5. 50 9.473 10.59 

128. 647 16. 86 15. 040 16 . 82 
17. 642 2. 31 2.401 2. 68 
31. 765 4. 16 3.207 3.59 

1. 289 o. 17 0.224 0.25 
177. 251 23. 23 21.163 23.67 

29. 884 3. 92 3.474 3. 88 
59. 822 7. 84 5.530 6.18 

6 . 839 0.90 0.460 0.51 
59.731 7.83 4.952 5. 54 

3. 775 o. 49 o. 341 o. 38 

763.029 100.00 89. 427 100.00 

travel for the day, the number and type of trailers pulled, the 
actual route driven by the truck, and the time of operation 
as well as other data. The route for the day was plotted on a 
map, and the accumulated mileage was recorded for each 
combination of road type, time of day, and area type. Both 
vehicle description and route data were reviewed and edited 
by experienced personnel so that problems with vehicle de­
scriptions or the routes traveled were identified and subse­
quently clarified through additional calls. 

Interviews for 8,464 trips on 3,603 sample days were com­
pleted. (The number of trips is higher than the number of 
sample days because a new "trip" started whenever a truck's 
configuralion loacting, or driver changed. This allowed the 
desi.red disaggregation of VMT by the study variables noted.) 
The truck tractors in the study traveled 470,017 mi on those 
days . The routes for 96.1 percent of those miles were de­
scribed in sufficient detail to be broken down by road type, 
time of day, and area type. Additional technical detail on the 
procedure used for this study is provided elsewher (2,3) as 
are other applications (e.g., 4). 

Findings concerning the travel patterns ·of Michigan­
registered trucks in Michigan are summarized in the following 
and in Table 3. 

Travel Characteristics 

On the basis of the survey, it is estimated that Michigan­
registered tractors traveled approximately 883 million mi within 
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the state during the study period-an average of approxi­
mately 25,500 mi annually in Michigan. Tractors with semi­
trailers (singles) account for more than 88 percent of the 
estimated total travel, doubles account for 10.4 percent, and 
bobtails just 1.2 percent. 

Approximately half the total travel by singles is on limited­
access highways during the day-which are split between ru­
ral ( 54 percent) and urban ( 46 percent) roads. Another 25 
percent of the total travel by singles is on major highways 
during the day (68 percent rural and 32 percent urban). The 
highest percentage ofnight travel (by highway and area type) 
is on limited-access highway in rural areas (5.5 percent of 
the total travel). Overall, about 59 percent of the singles travel 
was on limited-access roadways . 

The distribution of travel by doubles is similar to that of 
singles, with the principal exception that about 11 percent of 
total travel by doubles is on limited-access highways in rural 
areas at night. Overall, approximately 64 percent of the total 
travel by doubles was on limited-access highways-about 5 
percent more than the comparable figure for singles. Con­
versely, doubles log about 3 percent less of their travel on 
local streets and roads than singles. 

Classification of the travel of all tractors by approximate 
gross combination weight of the vehicle indicates that the 
20,000- to 40, lb group (virtually all empty, or nearly empty, 
singles) accounts for about 39 pe(cenl of all travel, the 40 000-
to 80,000-lb group accounts for about 43 percent, and about 
14 percent of all travel is at weights in excess of 80,000 lb. 

For singles, nearly 44 percent of travel is while empty or 
very lightly loaded. About 20 percent each is in the 40,000-
to 60,000-lb and 60,000- to 80,000-lb ranges, and about 10 
percent occurs at weights over 80,000 lb. For doubles, the 
distribution of travel by weight is somewhat different. Whereas 
about 43 percent of the travel is while empty, the percentages 
are lower (relative to singles) for intermediate weights, rising 
gradually to 26 percent in the 140,000- to 160,000-lb range. 
This indicates that doubles are more likely to run fully loaded 
in one direction and return empty-a typical pattern for the 
commodities (e.g., gravel) carried by very heavy trucks in 
Michigan. 

Driver Characteristics 

The distribution of truck drivers by age indicates that only 
3.5 percent are 24 or younger, about 14 percent are 25 to 29, 
and 18 percent are 30 to 34. The percentages then drop grad­
ually until 50 to 54, which accounts for 10.5 percent, and then 
more abruptly. Only 6 percent are 55 to 59, about 2 percent 
are 60 to 64, and less than 0.5 percent are over 64. 

Only about 15 percent of the drivers definitely had driver 
training consisting of a combination of classroom and on-the­
road training, whereas about 54 percent did not. It was not 
known whether the remaining 31 percent had any formal 
training. (The drivers themselves were not always inter­
viewed, and this information was often unknown to the actual 
respondents.) 

Of the 15 percent of drivers who had training, about two­
thirds received it from either the current or a previous em­
ployer, about 18 percent from a truck-driving school, and less 
than 10 percent from the military. In other words, less than 

65 

3 percent of all drivers surveyed had definitely received train­
ing at a truck-driving school. For-hire haulers and companies 
that operate in interstate commerce may have a higher pro­
portion of trained drivers, but the large amount of missing 
data makes firm conclusions impossible. 

TRUCK ACCIDENT RATES IN MICHIGAN 

The accident involvement and exposure data were combined 
to produce differential truck accident rates for various com­
binations of the tratifying variables described earlier (Table 
1). Because the exposure survey covered only travel in Mich­
igan by Michigan-registered tractors, only accident involve­
ments of Michigan-registered tractors were used for the rate 
calculations. About 62 percent of the tractors involved in 
accidents in Michigan were registered in Michigan. The sum­
maries of mileage and accident involvements are given in 
Table 3. 

In addition to the rates based on all combinations of 
the stratifying variables and all accidents in Michigan by 
Michigan-registered tractors, rates were also calculated for 
(only) casualty accident involvements. The calculated rates 
for all police-reported, Michigan-registered tractor accident 
involvements, in their most disaggregate form, are given in 
Table 4. The rates are presented as accident involvements per 
million miles traveled and are shown with approximately 95 
percent confidence intervals. The variance of the accident 
rates was calculated from the variances of the numerator (ac­
cidents) and denominator (travel) on the basis of the as­
sumption that they are independent. Although the accidents 
are a census of all police-reported accidents during the study 
period, they were assumed to follow a Poisson distribution 
and a variance assigned accordingly. Calculation of the var­
iance of the travel estimates follows directly from the sample 
design, a stratified simple random sample. Ninety-five percent 
confidence intervals are approximated as plus and minus twice 
the standard error of the rate. 

In comparing any two rates (e.g., Table 4), if the respective 
confidence intervals overlap, the rates are not significaritly 
different. In general, the confidence intervals reflect the sam­
ple size and the observed variability in accidents and travel. 
Rates with large confidence intervals are usually based on 
relatively small samples of accidents or travel. Principal find­
ings based on the accident rates are summarized as follows: 

• In virtually all instances, bobtail accident involvement 
rates are far higher than those for singles and doubles, al­
though the differences are not always statistically significant. 

• Rates for doubles are generally somewhat lower than 
those for singles. This is the case regardless of whether all, 
one-vehicle, or multivehicle accidents are considered (the 
breakdown by number of vehicles involved is not shown in 
Table 4). 

•Although there are just over 300 bobtail involvements, 
the highest rates tend to be at night, generally in rural areas, 
and, most clearly, on the lowest class of roadway. 

• Singles involvement rates are always higher for lower 
classes of roadways-rates for major highways are typically 
2 to 3 time higher than for limited-access highways; rates for 
other highways (local streets and roads) are typically 7 to 10 
times higher than for limited-access highways. 
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TABLE 4 OVERALL TRUCK ACCIDENT RATES* (ALL 
INVOLVEMENTS) FOR MICHIGAN-REGISTERED TRUCKS ON 
MICHIGAN ROADS IN STUDY YEAR 

urban/ day/ road bobtails singles doubles 
rural night class rates :!: 2sd rates :!: 2sd rates :!: 2sd 

rural day li•ited 8.11 :!: 5.02 3.76 :!: 0.35 3. 71 :!: J.09 
•ajor 19.53 :!: 10.38 7.55 :!: 0.80 7.45 :!: 2.38 
other 267.21 :!:138.73 29.84 :!: 4.15 26.81 :!:11.20 

rural night li•i ted 38.00 :!: 74.57 4. 77 :!: o. 86 2. 64 ± J. 35 
•ajor 118.69 :!:153.57 10.32 :!: 2.32 7. 08 :!: 4. 96 
uth~r 239. 79 ±347. 57 60. 04 ±21. 98 26.78 ±24.78 

urban day li•ited 15. 23 :!: 6 .37 2. 57 :!: 0.28 3.12 ± 0.94 
•ajor 38 . 71 :!: 16. 66 7.44 :!: 0.87 7. 41 ± 2.98 
other 45.16 ± 14 . 19 15. 50 ± !. 56 10.70 ± 4.15 

urban night li•ited 10.76 ± 14 . 32 2.11 :!: 0 . 58 !. 15 ± !. 22 
•ajor ---- t ---- 9.36 ± 2.89 10.88 ±10.82 
other 118. 35 :!: 93 . 08 18. 01 :!: 6. 10 23. 47 ±19 . 49 

OVERALL 30.35 ± 5.89 6. 79 ± 0.22 5.69 :!: 0.55 . rates are accidents per mill ion vehi cle-m i l es ± 2 std dev 

•Singles involvement rates for rural, night conditi.ons are, 
at worst, about twice as high as for daytime condi.tion . The 
difference between night and day is not as distinct for urban 
areas. However, urban rates are generally lower than rural 
rates regardless of roadway cla s. 

concerning confidence intervals and sample size as noted 
earlier). 

• Although there is an even greater scarcity of bobtail data 
(relative to Table 4) bobtai l rates are higher Lhan tho. e for 
either singles or doubles. The ratio of the rates is about the 
same a it was when all (casualty and noncasualty) accidents 
were considered . 

• Although limited by ample size , doubles rates are lower 
than singles ral'es in most instances-the principal exception 
(from Table 4) is on urban , limited-access roads during the 
day. 

• Further analysis indicated that doubles rates were higher 
than singles rates in some specific situations , such as one­
vebicle involvemc:nts on rural limited-acces highways during 
the day multivehicle involvements on rural major roadways· 
during the day , and urban limited-acces roadways during the 
day. The higher one-vehicle accident rate is p1imarily due to 
rollover accidents, an accident type for which doubles are we'll 
known. 

Rates considering only casualty accidents are given in Table 
5. These results and those from related analysis (not shown 
here) can also be summarized (subject to the same caveats 

• In contrast to the all-involvement rates, when only cas­
ualty accident are examined, the overall doubles rate i higher 
than the singles rate. More specifica lly, it appears that doubles 
rates are higher than ingle. rates for day condition · in both 
rural and urban ituations and regardle of roadway class. 

•Also in contrast to Table 4, when only casualty accidents 
are considered, nighttime rates are generally higher than day­
time rates. This finding is somewhat stronger in rural than 
urban areas . 

Whereas the disaggregated casualty accident rates shown 
in Table 5 are of considerable interest, the sample sizes are 
small in many instances. However , the accident and travel 

TABLE 5 OVERALL TRUCK CASUALTY ACCIDENT RATES* 
FOR MICHIGAN-REGISTERED TRUCKS ON MICHIGAN 
ROADS IN STUDY YEAR 

urban/ day/ road bobtails singles doubles 
rural night class rates ± 2sd rates :!: 2sd rates :!: 2sd 

rural day li•ited 3. 34 :!: 2.83 0.92 ± 0.14 o. 91 :!: o. 44 
•ajor 5. 72 ± 4.12 !. 87 ± 0. 29 2.06 :!: o. 91 
other 85.20 ± 53.44 6.30 ± 1.18 8 . 11 ± 4. 30 

rural night li•ited 8.44 ± 19. 63 1.50 ± 0.41 1.16 ± 0.79 
•ajor - --- ± ---- 3. 46 ± 1.06 2. 08 ± 2.14 
other 119. 89 ±185. 22 17.07 ± 8.83 8.93 :!:13. 21 

urban day li•ited 3. 43 ± 2. 47 0 . 60 ± 0.12 o. 61 ± 0 .36 
•ajor 4. 30 ± 4.46 l. 54 :!: 0. 34 1.99 ± l.30 
other 4. 86 :!: 3 .79 1.98 :!: 0 . 39 3.43 ± 1.91 

urban night li•ited --- ± - 0. 77 ± o. 33 0 . 29 ± 0.58 
•ajor -- :t ---- 2.78 :!: 1.37 ---- ± ----
other 43.04 ± 48.21 5. 03 ± 2.60 17 . 60 ±16.29 

OVERALL 7 .15 :!: 2.01 1.51 :!: 0.09 l.61 ± 0.28 . rates are accidents per mi ll ion vehicle-mi les ± 2 std de v 
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data can also be aggregated by the key variables to yield 
marginal rates, such as daytime rates for different truck types 
regardless of roadway class and urban-rural classification . The 
results of calculating such aggregated rates are discussed be­
low in summary form. All rates are given in accidents per 
million vehicle miles. 

The rates in Table 6 highlight the fundamental differences 
between the different types of trucks and the impact of in­
cluding PDO accidents in the rate calculation. The bobtail 
rates are significantly higher than those for combination trucks 
for both casualty and all involvements. When PDOs are in­
cluded, the singles rate is significantly higher than the doubles 
rate. When only casualty accidents are considered , the dou­
bles rate is higher , but not significantly. 

The aggregated urban and rural rates (regardless of road­
way type and time of day) in Table 7 indicate that rural rates 
are generally higher than those for urban areas (regardless of 
truck type and whether PDOs are included). The bobtail rates 
are still far higher than combination truck rates for both urban 
and rural conditions. The rates for singles and doubles are 
similar. PDO accidents tend to "drive" the overall rates. Sim­
ilarly, singles dominate when rates are aggregated across con­
figuration. In general, the subgroups with large sample sizes 
dominate the overall rate. 

The differences between day and night rates given in Table 
8 are less clear than the other aggregated rates. When all 

TABLE 6 RATES* BY TRUCK 
CONFIGURATION, ALL ACCIDENTS AND 
CASUAL TY ACCIDENTS 

truck type all accidents casualty accidents 

bobtails 30.35 ± 5. 89 7 . 15 ± 2.01 
singles 6.79 ± 0.22 1. 51 ± 0.09 
doubles 5.69 ± 0.55 I. 61 ± 0.28 

. rates are expressed ae accidents per million 
vehicle-miles ± 2sd 
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accidents are considered, the night rates are lower than the 
day rates, except for bobtails. For combination trucks , there 
is more of a difference for doubles than for singles (i .e., the 
night doubles rate is much lower than the day rate). However, 
when only casualty accidents are considered, the night rates 
are higher for both bobtails and singles. The doubles rate is 
still lower at night than during the day . The "overall" rate 
shows that when only casualty accidents are considered, com­
bination trucks tend to have higher night rates-this is, how­
ever, driven by bobtails and singles. 

The aggregated rates by roadway type (Table 9) indicate a 
clear and consistent trend: the lower the road class, the higher 
the accident rate, regardless of truck type or whether all ac­
cidents or only casualty accidents are considered. The rates 
for singles and doubles are also similar, although there is some 
divergence between the two when the lowest road class is 
considered. 

TABLE 9 RATES* BY TRUCK CONFIGURATION 
AND ROAD TYPE, ALL ACCIDENTS AND CASUALTY 
ACCIDENTS 

all accidents 

truck type liaited I aajor I other 

bobtails 13.13 ± 4.40 26.86 ± 9.11 85.99 ± 18.04 
singles 3.28 ± 0 . 18 7.80 ± 0.44 21. 03 ± 1.14 
doubles 3 .16 ± 0.50 7.47 ± 1.26 17. 54 ± 3.09 

total 3.37 ± 0.16 8.02 ± 0.37 21. 87 ± 0.90 

casualty accidents 

truck type liaited I aajor I. other 

bobtails 3. 38 ± 1.78 5.06 ± 2.85 21.63 ± 7.46 
singles 0.84 ± 0.09 1.94 ± 0.20 3.72 ± 0.41 
doubles 0.00 ± 0 .24 2.01 ± 0.60 5.85 ± 1.69 

overall 0.86 ± 0.08 1. 99 ± 0.18 4.20 ± 0.40 . rates are expressed ae accidents per million vehicle-
miles ± 2sd 

TABLE 7 RATES* BY TRUCK CONFIGURATION AND URBAN OR 
RURAL AREA, ALL ACCIDENTS AND CASUALTY ACCIDENTS 

all accidents casualty accidents 

truck type urban I rural urban I rural 

bobtails 28.21 ± 6.16 32.81 ± 9.20 4.34 ± 1.89 10 . 38 ± 3.79 
singles 5.99 ± 0.29 7.42 ± 0.31 J.12 ± 0.12 1.82 ± 0.14 
doubles 4.93 ± 0.78 6.20 ± 0.77 J.34 ± 0.39 1.79 ± 0.38 

overall 6.22 ± 0.26 7.54 ± o. 25 1.19 ± 0.11 1.90 ± 0.13 . rates are expressed as accidents per million vehicle-miles ± 2sd 

TABLE 8 RATES* BY TRUCK CONFIGURATION AND TIME OF 
DAY, ALL ACCIDENTS AND CASUALTY ACCIDENTS 

all ace idents casualty accidents 

truck type day I night day I night 

bobtails 28.36 ± 5.85 51.37 ± 30.55 6.45 ± 1.97 14.52 ± 11.00 
singles 6.82 ± 0.23 6.57 ± 0.63 1.43±0.10 2. 04 ± o. 31 
doubles 6 .08 ± 0.64 3. 97 ± 1. 13 1.63 ± 0.31 1. 53 ± o. 65 

overall 7. 02 ± 0.19 6. 55 ± o. 47 1. 51 ± 0.09 2.06 ± o. 26 

. rs.tee are expressed as accidents per 11illion vehicle-miles ± 2ed 
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DISCUSSION OF PRINCIPAL FINDINGS 

Discussion of the principal findings of this project is organized 
by truck type and then by the other variables that were iso­
lated (e.g., roadway type). 

Bobtails 

The bobtail configuration clearly has the mosl seriuus problem 
safely negotiating the highway system. It had the highest rates 
for every road type, area type, time of day, or combination 
of tho e variables. This was true regardles of whether all 
accidents or only casualty accidents were considered (see Tables 
4 and 5) . Thougb the differences were not always statistically 
significant the bobtail rates were always the highest. The only 
exceptions were for cells that had no accident . Moreover, 
for the overall (marginal) rates, the increased risk of bobtails 
over singles and doubles is highly significant for both casualty 
and all accidents. 

This finding is consistent with vehicle design considerations. 
The handling, braking, and other systems for tractors are all 
designed to pull single or double configurations. Without a 
trailer attached, the handling properties of the tractor are 
significantly degraded, which must account for at least some 
of the rate differential. Though some manufacturers have 
recently introduced "brake proportioning" valves to improve 
tractor braking when no trailer is being pulled and drivers 
may compensate when driving bobtails, these factors are ap­
parently insufficient to produce accident rates similar to other 
tractor configurations. 

Singles and Doubles 

There is a growing literature that compares the safety of sin­
gles and doubles. Estimates of the relative safety of doubles 
range from somewhat lower rates than for singles to rates two 
to three time a great (J). The stati tics presented here for 
Michigan, which are based on a census of police-reported 
accidents and a statistically valid survey of actual travel, in­
dicate that the performance of singles and doubles is generally 
similar in terms of overall safety. For all accidents, the doubles 
rate is significantly lower than the ingles rate (5.69 versus 
6.79), but for casualty accidents the rates are virtually 
identical. 

When the rates are disaggregated by road class, time of 
day, and area type, other differences are apparent . Consid­
ering all accidents the rates for doubles are the same or lower 
for all road type . For "other" roads the rate for double is 
17.54 versus 21.03 for singles (this difference is not significant 
at the 95 percent confidence level). However, for casualty 
accidents, doubles have a statistically significant higher rate 
(5.85 versus 3. 72) on these same roads. Doubles accidents on 
such roads are more likely to involve injury or death than 
singles accidents. 

The same pattern holds for area type: doubles rates are 
lower in both rural and urban areas when all accidents are 
considered. However, when only casualty accidents are con­
sidered, the rates are about the same in rural areas, and 
doubles rates are slightly higher in urban areas. This is con­
sistent with the typical usage patterns for doubles-they ac-
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cumulate a higher proportion of their travel on inherently 
safer limited-access roads. On the other hand, an accident 
involving doubles is more likely to involve a casualty, which 
offsets some of the doubles' advantage due to road type. 

Similarly, the overall accident rate for doubles is lower than 
for single for both day and nigbt conditions, although for 
casualty accidents, doubles do somewhat worse during the 
day and significantly better at night. This is consistent with 
doubles use at night being on limited-access roads. 

Road Type 

The most significant and consistent effect on accident rates 
appeared to be due to the type of road . Accident rates for 
all types of trucks were highest on other" roadways (local 
streets and roads) and lowest on limited-access highway . This 
was true in every case, when controlling for other variables, 
and for both casualty and all accidents. The effect of road 
type is so large that it must be taken into account in any 
analysis of truck accident rates, or it may mask the effects of 
other variables. 

Area Type and Time of Day 

Accident rates were generally lower in urban areas than in 
rural areas, regardless of combination type. TI1e effect is not 
as great as that of road type but ir i consistent across the 
other variable in the study. For all accidents the day rate 
was higher than the rate for night. However, when only cas­
ualty accidents were considered, the night rate was 2.06 versus 
1.51 for day with the difference being statistically sign iJicant. 
The explanation for the e differences is probably that PDO 
accident occur primarily during tJ1e day and are a function 
of traffic density, which is higher during the day and in urban 
areas. Casualty accidents are more likely to be associated with 
fatigue, higher speeds, and shorter sight distances due to dark­
ness, which would lead to higher rural night rates. 

Driver Age 

Accident rates for truck drivers in Michigan are strongly as­
sociated with driver age. Drivers under the age of 25 and over 
60 had much higher accident rates than average-drivers aged 
19 and 20 had rates 5 times higher than the average, and 
drivers over 60 had rates 1.5 times greater than average. This 
is consistent with previous work, which has indicated that 
younger drivers generally have higher rates for passenger cars 
and higher fatal rates in large trucks (5,6). 

IMPLICATIONS FOR FUTURE WORK AND 
RECOMMENDATIONS 

This work has attempted to advance both the quality and level 
of detail in the data on the study of truck safety. The accident 
data represented a census of 1 year of accidents involving 
Michigan-registered trucks operating in Michigan. The travel 
data similarly came from a urvey of the actual travel of a 
representative sample of Michigan tractors. In both files a 
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level o{ detail was achieved that allowed the calculation of 
rates for groups determined by the cross-classification of sev­
eral factors of interest. Rates can be examined not just by 
one or two factors at a time but by several (e.g., casualty 
accidents involving singles on limited-access roads in urban 
areas at night). This has allowed a significantly increased level 
of understanding of the complex interaction of the many fac­
tors associated with the risk of truck accidents. 

It is clear that detailed accident and travel data are essential 
to useful safety analysis, but such data are not widely or 
readily available. For example, a recent report (7) indicated 
that there is no current national consensus on either the num­
ber of trucks involved in accidents or their annual travel. 
Moreover, whereas the quality of the data in the Michigan 
accident file is as good as any, extensive manual review of 
hard copit:s uf the police reports was required to identify 
Michigan-registered trucks and to correct coding errors. Even 
then, no data were available on cargo body type, virtually 
none on loading, and only the most basic on truck configu­
ration. Reliable Michigan travel data were simply unavailable 
from existing sources. 

To answer detailed question about truck safety, detailed 
data are required. The result here indicate that analyses mu l 
be able to control at least for i-oad type area of operation, 
and time of day. The TRB Committee on Truck afety Data 
Needs has recommended important steps toward improving 
the quality of data available for truck traffic safety research. 
Moreover, implementation of the National Governors As­
sociation supplemental truc;k accident form would improve 
the amount of infoimation available about vehicle configu­
rations and hazardous cargo. Wherea the supplemental form 
contains many of the data elements used in this study, an 
urban/rural code is not included. Partially in response to the 
results of the study reported here, Michigan has implemented 
a supplemental truck accident report, which, in combination 
with the computerized accident file, provides considerable 
data for more thorough analysis. 

The provision of better accident data is not, however, suf­
ficient for the analysis that needs to be done. Exposure data 
are equally important but appear to command less attention 
despite the difficulty of collection. The TRB committee's rec­
ommendations on travel data would improve the situation, 
although it is not clear that even chat is sufficient. Expo ure 
data must be collected at the same level of detail a the ac­
cident data to calculate differential accident involvement rates 
and to allow examination of the interactions between variables 
of interest. Thus, a system of vehicle counts supplemented 
by descriptive information from random safety inspections 
may not produce adequate travel information. However, it 
produces timely and continuous data, which are crucial in an 
industry as dynamic as trucking. 

Many important safety-related questions that could not be 
addressed during this study are logical extensions of this ap­
proach. The impact of carrier type, gross vehicle weight, and 
trailer cargo body are among the opportunities for further 
work. In an era of deregulation, differences in safety records 
of variou categories o.f truck operators will be of increasing 
interest. The transport of hazardou cargo and pressure ro 
increase the productivity of trucking by allowing heavier and 
longer combinations also raise important safety questions (8). 
Addre sing them will requil"e weight and length information 
as well as operating weight, cargo type, and cargo body. 
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One of the original objectives of this study was to explore 
the relationship between roadway geometry and truck type. 
As noted earlier, problems with data reduction limited the 
scope of the work. However, the study has clearly confirmed 
that restrictive geometry, as measured by road class, is a 
serious problem in truck safety. Examination of some truck 
accidents indicated that even the relatively low crash rates for 
limited-access highways may be overstated. A sizable number 
of one-vehicle accidents involving doubles resulted from over­
turns on ramps. These accidents were attributed to limited­
access roads even though they occurred on the low-design­
speed components of that system. 

More work is required to identify the geometric character­
istics specifically related to truck accidents. Not only the char­
acteristics of the accident sequence and roadway but al ' o truck 
loading and travel characteristics should be included. The 
accident risk on ramps, for example, is related not only to 
the interaction between truck type per e and ramp geometry, 
but al o to the specifics of the trailer type , number of axles, 
cargo body style, and loading. 

This sort of inquiry is of continuing importance as, for 
example, pressure is applied to allow triples in more states 
and other truck configurations are proposed. Whereas ac­
curate prediction of the safety impact of new configurations 
or operating weights would be best (8), it is imperative that 
the data and analytical process be in place to allow accurate 
assessment of the effects of such policies. Some of the research 
techniques and methodologies to make such assessments have 
been demonstrated by this study . 
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