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Multicriteria Decision Making in 
Location Modeling 

Au E. HAGHANI 

Public- and private-sector location decisions are generally made 
in ~ multiobjective planning environment. Examples include lo­
cation of emergency medical service facilities and warehouses. 
V~r!o~s cr.iteria considered. in_ma~ing these decisions may include 
mm1m1zat10n of costs, max1m1zat1on of demands that are satisfied 
within a prespecified time or distance, and minimization of av­
erage distance from demand points to the nearest facility. Gen­
erally, location problems are formulated and solved as mathe­
matical optimization problems. Attempts have been made to solve 
location problems through multiobjective optimization. Gener­
ally, ~hese mod~ls ~ccount for more than one objective by using 
~ v~nety o~ we1ghtmg schemes or by concentrating on one ob-
1echve and mcorporating the others into the model as constraints. 
An alternative approach to consider several objectives sirnulta­
n~ously is presented .. Th~ approach is based on the analytical 
hierarchy process, which 1s a useful tool in multicriteria decision 
making. The approach is demonstrated by a numerical example. 

Engineers and planners in both the public and the private 
sectors are frequently faced with deciding where to locate 
facilities and how to allocate the resources for these facilities 
among competing demands . Public-sector examples of such 
decisions include where to locate emergency medical service 
(EMS) vehicles to serve a community, how such vehicles should 
be dispatched to incidents, how many fire stations are needed 
so that all points in an urban area may be reached within a 
prespecified time, and where public schools should be located. 
Private-sector examples include where to locate maintenance 
facilities over an airline or railroad network and how many 
warehouses are needed in a distribution system and where 
they should be located. In all cases, the location of the 
facilities significantly affects both the operating costs of the 
system and the ability of the system to satisfy the demands 
placed on it. 

Facility location decisions in both public and private sectors 
are generally multiobjective in nature. For example, in lo­
cating emergency medical service facilities, the objectives are 
to minimize the average travel time to an incident and the 
number of vehicles deployed, and hence the operating cost 
of the s~ste~. There may also be a need to consider many 
other ob1ect1ves, such as balancing the work load, increasing 
th~ nu~ber of people served by the system, and equity. Some 
Objectives may be conflicting in nature. For example, mini­
mizing the number of deployed vehicles conflicts with maxi­
mizing the number of people served. 

Generally, location-allocation problems have been for­
mulated and solved as mathematical optimization problems. 
Different formulation approaches and the use of different 
objective functions have resulted in a variety of location models. 
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Although attempts have been made to deal with location de­
cisions from a multiobjective point of view (1-5), most lo­
cation models are formulated and solved in a single-objective 
framework. Among the single-objective models, a few studies 
attempt to deal with the location-allocation problem in a hi­
erarchical modeling approach, and mostly from a dual ob­
jective point of view (6-9). This paper presents an alternative 
approach for making multiobjective location decisions. The­
oretically, the approach enables analysts and decision makers 
to simultaneously consider as many objectives as they wish 
without defining any a priori weights for the objectives or 
setting any constraints on the level of achievement of those 
objectives. 

PROBLEM STATEMENT 

Location problems are frequently confronted in both the pub­
lic and the private sectors. The most common location prob­
lems in the public domain include choosing fire station sites 
and determining the number and location of EMS vehicles. 
Private-sector location problems include determining the 
number of maintenance facilities needed on an airline or rail­
road network and the optimal location of these facilities and 
identifying optimal warehousing locations in product distribu­
tion networks. 

The allocation problem is closely related to the location 
problem. The allocation problem deals with optimal assign­
ment of the demands to service centers. The location­
allocation problem derives its importance from two sources. 
First, in many cases, the location of service centers in a net­
work and the allocation of demands to service facilities has a 
direct effect on system operating costs. This is particularly 
true in private-sector applications. The second reason for in­
terest in the location-allocation problem is that, in some cases, 
the nature of the demands and of the service depends dra­
matically on the ability of the customers to obtain service 
quickly. An example is medical emergencies, in which timely 
response is clearly needed. 

. Research on the location-allocation problem must recog­
mze that location decisions are generally made in a multiob­
jective planning framework. For example, in locating EMS 
vehicles , the objectives are to minimize the average travel 
time to an incident, the maximum travel time to an incident, 
and service differences between geographic areas of the city; 
maximize the number of people or potential demands that 
can be served by the system within a given time limit; and 
minimize the number of vehicles deployed. In fact, these are 
only representative of the many objectives that public decision 
makers must consider in locating and in choosing response 
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districts for EMS vehicles. Similarly, private location­
allocation decisions are also multiobjective in nature. In 
choosing repair centers for an airline network, for example, 
the objectives are to minimize the amount of deadheading 
required to reach the facilities and the construction and op­
erating costs of the facilities. 

One important difference between private- and public­
sector location problems is that it is generally easier to collapse 
the different objectives into a single objective in private-sector 
location problems. For example, deadheading may be con­
verted into an operating cost. By using appropriate weighting 
and discounting factors, the deadheading, construction, and 
opernting costs in the airline example may be collapsed into 
a single cost figure. In the EMS vehicle location example, 
however, it would be virtually impossible to collapse measures 
of service inequities across geographic areas and measures of 
vehicle work loads into a single value to be optimized. Even 
if it were possible, it would require the analyst to implicitly 
weight the two objectives. This task i better left to the public 
decision makers. This however, demands that the analyst 
develop techniques capable of clearly displaying the trade­
offs between objectives. 

This paper presents an approach that, theoretically, enables 
simultaneous consideration of as many objectives as desired 
in making location decisions. This approach is based on the 
analytical hierarchy process (AHP). AHP is selected as a 
vehicle for valuation and ranking of alternative sites (or com­
binations of sites) on the basis of multiple objectives. It has 
proven to be a valuable tool in multicriteria decision making. 
In this paper we deal witb objectives that are generally used 
in public-sector planning. However, the methodology can eas­
ily be generalized to include as many and as different objec­
tives as needed. The paper focuses on discussion of issues 
involved in implementation of AHP in multiobjective location 
modeling. 

DETERMINISTIC LOCATION MODELS 

Facility location is one of the most important Jong-term lo­
gistical decisions faced in the public or private sector. Most 
facility location models are concerned with network locations 
rather than plane locations. The location models can be cat­
egorized on the basis of such important criteria as type of 
objective function and the deterministic versus stochastic 
models. In this section we focus on deterministic location 
models and distinguish them by their objective function. Sto­
chastic models are beyond the scope of this study. 

Three general types of objective functions have been used 
the most in the literature concerning public-sector location 
decisions. Covering models locate facilities on a network such 
that the demands are covered within a prespecified critical 
time or distance. Median or minisum models locate the fa­
cilities such that the weighted average distance between the 
facilities and the demands served by those facilities is mini­
mized. Center or minimax models locate facilities to minimize 
the weighted maximum distance from the facilities to the de­
mands served by them. Median, covering, and center models 
encompass a large portion of the location models, and there­
fore we focus on these models. The interested reader is re­
ferred to Handler and Mirchandani (JO), Tansel et al. (11), 
or Brandeau and Chiu (12) for a more complete review. In 
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what follows, we describe covering, median, and center lo­
cation models and then briefly review some of the multiob­
jective approaches to location modeling. 

Covering Models 

The inputs to location models include a network with a set 
of N nodes and A links. Associated with each node is a de­
mand to be served by the facilities. Demands are assumed to 
be generated at nodes only. The travel time (or travel dis­
tance) between Node i and j is represented by a shortest path 
matrix. Also, a prespecified critical time (or distance) is de­
fined, which is the maximum time (or distance) limit. 

The simplest covering model is the location set covering 
model, which was originally formulated by Toregas et al. (13). 
This formulation attempts to minimize the number of service 
centers on a network such that all demands are covered within 
the critical time or distance. This model has been used in 
locating ambulances (14) and fire stations (15,16). Plane and 
Hendrick (17) studied a dual objective formulation of the set 
covering problem. They minimize the number of fire stations 
needed and maximize the number of existing stations in the 
solution. Daskin and Stern (6) proposed an alternative dual 
objective formulation that minimizes the number of service 
centers and maximizes the amount of backup coverage. 
Demand-weighted backup coverage has also been formulated 
(18, 19). 

The set covering model fails to recognize that demands are 
generated at the nodes at different rates. The maximum cov­
ering location model formulated by Church and Re Yelle (20) 
accounts for this by trying to maximize the number of de­
mands that are within the critical time (or distance) of one of 
the P facilities that are to be located. Maximum covering 
models have been used in practice to locate service facilities 
(21-23). 

Minisum or Median Models 

The P-median or minisum problem was originally formulated 
by Hakimi (24). This model minimizes the weighted average 
distance from a demand node i to the facility to which it is 
assigned. In the absence of capacity constraints or other com­
plications, demands are assigned to the nearest facilities. In 
using this model for an EMS facility location problem, the 
objective is to locate facilities so that the best average be­
havior of the system is obtained. 

Hakimi (24) has shown that at least one optimal solution 
to this problem consists of locating only on the nodes of the 
network. Hakimi's result has been generalized to a number 
of extensions of the P-median problem (25,26). A variety of 
heuristic methods have been proposed for solving the P­
median problem (10,27). 

Minimax or Center Models 

These models minimize the weighted maximum distance from 
the demand points to the nearest facilities. When facilities are 
to be located on nodes of a network, minimax models are 
referred to as vertex-center models. Center models attempt 
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to locate facilities over the network so that the level of service 
in the worst possible case is as good as possible (10). 

The objectives incorporated in the covering, median, and 
center models represent three of the most important objec­
tives that can be considered in location of public facilities­
in particular, EMS facilities such as ambulance and fire sta­
tions. It is clear that the best solution under one modeling 
approach and for one of the foregoing objectives may not be 
the best or even a good solution for the other objectives. 

Furthermore, although these objectives are among the most 
important, they are not necessarily the only ones to be con­
sidered. In public-sector facility location many other objec­
tives may be equally important. Balancing the work load among 
facilities, providing equitable service, providing as much backup 
service as possible, and political considerations are other ob­
jectives that may be considered. Some objectives may not 
even be quantifiable and cannot be incorporated into a math­
ematical model. It is desirable, therefore, to approach loca­
tion decisions in a multiobjective framework that addresses 
these issues. 

Multiobjective Approaches 

One of the important aspects of location decisions is their 
long-term effects on the service provided to the public. Several 
models have been formulated to deal with the public facility 
location problem in a multiobjective framework. Multiobjec­
tive approaches have been used to locate energy facilities 
(28-30) and fast food restaurants (31). Cohan et al. (29) 
formulated a multiobjective linear programming model for 
locating energy facilities. Mladineo et al. (30) propose a mul­
ticriteria approach for ranking the alternative sites. Min's model 
(31) considers the behavioral and spatial aspects of location 
scenarios. Fortenberry et al. (32) and Heller et al. (33) pro­
pose models to locate emergency medical service facilities in 
a multiobjective environment. Fortenberry et al. (32) use lin­
ear programming to determine optimal locations, and Heller 
et al. (33) propose a model that minimizes the mean response 
time and balances the facility work load. The results of the 
latter model are validated by simulation techniques. 

Ross and Soland (34) present an interactive algorithm for 
multicriteria optimization that solves a finite sequence of gen­
eralized assignment problems for location of public facilities. 
Schilling (35) proposed a dynamic location model to locate 
public facilities. His approach uses multiobjective analysis to 
plan public-sector facility systems that operate in a dynamic 
environment. 

Goal programming is used as a technique for approaching 
location decisions in a multicriteria environment (36-38) . Some 
researchers have developed interactive models for locating 
facilities (39,40). Multicriteria approaches have also been used 
in locating private-sector facilities (36,41-43). Buhl ( 44) pres­
ents several theorems characterizing single-objective reduc­
tions of multiobjective problems and shows that the objective 
functions used in location theory contain both implicit and 
explicit value judgments. 

In general, all but a few of the multiobjective approaches 
to location modeling use an optimization framework. Either 
all of the objectives to be considered are collapsed into a 
single objective with a weighting scheme or thresholds are 
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defined for all but one objective and the problem is ap­
proached by optimizing that objective while the others are 
constrained within their predefined thresholds (as in goal pro­
gramming). In these approaches, nonquantifiable objectives 
are either ignored or dealt with exogenously. 

Although efforts have been made to formulate and solve 
location models that deal with more than one objective, this 
area of research is still promising. In particular, a multiob­
jective approach that can incorporate several objectives, pro­
vide a systematic evaluation and ranking of alternatives, and, 
particularly, handle nonquantifiable objectives would be 
desirable. 

In contrast to other multiobjective approaches, optimiza­
tion is proposed as an alternative generation tool while at the 
same time a framework is devised enabling us to implement 
a multicriteria decision-making tool such as AHP to select the 
best alternative from those generated by the optimization 
approach. This approach theoretically enables us to consider 
as many objectives as desired simultaneously with no prior 
weighting schemes or threshold definitions. 

MULTIOBJECTIVE APPROACH TO LOCATION 
DECISIONS 

In this section a multiobjective approach to location modeling 
incorporating the maximum covering, median, and center is 
presented. We also incorporate cost considerations as the 
fourth criterion to be considered in the location of facilities. 
The approach is based on AHP (45-50). The procedure has 
proven useful in multicriteria decision making (51). 

AHP 

AHP provides a way to organize complex decision-making 
problems in a manner that allows for interaction and interde­
pendence among factors influencing the decisions and still 
allows the analyst to think about these factors in a simple 
way. It enables the analyst to make effective decisions on 
complex issues by simplifying and expediting the natural 
decision-making process. 

AHP is based on three principles: decomposition, com­
parative judgments, and synthesis of priorities. A complex, 
unstructured problem is decomposed into its component parts, 
which are further arranged into a hierarchic order. The ele­
ments in the hierarchy define the problem. A matrix of pair­
wise comparisons of the relative importance of the elements 
in a level of hierarchy with respect to the elements in the level 
immediately above it is then set up. Finally, the global or 
composite priorities of elements at the lowest level of the 
hierarchy (alternative solutions) are synthesized. 

AHP also provides an effective structure for group decision 
making. It enables decision makers to represent the simul­
taneous interactions of many factors in complex, unstructured 
situations and helps to identify and set priorities on the basis 
of various objectives. A detailed description of AHP is beyond 
the scope of this paper. The interested reader is referred to 
Saaty (45,48). However, the main steps of the process can be 
summarized as follows ( 46) : 
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1. Define the problem and specify the alternative solutions. 
2. Break the problem down into a system of components 

at different levels of hierarchies. Each component in a higher 
level of hierarchy encompasses some or all of the components 
in the next lower level. 

3. Construct a pairwise comparison matrix of the relevant 
contributions or impacts of each component on each govern­
ing component (criterion) in the next higher level. In this 
matrix, pairs of elements are compared with respect to a 
criterion in the superior level. The numbers in the cells of 
this matrix represent the superiority (inferiority) of each com­
ponent compared with the others, with respect to their con­
tribution to the governing component. The numbers can be 
based on either subjective judgments or available numerical 
data that measure the performance of the alternatives with 
respect to the criteria under consideration. 

4. Obtain all judgments required to develop the set of mat­
rices in the third step. 

5. Establish the priorities of components at each level of 
hierarchy with respect to the criterion or component in the 
higher level encompassing those components. 

6. Repeat Steps 3 through 5 until the priorities are estab­
lished for all levels of hierarchy. 

7. Vectors of priorities are then weighted by the weight of 
the criteria of each level, and this process is repeated until a 
priority vector for the lowest level of hierarchy (the alternative 
solutions) is obtained. 

8. The final decision or outcome depends on the vector of 
priorities for the lowest level of hierarchy and can be evalu­
ated on the basis of consistency measures. 

AHP in Location Analysis 

The facility location problem can be approached as a mul­
tiobjective decision-making process using AHP. The problem 
can be decomposed to three levels of hierarchy. The first, 
finding the best sites among the candidates for locating the 
facilities, is the focus of the problem. The second level of 
hierarchy consists of the factors or objectives affecting this 
decision. Finally, the third level of hierarchy includes alter­
native sites or combinations of sites. According to AHP, mat­
rices of pairwise comparisons between various candidate sites 
can be established on the basis of individual objectives. The 
matrices allow the analyst to rank the alternative sites ac­
cording to the individual objectives. Then an overall vector 
of priorities (or ranking of alternatives) can be obtained by 
weighting the priorities according to the individual objectives 
by the relative weights of the objectives. Note that a vector 
of priorities for the different objectives can also be obtained 
through construction of a pairwise comparison matrix for the 
objectives themselves. The priorities can then be used as weights 
for the corresponding objectives. Construction of this pairwise 
comparison matrix requires judgment by the decision maker 
or the analyst on the relative importance of the objectives. 
The important issue, however, is that the value judgments 
can be made by comparing the relative merits of only two 
objectives at a time, a much easier task than comparing all 
objectives simultaneously. When these pairwise value judg­
ments are obtained and the comparison matrix is completed, 
the overall weights for all of the objectives can be obtained. 
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Therefore no a priori weights for the objectives need to be 
known and no threshold on the level of achievements of the 
objectives needs to be defined. 

There are three major issues in implementation of a tool 
like AHP in location decision making, in particular when we 
are dealing with multiple facility location. The first is the 
hierarchical structure to be used. In a single-family location 
case, a hierarchical structure like the one mentioned earlier 
can easily be used. However, in a more complex multifacility 
location problem it is not clear that such a structure is the 
best. The second major issue, and perhaps the most impor­
tant, is to generate the set of alternatives to be evaluated 
using AHP. In cases where a single facility is to be located, 
candidate sites can be used as individual alternatives. When 
we are dealing with large networks on which multiple facilities 
must be located, we have a combinatorial problem, and iden­
tification of the alternatives is not a simple task. Construction 
of the pairwise comparison matrices is the third issue. If these 
issues are successfully resolved, AHP will offer tremendous 
advantages in its simplicity of application, its ability to deal 
with qualitative objectives, and its theoretical ability to deal 
simultaneously with as many objectives as desired. 

In this paper, we try to deal with these issues in a simple 
example. Further research is required to address them in a 
more general case, along with development of other mul­
tiobjective approaches that could present similar advantages. 
In the next section we present the implementation of a mul­
tiobjective approach to locating facilities over a small network 
based on AHP. The example, although simple, provides 
useful insights into the multiobjective nature of location 
decisions. 

A Simple Example 

Consider the problem of locating a single facility or two fa­
cilities on the nodes of the network shown in Figure 1. The 
facilities must respond to the demands generated at the nodes 
of the network. The shortest path distance between the nodes 
of the network, along with the demand for service at each 
node and the cost of operation and maintenance of a facility 
located at each of the nodes, is given in Table 1. 

Assume that in this location decision we need to consider 
four different criteria: (a) achievement of lowest operation 
and maintenance costs, (b) coverage of as much demand as 
possible within a critical distance of 10 units, (c) provision of 
service such that the average distance from the located facil­
ities to the demand locations is minimized, and (d) provision 
of service such that the level of service in the worst possible 
case is as good as possible. As mentioned before, consider­
ation of these criteria individually generally results in location 
decisions that are drastically different. In fact, locations that 
might be optimal under one criterion may not even be good 
locations under another. Therefore, we must consider the 
trade-offs among the criteria. All nodes are considered to be 
candidate sites for the location of the facilities. 

First, we explore the results of different approaches to the 
single-facility location problem. Using the individual criteria, 
this simple location problem can be formulated as either a 
cost minimization, a maximum covering, a 1-medlan, or a 
vertex-1 center problem. Table 2 gives the value of each of 
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FIGURE 1 Example network. 

TABLE 1 DISTANCES, DEMANDS, AND COSTS 

Nodes 2 3 4 5 6 7 8 

5 5 12 14 12 15 18 

2 5 4 11 10 12 14 18 

3 5 4 7 9 8 10 14 

4 12 11 7 3 2 3 8 

5 14 10 9 3 5 5 11 

6 12 12 8 2 5 4 6 

7 15 14 10 3 5 4 6 

8 18 18 14 8 11 6 6 

Demands 9 13 6 3 8 5 7 10 

Costs 9 10 13 12 12 8 9 7 

TABLE 2 OBJECTIVE FUNCTION 
EVALUATION 

Locallon Vertex-1 1-Medlan Maximum Cost 

Center Covering 

180 568 28 9 

2 180 520 36 10 

3 140 440 51 13 

4 143 428 39 12 

5 130 489 42 12 

6 156 446 39 8 

7 182 506 39 9 

8 234 664 25 7 

Optimal 

Location 5 4 3 8 
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the individual objectives when the facility is located at each 
of the nodes. The solution of the single-facility location prob­
lem is trivial and can be determined by inspection in this case. 
Table 2 also gives the best location on the basis of the indi­
vidual criteria. 

Note that on the basis of each of these criteria, the optimal 
location of the facility is a different node. It is clear that each 
location, optimal on the basis of an individual objective, may 
not be optimal when all four objectives are considered 
simultaneously. 

We now present the results of an AHP-based approach. 
For this simple problem, the hierarchies can be structured as 
shown in Figure 2. 

The next step is to set up the pairwise comparison matrices 
for the alternative sites on the basis of the individual objec­
tives . The cells of each matrix indicate whether or not the 
site represented by the row is superior or inferior to the site 
represented by the column on the basis of the objective repre­
sented by that matrix . A cell value greater than (less than) 
1.0 indicates that the site represented by the row in the matrix 
is superior (inferior) to the site represented by the column. 
A cell value of 1.0 indicates that the two sites are equivalent 
with respect to that objective. 

In general, to fill the comparison matrices, Saaty ( 46) sug­
gests using values from 1 to 9 in comparing two alternatives. 
The value 1 indicates that the two alternatives are equivalent 
with respect to the criterion under consideration, and the 
value 9 indicates that one alternative has the highest possible 
priority over the other. The diagonal elements of these mat­
rices are all l's , and when the value for Cell (i, j) is deter­
mined, the value for Cell (j, i) is the reciprocal of the value 
for Cell ( i, j). 

An important issue in setting up the comparison matrices 
is consistency in judgment when comparing alternatives. Con­
sistency means that if Alternative i is preferred twice as much 
as Alternative j, and Alternative j is preferred twice as much 
as Alternative k, then Alternative i should be preferred four 
times as much as Alternative k. In many cases in the real 
world enforcing perfect consistency in judgment is not pos­
sible; however, relative consistency is desirable so that the 
judgments do not appear to be random. This is particularly 
true in dealing with qualitative judgments rather than judg­
ments based on quantitative measures. Fortunately, AHP 
provides a measure to determine the overall consistency of 
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Level 1: Best Site 

Focus 

Level 2: Minimize Maximize Minimize Minimize 

Objectives Cosls Coverage Welghled Maximum 

~ 4 Average Disla nee 

Distance 41!1 
~ 

Level 3: 2 3 4 5 6 7 8 

Allernatives 

FIGURE 2 Levels of hierarchy for the location problem. 

judgments by means of a consistency ratio. The details of 
calculation of this ratio are given in Saaty ( 46), and a consis­
tency ratio of 0.10 or less is deemed to represent good consis­
tency (a consistent matrix has a consistency ratio of 0). 

To construct the comparison matrices, our preference among 
alternative sites with respect to the individual criterion is based 
on the value of the mathematical objective function that 
represents the criterion under consideration. The criteria we 
are considering in our problem are represented by cost min­
imization, maximum covering, 1-median, and vertex-1 center 
objective functions. Therefore, the level of preference of one 
site over the other with respect to a particular criterion is 
determined by the ratio of the values of the objective function 
that represents that criterion when those sites are chosen for 
locating the facility. For example, when comparing Site 3 with 
Site 1 with respect to the center objective function, we use 
the ratio 180/140 in Cell (3, 1), which indicates that Site 3 is 
preferred 1.286 times as much as Site 1 for this objective, and 
we use the reciprocal of this value (0. 778) in Cell (1, 3). Note 
that we are implicitly assuming that our preference among 
the alternatives is directly proportional to their degree of 
attainment of the objective under consideration. In this case, 
where the objectives are readily quantifiable, such an as­
sumption may be appropriate. However, in a general case 
when we are dealing with nonquantifiable objectives, the pref­
erence structure may be complex, and such an assumption 
cannot be made. In that case, obtaining numerical values for 
the cells of the comparison matrices depends on comparing 
the values of the objectives among the alternatives, which by 
itself is an important task. Even when the objectives are quan­
tifiable, it does not necessarily mean that an alternative with 
twice the objective function value of another alternative will 
be preferred twice as much. These are important issues that 
must be addressed in future research. In any event, this as-

sumption can easily be relaxed by incorporating other pref­
erence structures. The advantage of AHP is that, as long as 
a preference structure is agreed upon by the decision makers, 
it provides an excellent framework for further analysis. 

This approach has the advantage that the comparison mat­
rices are perfectly consistent because all of the cells represent 
the ratios of the objective function values . In cases where the 
criteria are not easily quantifiable or calculation of numerical 
values is difficult, Saaty's general procedure could be used. 
These matrices are shown in Table 3, and the vectors of prior­
ities synthesized on the basis of these comparison matrices 
are shown in Table 4 [details on how the vectors of priorities 
are synthesized are given by Saaty ( 46)]. The underlined cell 
in each column indicates the most attractive alternative ac­
cording to the objective represented by that column. The most 
attractive alternatives identified by AHP on the basis of the 
individual objectives correspond to the optimal locations iden­
tified in Table 2. 

The overall ranking of the alternatives is obtained by mul­
tiplying the priority of each alternative based on each of the 
criteria by the weight of that criterion and summing the results 
for each alternative over all criteria. 

As long as a simple pairwise comparison of alternatives can 
be made, there is no need to know the weights of the different 
criteria a priori. The weights can be determined in the same 
way as the vectors of priorities for individual criteria, by set­
ting up a comparison matrix for the criteria themselves. The 
cells of this matrix determine whether a particular criterion 
is superior or inferior to another and show the preference 
structure among the criteria. 

In this example, if all criteria have the same level of im­
portance, they will have equal weights of 0.25 each, and the 
vector of overall priorities is (0.112, 0.118, 0.138, 0.130, 0.131, 
0.138, 0.125, 0.109). This means that both Nodes 3 and 6 are 
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TABLE 3 COMPARISON MATRICES BASED 
ON DIFFERENT OBJECTIVES 

Nodes 1 2 3 4 5 6 7 8 

1.00 1.00 0.78 0.79 0.72 0.87 1.01 1.30 

2 1.00 1.00 0.78 0.79 0.72 0.86 1.01 1.3.0 

3 1.29 1.29 1.00 1.02 0.93 1.11 1':30 1.67 

4 1.26 1.26 0.98 1.00 0.91 1.09 1.27 1.64 

5 1.39 1.39 1.08 1.10 1.00 1.20 1.40 1.80 

6 1.15 1.15 0.90 0.92 0.83 1.00 1.17 1.50 

7 0.99 0.99 0.77 0.79 0.71 0.86 1.00 1.29 

8 0.77 0.77 0.60 0.61 0.56 0.67 0.78 1.00 

(a) Comparison Based on Cenler Objeclive Funclion 

Nqdes 1 2 3 4 5 6 7 8 

1.00 0.88 0.75 0.73 0.83 0.76 0.86 1.12 

2 1.13 1.00 0.85 0.82 0.94 0.86 0.97 1.28 

3 1.34 1.18 1.00 0.97 1. 11 1.01 1.15 1.51 

4 1.37 1.22 1.03 1.00 1.14 1.04 1.18 1.55 

5 1.20 1.06 0.90 0.88 1.00 0.91 1.04 1.36 

6 1.32 1.17 0.99 0.96 1.10 1.00 1.14 1.49 

7 1.16 1.03 0.87 0.85 0.97 0.88 1.00 1.31 

8 0.89 0.78 0.66 0.65 0.74 0.67 0.76 1.00 

(b) Comparison Based on Median Objective Function 

Nodes1 2 3 4 5 6 7 8 

1.00 0.79 0.55 0.72 0.67 0.72 0.72 1.12 

2 1.29 1.00 0. 71 0.92 0.86 0.92 0.92 1.44 

3 1.82 1.42 1.00 1.31 1.21 1.31 1.31 2.04 

4 1.39 1.08 0.77 1.00 0.93 1.00 1.00 1.56 

5 1.50 1.17 0.82 1.08 1.00 1.08 1.08 1.68 

6 1.39 1.08 0.77 1.00 0.93 1.00 1.00 1.56 

7 1.39 1.08 0.77 1.00 0.93 1.00 1.00 1.56 

8 0.89 0.69 0.49 0.64 0.60 0.64 0.64 1.00 

(c) Comparison Based on Covering Objective Funclion 

Nodes 1 2 3 4 5 6 7 8 

1.00 1.11 1.44 1.33 1.33 0.89 1.00 0.78 

2 0.90 1.00 1.30 1.20 1.20 0.80 0.90 0.70 

3 0.69 0.77 1.00 0.92 0.92 0.62 0.69 0.54 

4 0.75 0.83 1.08 1.00 1.00 0.67 0.75 0.58 

5 o.75 o.e3 1.08 1.00 1.00 o.67 o.75 o:5e 

6 1.13 1.25 1.63 1.50 1.50 1.00 1.13 0.88 

7 1.00 1.11 1.44 1.33 1.33 0.89 1.00 0.78 

8 1.29 1.43 1.86 1.71 1.71 1.14 1.29 1.00 

(d) Comparison Based on Cosl Minimization Objective Function 
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TABLE 4 VECTORS OF PRIORITIES ACCORDING TO 
OBJECTIVES 

Nodes 

2 

3 

4 

5 

6 

7 

8 

Cos I 

0.133 

0.120 

0.092 

0.100 

0.100 

0.150 

0.133 

Objective Function 

Covering 

0.094 

0.120 

J!.Jl! 

0.130 

0.140 

0.130 

0.130 

0.084 

Median 

0.106 

0.120 

0.142 

0.146 

0.128 

0.140 

0.123 

0.094 

Center 

0.113 

0.113 

0.145 

0.142 

0.157 

0.131 

0.112 

0.087 

the preferred sites if all of the criteria are of equal importance. 
However, if the cost considerations are twice as important as 
the other criteria (i.e., have a weight of 0.4 while the other 
three have a weight of 0.2) , the overall priority vector be­
comes (0.116, 0.119, 0.129, 0.124, 0.125 , 0.140, 0.126, 0.121), 
which suggests that Node 6 is the preferred node on the basis 
of this preference among the criteria. Note that this site is 
different from those selected on the basis of consideration of 
the individual objectives. Also note that although Node 6 is 
not the optimal site when we consider the individual objec­
tives, it performs well compared with the other sites; there­
fore, the AHP approach has resulted in a logical choice con­
sidering all of the criteria. 

To see the effects of inconsistency in judgments, we changed 
some of the cells in the comparison matrices and introduced 
some inconsistency in those matrices. However, the changes 
were made only to the extent that the overall consistency ratio 
for the matrices remained under 0.1, so that we still had 
relatively consistent matrices. With these new matrices, the 
priorities of some of the sites changed. However, the pre­
ferred sites remained the same. This suggests that AHP results 
are not sensitive with respect to consistency in judgments, 
and if the comparison matrices are relatively consistent, the 
AHP provides overall results similar to those provided when 
perfect consistency exists. 

The single-facility location problem was an excellent tool 
to show the implementation of AHP . However , when we are 
dealing with multifacility location problems, the task is not 
so easy. In multifacility location problems we are dealing with 
combinatorial problems that may have numerous alternative 
solutions. One must note that AHP is not a tool for generating 
alternative good or optimal solutions; rather, it provides a 
framework for evaluating and ranking alternative solutions 
on the basis of multiple criteria. Therefore, in a multifacility 
location problem, the major issue is how to generate good 
alternative solutions that can later be evaluated using AHP. 

A naive approach to the multifacility location problem can 
be as follows. Assume for the moment that we want to locate 
P facilities. We can first rank all of the individual sites ac­
cording to all of the criteria (as we did in the single-facility 
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location problem); then the P sites with the highest ranks 
could be selected for location of facilities. This method is a 
type of greedy adding heuristic which will result in a solution 
quickly; however, there is no guarantee that we have the best 
possible set of sites. To obtain better results, the alternative 
solutions that are input to AHP must be combinations of P 
out of N sites that perform well with respect to the individual 
criteria. 

To generate good alternative solutions that can be input to 
AHP, we can use single-objective mathematical optimization. 
This can be done in two ways. A simple approach is to find 
a number of optimal and near-optimal sites on the basis of 
the individual objectives. This can easily be achieved by solv­
ing a sequence of uniobjective mathematical programming 
problems. When a number of good solutions based on each 
objective are identified, they are combined in a global set of 
alternatives, which can then be evaluated and ranked using 
AHP as discussed previously. 

For example, assume that we want to locate three facilities 
in a 15-node network using the same criteria as in the single­
facility location problem. We first identify a set of optimal or 
near-optimal alternatives on the basis of the individual cri­
teria. This can be achieved through an iterative process of 
solving the individual optimization problems, recording the 
optimal solution, and forcing it out of the solution space in 
the next iteration. Assume that the following sets of alter­
natives were identified: 

•Cost considerations: {l, 4, 7}, {2, 4, 8}, and {4, 7, 8}; 
•Coverage criterion: {5, 6, 9}, {6, 8, 4}, and {l, 2, 5}; 
•Median criterion: {6, 7, 9}, {2, 4, 8}, and {l, 8, 11}; and 
•Center criterion: {5, 6, 8}, {7, 8, 11}, and {4, 8, 9}. 

Then the global set of alternatives to be considered would be 
the combination of all 12 alternative sets of sites. 

A more involved approach is to identify the individual sets 
of alternatives as discussed. However, to find the global set 
of alternatives, consider all of the sites providing the individ­
ual alternatives and examine all possible combinations of these 
sites. For example, in the previous problem, the sites provid­
ing the individual alternatives are {l, 2, 4, 5, 6, 7, 8, 9, 11}. 
We can therefore consider all possible combinations of three 
of these sites. This results in 84 alternatives. This approach 
identifies many more alternatives, which in turn results in a 
more thorough evaluation of the alternative space, but if the 
set of sites is large, the number of alternatives to be considered 
becomes impractical. This approach is particularly useful when 
a relatively small number of sites provide all individual al­
ternatives. 

To do a preliminary evaluation of these approaches, we 
considered a two-facility location problem on the network of 
Figure 2, with all data and criteria being the same. 

On the basis of the vector of overall priorities, the naive 
approach suggests that the two highest-ranked sites are Nodes 
6 and 3 if all criteria are of equal importance. To implement 
the first alternative generation approach, we identified several 
alternatives under each criterion. These alternatives are as 
follows: 

•Cost: {l, 6}, {l, 7}, {2, 6}, {2, 7}, and {6, 7}; 
•Coverage: {l, 5}, {l, 6}, {1, 7}, {2, 5}, {2, 6}, {2, 7}, {3, 5}, 

{3, 6}, and {3, 7}; 

•Median: {l, 7}, {2, 6}, {2, 7}, and {3, 7}; and 
•Center: {1, 6}, {l, 7}, {2, 6}, {2, 7}, {3, 6}, and {3, 7} . 
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This results in 10 distinct alternatives, which were evaluated 
using AHP. On the basis of equal preference among the cri­
teria, Nodes 2 and 6 were identified as the best locations. 

To implement the second alternative generation approach, 
we used the set of sites providing all of the preceding alter­
natives. This set is {l, 2, 3, 5, 6, 7}. All combinations of two 
sites out of these six were identified and considered as possible 
alternatives. This resulted in 15 alternatives, which were ex­
amined using AHP. Again on the basis of equal preference 
among criteria, Nodes 2 and 6 were the best sites. Nodes 2 
and 6 are one set of the optimal locations based on center 
and covering objectives. The optimal locations based on me­
dian and cost objectives are {2, 7} and {1, 6} or {6, 7}, 
respectively. 

Although this problem is a small one and does not fully 
serve the purpose of evaluating these approaches, it provides 
useful insights into the applicability of the alternative gen­
eration approaches and the AHP. The power of AHP in mul­
ticriteria decision making is further realized where the pres­
ence of qualitative objectives complicates the application of 
traditional multiobjective optimization techniques, such as 
weighting and constraint methods. 

CONCLUSIONS AND DIRECTIONS FOR FUTURE 
RESEARCH 

In this paper we presented an approach to dealing with lo­
cation decisions in a multiobjective planning framework. The 
approach is based on AHP, which is a useful tool for multi­
criteria decision making. The approach was implemented in 
the context of a single- and a two-facility location problem. 
The example, although simple, provides useful insights into 
the multiobjective nature of location decisions and clearly 
shows that when location decisions are made in view of a 
single objective, the selected sites are likely to be inferior with 
respect to other objectives. In some cases, as the example 
indicates, the preferred location when considering all objec­
tives may not even be the optimal location when considering 
any of those objectives individually. 

The paper indicates that AHP is a promising approach in 
dealing with location decisions in a multiobjective planning 
framework. We presented a brief sensitivity analysis of the 
AHP results with respect to the numerical values representing 
the comparative judgments among alternative sites (the cells 
of the comparison matrices). More detailed sensitivity anal­
yses and exploration of methods of generating these numerical 
values other than those presented in this paper are important 
areas of research. In particular, the implicit assumption re­
garding the preference structure among the various criteria 
must be examined, and the sensitivity of AHP results with 
respect to changes in this preference structure should be 
analyzed. 

Alternative generation techniques that could provide better 
results should also be explored. The results of this approach 
should be further tested on a larger network and in a multi­
facility location problem context. These results should also 
be compared with those obtained from implementation of 
other multiobjective optimization techniques, such as weight-
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ing and bounding schemes. Finally, the results of this paper 
clearly indicate the multiobjective nature of location deci­
sions. Development of other tools enabling analysts to ap­
proach location problems from the point of view of several 
simultaneous objectives is yet another promising research area. 
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