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Definition of Homogeneous Segments on 
the Basis of Condition Data: General 
Approaches and Specific Application to 
Rail Maintenance 

RoEMER M. ALFELOR AND SuE McNEIL 

Automated systems for acquiring sequential data on the condition 
of many transportation facilities generate a huge volume of data 
to be processed. Aggregation of automatically collected and pro­
cessed data is required in order to make the information appro­
priate and useful for maintenance management. The problem of 
data aggregation and techniques that can be adopted to divide 
linear structures into homogeneous segments for modeling de­
terioration and assigning maintenance actions are described. The 
objective is to use the disaggregate sequential condition data from 
a data acquisition system to determine points of transition from 
one homogeneous segment to another . The theory and general 
methodologies are explained in the context of transportation fa­
cilities, and an application to maintenance-based aggregation of 
rail surface condition data is described. 

The deteriorated state of the nation's infrastructure has re­
ceived considerable attention in the past decade (1,2). New 
technologies have been developed to quickly and consistently 
provide measures of facility condition to enable better quan­
tification of the extent and degree of deterioration and provide 
an accurate assessment of the actual condition so that funds 
may be allocated and transportation facilities repaired or re­
habilitated effectively. Because transportation facilities such 
as highways, pipelines, and railroads are linear in structure 
and extend continuously over several miles, such state-of-the­
art automated systems result in large volumes of condition 
data. Not only does the volume of data create problems for 
physical storage despite recent advances in storage media, but 
the data also become incomprehensible. 

One way to reduce the quantity of data is to use samples. 
However, population data are desirable because deterioration 
does not occur uniformly over the entire length of facilities. 
Spatial variations in condition occur as a result of variations 
in traffic loadings, construction quality, subsurface conditions, 
curvature, and environmental factors to which the facilities 
are exposed. 

An alternative solution is to aggregate the data into phys­
ically homogeneous segments. As condition data are used to 
develop deterioration models and identify defective sections 
or segments that require maintenance, replacement, or re­
habilitation, the aggregation procedure can account for phys-
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ical constraints and economies of scale in the maintenance 
process. Maintenance, replacement, and rehabilitation are 
intended to ensure safe operations and adequate performance 
of the facility. 

In this paper , the concepts and parameters associated with 
data aggregation are discussed for the two main objectives of 
data collection: modeling deterioration and planning main­
tenance. A review of existing approaches to data aggregation 
is presented, and general steps for maintenance-based aggre­
gation are proposed. A hypothetical example that demon­
strates the proposed procedures is also presented. A specific 
railroad application for determining grinding strategies based 
on rail surface data is also discussed. 

AUTOMATED CONDITION ASSESSMENT 

Automation of data collection and condition assessment for 
transportation facilities has taken a major step during the last 
decade. For example, pavement condition data can now be 
obtained using a wide variety of technologies such as video 
cameras, laser range finders, acoustics, infrared, and many 
others (3). Application of these technologies to highway man­
agement has potential for increased productivity and reduced 
costs. The processed data are used to identify the appropriate 
maintenance strategies and develop models of pavement de­
terioration, which could be incorporated in pavement man­
agement systems. 

Similarly, existing technologies for obtaining railroad defect 
data are designed to acquire rail flaws including geometry, 
wear, corrugation, internal cracks, and transverse profile ir­
regularities. This information is used to make decisions on 
grinding, rail and plug replacement, lubrication, and rail re­
lays. Recently, railroads have experienced unusually high in­
stances of fatigue defects on the surface of the rail. These 
surface flaws, consisting of cracks, spalls, nicks, slivers, and 
batters, have been found to increase the dynamic impacts of 
the wheels on the rail, thereby reducing its service life and 
requiring premature replacement (4). Grinding usually elim­
inates these surface defects. The growing problem with sur­
face defects becomes apparent as more and more railroads 
resort to aggressive grinding strategies to remove the flaws. 
Grinding now constitutes a sizeable amount of rail mainte­
nance budgets (5). 
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In most cases, sensors are used to collect the data at high 
speed. These data are processed and interpreted (either in 
real-time or at a later date) using signal or image processing 
to provide condition measures such as amount of head wear 
on the rail or percentage of pavement covered by alligator 
cracking. These automatically collected and processed con­
dition data are then used to determine maintenance strategies 
and understand patterns of deterioration. Because condition 
data are collected and processed sequentially and are disag­
gregative, an incomprehensible volume of data is available. 
For example, every digitized image of the rail surface cor­
responding to approximately 1 ft in length requires around 
200 kilobytes of disk space. Therefore, it is necessary to com­
bine or cluster these data into longer segments having the 
same level of deterioration or requiring the same level of 
maintenance in order to be useful. The process is called data 
aggregation. 

DATA AGGREGATION: DEFINITION OF 
HOMOGENEOUS SEGMENTS 

The nature and intended use of the data influence the com­
plexity and approach to the problem of data aggregation. The 
following issues must be addressed: 

• The expected use of the data will determine the method 
of aggregating the condition data. If the data are used for 
estimating deterioration models, it is desirable to have seg­
ments of similar lengths to prevent aggregation bias in the 
estimation. If the data are used for specifying maintenance 
decisions, minimum or maximum lengths may be specified . 
For example, machines that grind the rail must grind a min­
imum length. In contrast, if internal defect rates for rail are 
at such a high level that relay is more economic than plug 
replacement, a maximum length has been specified for plug 
replacement. 

• The aggregation problem should be able to treat condi­
tion data as either deterministic or stochastic. Data collection 
and processing introduces error into the data (6), and the 
aggregation method should be able to take this uncertainty 
into consideration . However, analytical procedures that in­
clude the impacts of uncertainty in the aggregation process 
and overall life-cycle cost computations are not trivial. 

• The complexity of the problem is also influenced by the 
dimension of the condition data that require aggregation. In 
some situations it may be necessary to use a vector of con­
dition measures. For example, the decision to remove a por­
tion of rail in one location and move it to another is based 
on the amount of wear or loss in cross-sectional area and the 
number of fatigue defects detected. In the case of highway 
pavements, resurfacing and overlay are often based on the 
amount of cracking and rutting on the surface of the road. 
The approaches for aggregating segments based on multivar­
iate condition indicators are much more involved than those 
based on single condition measures. 

• The complexity of the problem increases with the number 
of categories of maintenance activities into which the aggre­
gate segments are classified. 

These issues are discussed in the following sections. 
Aggregated data may be used for modeling deterioration 

or planning maintenance. In some cases, however, aggrega-
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tion for both purposes is done by predefining segments that 
have uniform attributes other than condition. Such attributes 
include alignment, construction, and traffic loading, which 
tend to have abrupt changes but remain constant for a sig­
nificant length. The aggregate condition and maintenance needs 
of each segment are subsequently determined. This is a special 
case of aggregation, and although it provides a convenient 
approach to assigning maintenance or modeling deterioration, 
it is not efficient because the type and severity of defects 
within a segment are not homogeneous because of the effects 
of other variables not taken into consideration . The aggre­
gation problem considered in this research is based on con­
dition and not parameters such as alignment or traffic. 

There is also the issue of sensor limitations. For example, 
an optical rail profile measuring system produces a digitized 
rail profile at 20 to 30 ft intervals (7) . This is the minimum 
unit of measurement for aggregation, even if the rail profile 
is theoretically nonuniform within the 20 to 30 ft interval. 
Maintenance and deterioration modeling will then have to be 
made at least at this level of aggregation. The same is true 
for measuring rutting or cross profile, roughness, and longi­
tudinal profile of pavements, which cannot be done contin­
uously using existing sensors. However, video cameras can 
obtain continuous images of the rail or pavement surface, 
which usually results in disaggregate surface condition data. 

Deterioration models are often estimated on a unit length 
basis (i.e., number of cracks per foot, number of internal 
defects per mile). This means that, for example, for a frame­
by-frame video condition data, each frame represents an in­
dividual sample and the deterioration model should be esti­
mated at this level of disaggregation. However, at this level, 
it may be difficult to relate condition to causal variables, such 
as traffic or construction. A more typical deterioration model 
will be based on continuous data, such as percentage defective 
or a more defect-specific measure. This may be derived from 
binary defect/nondefect frame-by-frame condition data, which 
can be aggregated into longer unit segments and the condition 
data for each unit length calculated as the percentage of frames 
defective or the sum of continuous data for individual frames. 
This aggregate condition data can be used to model deteri­
oration as a function of construction, maintenance, and traffic 
parameters. It is clear that the unit length of segment required 
to model deterioration may be arbitrarily chosen. 

However, if segments must be categorized as either good 
or bad for defining problematic segments, considering non­
uniform traffic, curvature, construction, and maintenance, 
aggregate condition data based on fixed lengths is no better 
than aggregate condition data for predetermined segments. 
For this purpose, the aggregation procedure requires cluster­
ing the data samples into segments with or without minimum 
length requirements, and the segments need not be of uniform 
length. The problem becomes one of identifying specific lo­
cations on the facility where the condition changes from good 
to bad or from one level or severity of deterioration to another 
and then finding the explanatory variables to which the con­
dition can be attributed. The aggregation procedure becomes 
similar to that required for assigning maintenance. 

On the basis of maintenance decision-making, the data points 
or samples can be categorized according to the total per­
centage of defect (or whatever extent measure), without re­
gard to the type of surface defect . The objective of catego­
rization in this case is to put different segments (made up of 
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adjacent samples) in different categories corresponding to 
specific types and levels of maintenance. Hence, one does not 
make a distinction between a spall and a shell that extend 
with the same depth beyond the rail surface. 

The maintenance-based categorization is different from de­
terioration modeling because there are constraints on the min­
imum length of a segment. For example, rail maintenance 
strategies include grinding, plug replacement, rail relay, and 
rail replacement. Each type of maintenance is appropriate for 
a particular extent of defect and length of defective segment. 
In the case of rail grinding, a typical grinding train will grind 
at least 500 ft of rail surface defects as suggested by one 
railroad. This is a constraint on the minimum length of rail 
segments to grind, and therefore, the data should be aggre­
gated to lengths of at least this much. Rail surface grinding 
is the focus of this research, but aggregation is also a relevant 
issue for other types of condition data, maintenance, and track 
renewal. 

APPROACHES TO DATA AGGREGATION 

Approaches to definition of homogeneous segments may be 
classified by (a) the way the raw data are analyzed, (b) the 
type of condition data, or (c) the number of maintenance 
categories associated with the aggregate data. Based on the 
way the data are analyzed, aggregation that does not use 
predefined segments of fixed lengths can be classified simply 
as either on-line or off-line. An on-line technique sequentially 
analyzes data from one end to the other end, and transition 
points between homogeneous segments are determined one 
by one using a window of fixed or varying size. Off-line search 
(also called retrospective search) looks at the entire data set 
and determines the transition points simultaneously. De­
pending on the length of data to be processed, on-line search 
has the advantage of not having to deal with a large set of 
data in a single step. However, it may not lead to the best 
solutions. The type of condition data aggregated may be bi­
nary or multivariate, categorical or continuous, and deter­
ministic or stochastic. The type of data has significant bearing 
on the complexity of the aggregation procedures. Aggregation 
of multivariate categorical stochastic data is the most difficult 
to implement. Finally, the number of categories associated 
with the data refers to the number of maintenance actions 
into which the aggregated data are assigned. For example, 
one might be interested in rail grinding, relay, and plug re­
placement as maintenance activities. 

Existing approaches to aggregation of condition data illus­
trate the diverse nature of the process. Three aggregation 
procedures, namely rule-based aggregation (on-line), control 
chart (on-line), and change-point analysis (on-line or off-line) 
are described next. 

Rule-Based Aggregation Method 

A rule-based aggregation method is an on-line procedure 
through which the transition point is determined by comparing 
running averages or other derived measures with a given 
threshold or set of thresholds. These thresholds may be de­
rived analytically or arbitrarily. For example, application of 
a rule-based system to aggregation of rail condition data was 
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implemented to determine homogeneous wear segments from 
transverse profiles of the rail from an optical rail wear mea­
surement system (8). The algorithm uses a technique whereby 
a window of specified fixed length is moved along the track 
and the homogeneous segments are determined from the run­
ning averages and standard deviations of rail wear. The bases 
for combining segments are the differences in the averages 
and deviations of the wear measurements for adjacent seg­
ments. These thresholds are set arbitrarily. The final results 
consist of segments classified on the basis of wear as either 
requiring rail relay or not. Rule-based aggregation such as 
this is convenient for problems for which the thresholds can 
be determined by expert judgment or analysis or based on 
common practice. However, in many aggregation problems, 
the objective is not simply to satisfy the rules but to maximize 
or minimize a performance function, which is usually an eco­
nomic measure (e.g., benefits or costs). 

Control Charts 

Control charts are commonly used in assembly lines to check 
product quality (9). It is an on-line process based on the 
concept that each product sample should conform to certain 
specifications in terms of measurable properties. It is assumed 
that somewhere along the manufacturing process, the quality 
of production deteriorates and products become rejectable. 
Using control charts, the point in time at which the process 
becomes out of control is determined by looking at the distri­
bution of the sample properties with time. 

To put the control-chart analysis in the context of the high­
way or railroad, each section of a specified length might 
represent one sample. The vector of parameters describing 
each section consists of the following: 

•Defect measure (e.g., number of cracks), 
•Curvature, 
•Construction quality, 
•Previous maintenance, and 
• Traffic loading. 

Assuming several miles of road that are homogeneous in 
terms of the above parameters except the defect measure, 
control charts can be used to determine which sections have 
experienced unusually high frequencies of surface defects and 
consequently greater-than-expected deterioration. The idea 
behind a control chart is that the transition from acceptable 
to unacceptable samples is gradual. In other words, the tran­
sition point does not correspond to an abrupt jump in quality. 
This may not be the case for many transportation facilities 
because defects tend to occur randomly and may be found in 
isolated locations. 

Change-Point Analysis 

In statistics, problems of inferring transition points in a se­
quence of data are referred to as change-point problems (10). 
This procedure differs from control charts because the changes 
are abrupt as opposed to gradual. The simplest illustration of 
the change-point problem is that of determining one change­
point from a series of observations. Change-point analysis can 
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be off-line or on-line, depending on whether the entire seg­
ment is analyzed for all change-points (off-line) or a running 
window is used in the search (on-line). 

To illustrate, let y 1 , y2 , y3 ••• Yn be the series of n obser­
vations. Assuming only one change-point at location r, 1 < 
r < n, the best location of this change-point is determined by 
calculating the propensities of the change-point being at all 
possible locations. The location for which the propensity is 
maximum represents the most likely location of the change-

. point. This procedure is equivalent to the maximum likelihood 
technique or Bayes' ratios for analyzing pairwise change-point 
models (11). 

The propensity referred to in the change-point problem 
could be the likelihood of con'dition or any other performance 
function like cost impacts of the aggregate data. The problem 
of clustering frames into longer segments for rail surface de­
fect data involves many change-points because the sample 
may consist of miles and miles of track. Literature on change­
point analysis states that it is virtually impossible to solve 
problems involving more than one change-point (12). The 
change-point analysis can also be formulated as a mathemat­
ical optimization problem using an objective function, which 
is explained later. 

Change-point analysis and its mathematical programming 
formulation is a complex optimization procedure, and the 
solution becomes prohibitive for large problems with many 
possible change-points. However, it provides the most opti­
mal aggregation strategy if solution procedures allow. 

GENERAL STEPS IN AGGREGATING 
CONDITION DATA 

The following steps are proposed for maintenance-based ag­
gregation of condition data. 

1. Determine costs and life-cycle impacts of maintenance. 
These include costs of not performing maintenance or allow­
ing the facility to deteriorate and fail prematurely. 

2. Determine the threshold condition value that warrants 
maintenance. This value may be obtained from maintenance 
experts on the basis of current standards. Because adminis­
trators have different approaches to doing maintenance, the 
threshold values will likewise vary. An alternative approach 
is to determine these thresholds analytically using economic 
analysis. It is apparent that these maintenance standards will 
dictate the type and measure of condition data to collect. 

3. Identify the constraints on maintenance. These con­
straints may be equipment-related (as the case of minimum 
rail grinding length of 500 ft because of the length of the 
grinding train) or system-related (uniformity in the alignment 
of the road). 

4. Collect and process sequential defect data and, if nec­
essary, apply smoothing algorithm to remove noise. 

5. Use the threshold values (maintenance standards) de­
scribed in Step 2 to identify the type of maintenance to use 
for each data point corresponding to a unit length of facility. 
This step does not take into consideration the constraints 
identified in Step 3. 

6. Apply decision analysis to the entire facility to satisfy 
the constraints while minimizing the cost of incorrect main-
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tenance decisions made or maximizing the benefits derived 
from maintenance. This is an optimization problem that can 
be solved analytically using a variety of techniques including 
heuristics and integer programming formulations. The com­
plexity of the solution procedures depends on the type of 
constraints and the number of maintenance strategies, which 
are related to the measures of condition. Obviously, the longer 
the facility being analyzed, the longer it takes to arrive at a 
solution . 

The following generic example will help illustrate the above 
procedures. It is a more general problem than the one that 
will be solved later. Consider the hypothetical conditions stated 
next, which may have resulted from application of Steps 1-3. 

• The thresholds for percent defective for doing mainte­
nance to each data sample are as follows: 

percent defect < 30 percent, 
30 percent s percent defect ::; 50 percent, 
50 percent s percent defect s 65 percent, and 
65 percent < percent defect. 

• M 1 corresponds to a particular maintenance action as­
sociated with a range of percentage area defective. The level 
of maintenance is a function of the severity of the defect. 

• M 2 uses an equipment whose configuration will correct 
at least 20 adjacent samples. Therefore, if one sample is main­
tained by M 2 , 20 adjacent samples will be affected and sub­
jected to the same maintenance. 

• M 4 requires replacing the sample, but the minimum length 
for replacement is 50 ft (governed by the standard lengths of 
replacements). 

• M 1 is the do-nothing alternative, and M 3 is a spot­
maintenance activity that can be performed on individual sam­
ples. 

Hypothetical condition data are shown in Figure 1 for every 
unit of collected data (Step 4). Each data point is subject to 
error, assuming the data collection technology and the data 
processing techniques are both imperfect. Noise-removal al­
gorithms in the form of data smoothing eliminate some of 
these imperfections (Step 4). The idea behind a smoothing 
algorithm is that sequential data points are spatially depen­
dent. For instance, autocorrelation of pavement condition 
data is discussed elsewhere (13). In the case of rail defects, 
it has been reported that defects tend to cluster at some lo­
cations (14). Smoothing not only accounts for minor errors 
in technology or measurement but also makes the clustering 
of data into homogeneous segments easier. There are many 
ways of smoothing data (15), but one must be careful in using 
them because they can smooth out abrupt changes in condi­
tion, which may be important in understanding the behavior 
of the facility. 

Figure 2 shows the same data points after applying the 3R 
running median smoothing procedure, which determines the 
running median of data points taken three at a time (15). The 
continuous curve in Figure 2 is then used in the succeeding 
steps. Given the ranges of percentage defective (percent of 
defect) for which the defined maintenance activities are ap­
plied, the entire facility is divided into different segments 
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FIGURE 1 Hypothetical raw defect data. 

corresponding to different maintenance levels as shown in 
Figure 3 (Step 5). However, the constraints imposed by M 2 

and M4 may not be satisfied by the segmentation shown in 
Figure 3. Hence, segments will have to be combined. There 
are many possible ways of doing this; Figure 4 shows one 
possible combination (Step 6). The objective is to come up 
with the best segmentation given a criterion and the set of 
constraints. The criterion may be to minimize the total cost 
of performing and not performing maintenance on the dif­
ferent segments of the facility. This is an optimization/decision 
analysis problem that is equivalent to determining the change­
points in a series of observations. 

This example can be used to represent the problem of ag­
gregating rail condition data for different maintenance ac­
tions; where M 2 , M3 , and M 4 may correspond to light grinding, 
corrective grinding, and plug replacement, respectively, and 
the constraints on length are changed to their more realistic 
values. 

The general steps for maintenance-based aggregation illus­
trated in the generic example were adopted in formulating 
the simpler and more specific problem of using rail surface 
condition data for one maintenance action: corrective grind­
ing. A description of the rail-grinding problem and the pro­
cedures adopted for aggregating rail surface condition data 
for the purpose of doing maintenance are presented in the 
following example. 

AGGREGATING RAIL SURFACE CONDITION 
DATA 

A prototype optical system using video camera and image 
processing subroutines was developed at Carnegie Mellon 
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30 Distance (FL) 

University to acquire continuous images of the rail surface 
(16). The system can identify the presence or absence of rail 
surface defects on a frame-by-frame basis. An automated de­
fect recognition system was also developed that can process 
and classify continuous images of the rail surface (17). Initial 
rail surface data were obtained on a 10-mi track and processed 
in the laboratory using the automated recognition system. 

The sequential data obtained from the inspection system 
were then aggregated to identify segments that needed to be 
ground. Each frame sample of video data corresponds to ap­
proximately 1 ft of actual railhead. The standard identified 
for performing maintenance is that only defective frames or 
samples should be ground. However, there is a minimum 
grinding length that is dictated by the length of the grinding 
train. This means that a minimum length will be ground. This 
information is used, along with the costs of incorrect grinding 
decisions, in formulating the problem as a set-packing optimi­
zation problem (18). 

A set-packing problem is an integer programming problem 
in which an optimal combination of feasible subsets of a choice 
set is sought such that an objective is maximized and that 
each element of the choice set belongs to at most one of the 
subsets chosen. In the case of the rail grinding problem, the 
choice set consists of a sequence of video (frame) data, and 
a subset represents a group or pack of adjacent frames that 
will either be ground or not. Within each pack, individual 
frames can be either defective or not, and the higher the 
proportion of defective frames in a pack chosen for grinding, 
the better the grinding decision is in terms on maximizing the 
correct decisions. 

The rail grinding problem is a set-packing problem because 
of the constraint on the minimum grinding length. If such 
constraint does not exist, then the optimal solution is just to 

30 Dislance (FL) 

FIGURE 2 Approximate 3R running median smooth. 
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FIGURE 3 Categorized segments based on maintenance level. 

grind all the defective frames. However, the constraint be­
comes a parameter for the minimum size of a pack. Hence, 
each pack becomes a feasible grinding subset, and the optimal 
combination of feasible grinding subsets, which maximizes the 
total benefits due to grinding, is sought. Two aspects of this 
problem make it different from the conventional set-packing 
problems. First, it is much, much larger in dimension because 
of the number of packing combinations and the number of 
frames involved (again, about 1 ft of rail per frame). Second, 
the problem has a structure in which each pack is a segment 
of sequential data. 

Solutions exist for solving the set-packing integer program­
ming problem, but then again the dimensions of those prob­
lems that have been encountered in operations research lit­
erature are much less than the dimension involved in 
determining rail-grinding strategies. 

To solve the problems realistically, two rule-based heuristic 
algorithms were developed that utilize the structure of the 
problem. The heuristic solutions can be described as on-line 
rule-based techniques for solving the set-packing problem. A 
window that slides from one end to the other end of the track 
is used in analyzing feasible packs that represent segments of 
sequential condition data. As the window moves along the 
rail, segments to grind are determined locally using the cri­
terion for grinding, which is the minimum grinding length, 
and the minimum threshold for the proportion of defective 
frames in the pack, which is determined analytically. 

The heuristic procedures differ from the general set-packing 
optimization formulation in that the latter is an off-line pro­
cedure whereas the former use a threshold value for the av­
erage percentage defective of segments to grind. This thresh­
old value is calculated on the basis of comparisons of cost of 
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FIGURE 4 Small segments combined. 
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grinding and not grinding defective and nondefective rail seg­
ments. Therefore, instead of minimizing the overall life-cycle 
costs of maintenance for the entire track, the algorithms seek 
on-line local solutions as the window moves along the track. 
Like most heuristic solution methods, this procedure does not 
guarantee optimal results. However, although the results ob­
tained by using the heuristics are not necessarily optimal, they 
are more efficient than the optimal approaches resulting from 
solving the set-packing problem with respect to execution time 
and perform reasonably well compared with greedy solutions. 
Also, the existing approaches for solving set-packing prob­
lems are not guaranteed to converge to a solution. 

For a lengthy discussion on the aggregation of rail surface 
condition data, the formulation of the grinding problem as a 
set-packing problem, and the description as well as application 
of the heuristic algorithms, the reader is referred to other 
work by Alf el or (17). The effects of uncertainty were also 
considered in the analysis. The heuristic procedures for rail 
surface data aggregation were modified to account for un­
certainty. Indeed, the solutions to the aggregation problem 
are shown to be sensitive to uncertainty and imperfect infor­
mation about the condition of the rail. 

CONCLUSION 

Maintenance of linear structures requires definition of pieces 
or segments that represent uniform condition and hence re­
quire a particular form of maintenance. Automated inspection 
of these structures provide the data needed in defining ho­
mogeneous segments. 
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This research provided a detailed analysis of the problem 
of defining homogeneous segments for modeling deterioration 
and assigning maintenance. The general solution procedures 
are described for any type of linear facilities. An example is 
illustrated in the case of rail maintenance planning, specifi­
cally rail grinding. 

Further research and illustrations are necessary for solving 
the same problem when the condition data are continuous 
and when the number of categories (maintenance actions) to 
which the segments are assigned is increased, which is true 
for most transportation facilities. The same can be said about 
dealing with the uncertainty in data collection. Moreover, the 
impacts of making incorrect decisions in terms of overall life­
cycle cost and performance of the facility need to be explored. 
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