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Foreword 

The papers in this Record cover a wide range of transportation topics. Areas of interest 
include transportation network analysis, the relation of street network geometrics and control 
features to quality of traffic service, transit network structure for information service of direct 
and connecting trips, and real-time network traffic simulation. Other areas are intelligent 
vehicle-highway systems and their standards, and system technologies, driver information 
systems, vehicle control systems, system safety, and vehicle direction. Expert system appli­
cations are related to congestion management and application of artificial neural networks 
in transportation engineering, and validation procedures are given for a prototype expert 
system for traffic control through highway work zones. 

v 
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Efficient Search Algorithms for Route 
Information Services of Direct and 
Connecting Transit Trips 

ANTHONY F. HAN AND CHIEN-HUA HWANG 

Easy-to-access and efficient route information service is essential 
to encourage the ridership of a transit system. Given the origin 
(bus) stop and destination stop of a transit trip, it is not difficult 
to find the direct bus lines connecting the given origin-destination 
stops . However, when the transit network structure is involved 
with many transfer trips or characterized with many overlapping 
bus lines, as are many transit y ·1em · in major cities outside North 
America , l'he problem f finding bus line connecting through 
tran · fcr point s become very complicated . A si mple yet efficieni 
alg rithm to find dir er line Hnd a ·earch algorithm using the 
hash -table data structure techniques for quickly finding r uting 
information for connecting trip with one tran fer are presented. 
The search algorithms have been ue1;es fully implemented on a 
microcomputer-based tran it information s1:n1icc system in Taipei 
Taiwan. since Janumy 1991. 

Easy-to-access network information is essential to encourage 
the ridership of a transit system. The more people who are 
aware of the transit network structure and routing informa­
tion, the more people who can use the transit system. For 
this reason, most transit authorities in big cities worldwide 
are providing some form of information service to assist pas­
sengers in determining the best use of public transport for 
specific trips (1-4). Fruin described in detail the type of pas­
senger information including visual and oral communication , 
distributed information, and automatic passenger interactive 
means (5) . 

The importance of using computerized management infor­
mation technologies to improve the productivity and perfor­
mance of a transit system has long been recognized. Recently, 
microcomputer-based systems have been widely applied to 
enhance the transit planning and operational capabilities in 
areas such as traffic and data management (6), fleet manage­
ment (7) , maintenance management (8), and performance 
monitoring (9,10) . Cutler studied the impact of information 
technologies on the efficiency of telephone information ser­
vices provided by 15 transit authorities in the United States 
(11). The success of such a telephone on-line transit routing 
information system relies on, among other factors, efficient 
search algorithms that can provide quick responses and ac­
curate routing information. However, literature focused on 
the routing information search for direct and connecting tran­
sit trips appears to be rare . Vanigrok developed an algorithm 

Department of Transportation Engineering and Management, Na­
tional Chiao Tung University, Hsinchu 30049, Taiwan, Republic of 
China . 

for selecting desirable public transport connection from the 
time tables (3). 

In this paper, we are concerned with the problem of finding 
all the bus lines connecting two bus stops with or without 
transfers in a transit network. For simplicity and pragmatic 
considerations, the following discussions will be limited to 
transit trips involving no more than one transfer. Given the 
origin (0) bus stop and the destination (D) stop of an inquired 
trip, the problem of finding the bus lines that directly connect 
the stops is not difficult if such lines exist. However, the 
problem becomes difficult when the bus transfer is inevitable . 
In particular, when the transit network is characterized with 
overlapping bus lines, as many transit systems in major cities 
outside North America are, the problem can be very com­
plicated. For example, for the origin stop A and the desti­
nation stop B, shown in Figure 1, no direct bus lines connect 
A and B; the rider has seven transfer options: from Line 1 
to Line 2, transferring at one of the stops {a, b, c, d} , or from 
Line 3 to Line 4, transferring at one of the stops {e, f, g}. 
Note that the situation is even more complicated when any 
one of the single lines (1, 2, 3, or 4) can be a set of overlapping 
bus lines running on the same street segment. As to the transit 
network characterized with heavily overlapping bus routes , 
Han and Wilson proposed a heuristic method for optimal bus 
allocation for the Cairo transit system (12), Han assessed the 
transfer penalty to bus riders in Taipei (13) , and Kwan ana­
lyzed how to coordinate the joint headway for overlapping 
bus routes in the United Kingdom (14). 

SEARCH ALGORITHM FOR DIRECT 
CONNECTING LINES 

To provide accurate routing information, the system must 
distinguish the bus lines with different attributes such as di­
rection and zonal or express service. As a result, almost every 
bus stop is covered by more than one bus line, say, 32 east­
bound and 32 westbound. Consequently, when the transit 
network is characterized with heavily overlapping bus routes, 
finding direct connecting bus lines is much more complicated 
than expected. For example, in the Taipei Transit System 
there are approximately 490 bus lines and 1,200 bus stops, 
and more than 50 bus stops are served by more than 30 (over­
lapping) bus lines; the maximal overlapping stop is the Taipei 
Train Station, which is covered by 63 bus lines (15) . 

Given two bus stops, A and B, we now present a search 
algorithm to find all bus lines connecting directly from A to 



2 

Line 3 Line 2 

Line 1 Line 1 

a b c d 

Line 4 e 

g B Line 4 

Line 3 Line 2 

FIGURE 1 Connecting trip with multiple transfer stops. 

B. The algorithm has two phases: connection search and di­
rection check. The algorithm for direct transit trips is sum­
marized in the following. 

Algorithm Al: Connection Search Phase 

1. Initialization: S = ¢, S is the set of direct connecting 
lines. 

2. For both stops, A and B, list and sort all bus lines passing 
each of them. We get two arrays each presenting the set of 
bus lines passing the corresponding bus stop, and the numbers 
(codes) in both arrays are in ascending order. 

3. Pick up from each of the two arrays the first number and 
do a pairwise comparison. 

-If the two numbers are the same-say, they are both 
N1-then we have found a direct connecting line. Let 
S = S U {N,}, and remove N, from both arrays. 

- If the two numbers are not the same, remove the smaller 
one from its corresponding array . 

4. Repeat Step 3 until both arrays are exhausted. If S 
= ¢, stop-there are no direct connecting lines. Otherwise, 
go to Step 5 in the next phase. 

Algorithm Al: Direction Check Phase 

5. For each element in S, check if Stop A is upstream of 
Stop B. If not, remove it from S; otherwise, continue. 

6. The solution is found as S. If S = <j>, there are no direct 
lines connecting from A to B. 
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Algorithm Al is simple and efficient. The computational 
time of the sort operation in Step 2 is to the order of L(log L), 
where L is the number of overlapping bus lines passing a bus 
stop. In practice, the set of bus lines passing A or B can be 
sorted and filed before the on-line implementation of the 
algorithm. Therefore, the algorithm Al can be easily imple­
mented as a linear-time algorithm with order of O(L), and it 
can serve as an efficient building block for other related search 
algorithms. 

CONNECTION TRIPS WITH ONE 
TRANSIT TRANSFER 

When no direct lines connect two bus stops, transit transfer 
activities are inevitable. For simplicity, connection trips with 
two or more transfers are not considered in this paper. We 
are concerned with finding all possible connection lines, with 
one transit transfer between two bus stops. This is more dif­
ficult than finding direct connecting lines, mainly because the 
transfer stop is not necessarily unique and the multiple trans­
fer stops are hard to identify. A scenario of a connecting trip 
with seven possible transfer stops is shown in Figure 1. 

Finding the transfer points between two stops A and B is 
complex because every downstream stop of A along any bus 
line passing A as well as every upstream stop of B along any 
bus line passing B is a potential transfer point and must be 
traced and checked. Figure 2 illustrates such a situation, in 
which every one of the stops of a;s and bis i, j = 1, 2, .. . , 
7, is a potential transfer stop. Consequently if one uses the 
complete-enumeration type of pairwise comparison to search 
for the transfer stops, it takes approximately the order of US2 

iterations simply to find the potential transfer stops, where L 
is the number of overlapping bus lines passing one stop and 
S is the average number of bus stops per line. 

b, 

FIGURE 2 Potential transfer points of connecting trip. 
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The aforementioned complete-enumeration algorithm is a 
polynomial-time algorithm of O(US2

). It is still efficient in 
terms of combinational optimization. However, for practical 
on-line information service applications, the response time of 
such an algorithm may be too slow to accept. According to 
our implementation experience in Taipei, this algorithm when 
implemented by a PC 286/16 AT microcomputer took 20 to 
90 sec to find the routing information for connecting trips. 
Such a performance was considered unacceptable because 
nobody is willing to hold the phone and wait for 20 sec or 
longer. This also led to the development of a much more 
efficient search algorithm. 

SEARCH ALGORITHM USING 
HASH-TABLE TECHNIQUES 

The full routing information of connection trips from A to B 
with one transit transfer can be considered as path information 
represented as A-X-B, where Xis the transfer point. How­
ever, from a microcomputer it is difficult to find such a piece 
of full information at once. Our olution is to decompose the 
problem into subproblems and then combine the partial in­
formation obtained to form the final solution. Generally 
speaking, four subproblem · are involved here: 

• (Sl)-Identification of all possible transfer points, the 
Xs; 

• (S2)-Identification of bus lines connecting from A to 
B, the X-B part of routing information; 

• (S3)-Identification of bus lines connection A to X, the 
A-X part of routing information; and 

• (S4)-Combination of A-X and X-B to form the full 
information of A-X-B. 

The subproblems can be solved efficiently by the use of 
hash-table, or hashing, techniques . Hashing is one of the data 
structure techniques commonly used to handle symbol tables 
in computer science (16). Considering the limited RAM stor­
age space on a microcomputer, we used a single hash table 
of 32 x 32 bytes to keep track of all the potential transfer 
~top . The hash table is partiti oned into 32 bucket (in bytes) 
and each buck t i capable of holding 256 record (in bit ). 
A hashing function f(X) ni<1p · the identifier X-that i . the 
code of a bus stop-to the address of X in the hash table. 
The typical code of a bus stop is X = NNyyy, where NN is 
the zonal number, NN = 1, 2 , .. . , 32, and yyy i' the top 
number, yyy = 1, 2, . .. , 256. We defined the foll.owing 
ha l1ing functio n to set up the hash table used in our algorithm: 

f(NNyyy) = (NN - 1) x 256 + yyy (1) 

The hash table can be considered as 32 x 256 matrix. Each 
element in the matrix is a binary digit that indicates the unique 
address of its corresponding bus stop. The address is well 
defined by the hashing function of Equation 1. 

Our Algorithm A2, designed for the search of full routing 
information of A-X- B, has five major steps . The framework 
of the algorithm design is shown in Figure 3. A detailed de­
scription of the algorithm A2 (for connecting transit trips) is 
given as follows: 

1. Hash Table Setu2 from A 

• Preprocessing for the 
identification of transfer stops 

+ 
2. Hashin9 Tracin9 from B 

• Identify all transfer stops 
• Find X-B partial information 

i 
3. Hash Table Setu2 for X 

• Preprocessing for step 4 

i 
4. Hashing Tracing from A 

• Find A-X partial information 

+ 
5. Qgrniliae ell!.lii1l lo!1mm11iQll 

• Get full information of A-X-B 

FIGURE 3 Design framework of 
Algorithm A2. 
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1. Use Equation 1 to define the hash table for all the down­
stream stops of A along all the bus lines passing A. All the 
corresponding addresses of the bus stops such as a1 , a2 , ••• , 

a7 (Figure 2) in the hash table are turned on. 
2. S lect any one line that passes B and for every upstream 

bus stop of B along that bus line, use the hashing function to 
map the stop to its corresponding address in the hash table, 
and check if the address is on. If the corresponding address 
is on, it is a transfer stop, X; otherwise, continue to check 
the next bus stop. 

Repeat the previous step until all bus lines passing B are 
traced. Now we have obtained the set of all possible transfer 
stops and the corresponding bus lines leading to the des­
tination stop B, that is, the routing information about the 
X-B part. 

3. Clear the hash table developed in Step 1, and use the 
hashing function (Equation 1) to rebuild a hash table for all 
the transfer stops found in Step 2. 

4. Pick one of the bus lines passing stop A , and for every 
downstream bus stop of A along that line, u e the hashing 
function to check if it corresponding addre in the new bash 
table is on. If yes, keep the record of the transfer stop X as 
well as the line connecting A to X; otherwise, continue to 
check the next stop. 

Repeat the previous step until all bus lines passing A are 
traced. Now we have obtained the routing information about 
the A-X part. 

5. Combine partial infonnation of A - X and X- B by using 
the sort-and-compare techniques imilar to those described 
in Algorithm Al: sort the two ways of Xs in ascending order 
and do pairwise comparison to combine A-X and X-B for 
every common transfer stop. 
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6. Postprocess the route information to rank the alternative 
connecting paths in preference order based on shortest path or 
other criteria such as maximal transfer combinations (optional). 

Algorithm A2 is much more efficient than the complete­
enumeration type of algorithm mentioned earlier. Without 
using ha hing functions , the aforemen tioned algorithm re­
quire O(US2) time just to oJve the subproblem Sl. And by 
using hash-table ·tructure , the compurati nal time of the 
algorithm for solving the who le problem can he reduced 10 

th rd er on LS. l t is becau e in each f tep. I through 4 
of the algorithm, the setup and tracing of a hash table requires 
only a constant amount of computational time for each bu 
top processed , and the number of all potentiaJ tran fer stop 

is 0 LS) . tep 5 involves son-and-compare procedures, thu. 
it requires time comparable to the rder of S_, [log(~~.)], where 
S, i · the number oftrnnsferstops of the connecting tripA-X-8. 
F r practical applications in tran it sy rems , the number of 
all potential trnnsfer top , L , u ually is much greater than 
Sx[log(Sx)]. Therefore, the computational time of Algorithm 
A2 is O(LS). 

Note that the O(LS) algorithm is much more efficient than 
the O( L2S2

) algorithm described in the previous section. For 
the Taip i Transit System, the order of LS rang s from 10 to 
103 • This explains why the on-line implementation of Algo­
rithm A2 can run hundreds of times faster than that of the 
complete-enumeration algorithm and reduce the computa­
tional time from minutes to seconds. 

Algorithm A2 is primarily designed for microcomputer ap­
plications. The hash table takes only about lK, that is, 32 x 
32 = 1,024 bytes, of RAM space , making it very efficient for 
applications in MS-DOS. With other computing facilities , one 
can use hash tables bigger than 32 x 32 bytes to store the 
data of both transfer stops and connecting lines , and to reduce 
the number of steps as proposed in our algorithm. However , 
the use of a bigger hash table may not improve the imple­
mentation time of the algorithm. 
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IMPLEMENTATION RESULTS AND 
CONCLUSIONS 

Algorithms Al and A2 have been successfully running on a 
microcomputer-based transit information system in Taipei since 
January 1991. Taipei is the capital city of Taiwan, the Re­
public of China (ROC). The city of Taipei has an area of 272 
km2 within its administrative boundaries and a population of 
about 2. 7 million. Bus transit services in the Taipei city are 
primarily provided by 10 major bus companies that have joined 
to form the United Operating Center (UOC) of the Taipei 
Transit System. As of August 1991, the UOC operates more 
than 250 routes with 3, 174 buses, carrying approximately 2.1 
million passenger trips a day (17). 

The transit routing information service system in Taipei is 
a telephone on-line service system. Two shifts of trained op­
erators answer the telephone inquiries with the help of com­
puterized route information system. The computerized system 
is programmed in Turbo C and implemented on two IBM PC 
386/20 AT microcomputers with math coprocessors and other 
peripherals. Specifically, the system operates with two tele­
phone lines, (02)321-2000 and (02)341-2000, and two indepen­
dent computerized route information systems in order to pro­
vide maximal on-line services to the public. On average, the 
system receives and answers about 105 calls each day. 

Because of the complicated transit network structure, a 
significant portion of transit trips in Taipei involve transfers. 
It was estimated that approximately 1 million passenger trips 
a day are made through bus transfers (13). Therefore, most 
callers ask for routing information of transfer or connecting 
trips . The system would first check if there were direct con­
necting lines. If not, it would automatically search for the bus 
line connecting through transfer stops and list on the monitor 
screen the connecting trips in order of shortest distance or 
maximal transfer combinations, depending on the choice of 
the rider. 

--------------------------
9 
10 
10 

7032 
9 
10 

4 
9 

7120 
8 
8 
15 

13 
15 
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5 

FIGURE 4 Typical screen output of connecting trip information in Taipei Transit System. 
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A scenario of a connecting trip with seven possible transfer 
stops was shown earlier in Figure 1. For the dense transit 
network operated by 10 bus companies in Taipei, it is not 
uncommon to find connecting trips with more than 10 transfer 
stops. The full routing information of A-X-B thus can be as 
long as 20 to 30 ( creen) pages. Figure 4 shows a hard copy 
of the first-page ·creen output of a 21-page full output file. 
The routing information listed on the top of the screen tells 
a person aboard at Chih-Chin Ridge can take Line 237 (zonal, 
express, or regular) to Mosque and make a transfer from there 
to Line 0-soulh or Line 253R to get to the destination top , 
the Taipei Train Station. This i. the short t-di tance path of 
the per on ' total of 38 connecting path alternatives. Algo­
rithm A2 works fine for the system . Taking only 2 or 3 sec 
to find the 21-page Output file and show the first-page output 
on the monitor screen. 

The algorithms proposed in this paper should be useful for 
microcomputer-based routing information systems for an in­
tegrated public transportation sy tern. The techniques of using 
a small hash table to implement the search algorithm effi­
ciently on a microcomputer appear to be useful for other 
microcomputer applications as well. With modifications or 
extensions, Algorithm A2 might be applied to routing infor­
mation systems for airlines or the track-and-trace systems for 
courier service companies. Such potential applications need 
further investigation. 
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Influence of Urban Network Features on 
Quality of Traffic Service 

SrAMAK A. ARDEKANI, }AMES C. WILLIAMS, AND SuDARSHANA BHAT 

The relation between street network geometric and control fea­
tures and the network quality of traffic service is investigated. 
The goal i to quantify macr scopically the degree of improve­
ments made when an urban street network undergo modifi­
cations in its conrrol or geometric fea ture . The quality of traffic 
service in several ci ty networks i assessed through fie ld cali­
bration of the two-Duid model. The model paramel'er. are then 
correlated to LO geometric and control features for each city net­
work. It is found that under low traffic concentrations in the 
network, the average peed limit and the degree f ignal pro­
gres ion are th · most influential feawre . On the other hand , for 
high-concentration condition , the fraction of one-way street , 
the averag number of lanes , and the fraction of signals actuated 
most affect the service quality. The den it·y of signalized inter­
ection affect peak and off-peak traffic. The .ignal density i 

benefici al during peak period but detrimental during off-peak 
periods. 

In traffic engineering practice, when an urban street network 
such as a downtown street system undergoes modifications in 
its geometric configuration or its con trol strategy, it is often 
de irable to obtain some quantitative measure of the resulting 
improvements. Simiiarly, when the need arises to improve 
the quality of traffic service in a. treet network, it is neces ary 
to be able to predict the level of improvements to be attained 
as a result of any specific modifications in the network ge­
ometry or control features. This permits engineers to identify 
those strategies that yield the greatest level of improvement 
per unit cost of implementation . 

The work reported herein presents a methodology to assess 
the degree of influence of various geometric and control fea­
tures on the quality of service in an urban street network. 
From an initial list of some 20 potential factors, 10 key geo­
metric and control attributes have been considered. They 
include 

•Block length, 
• Extent of one-way streets, 
• Number of lanes per street, 
• Intersection density, 
• Signal density, 
• Speed limit, 
•Cycle length, 
• Extent of on-street parking, 
• Degree of signal actuation, and 
• Degree of signal progression. 

Department of Civil Engineering, P.O. Box 19308, University of 
Texas , Arlington, Tex. 76019. 

Data on each of these features are collected for 19 urban 
street networks. The quality of traffic service across the net­
works studied is compared in light of the values of the geo­
metric and control variables in each respective network. Sta­
tistical analyses are performed to identify those variables that 
most affect the traffic service quality as well as their respective 
degrees of impact. 

The quality of service in each of the 19 networks is macro­
scopically quantified using the two-fluid model methodology. 
The model correlates the average travel time per unit distance 
to the stopped delay per unit distance in a network. Simply 
stated, under similar traffic loading conditions (same average 
concentration), a network with better quality of service will 
yield mile-long trips with shorter trip time and stop time val­
ues. Although the amount of traffic load on a facility is gen­
erally expressed in terms of volume, previous field and sim­
ulation studies (1-3) show a strong correlation between the 
averages of flow and concentration across a network, as is 
the case along a single roadway. As such, average concen­
tration has been used in this study as a measure of traffic 
demand in a network since it is considerably easier to measure 
than the networkwide average flow. 

The two-fluid model, formulated on the basis of this prin­
ciple, has been used to quantify the quality of traffic service 
in several cities around the world (4) . Subsequent visits to 
some of those cities has shown the model to be robust and 
accurate (5). The model parameters are hence used to char­
acterize the service quality in the networks in this study. A 
more detailed description of the model is therefore merited. 

TWO-FLUID MODEL 

As discussed previously by Herman and Prigogine (6), the 
concept of a two-fluid model appeared in the kinetic theory 
of multilane highway traffic when the transition to the so­
called collective flow regime was made at sufficiently high 
vehicular concentrations. For highway traffic, the speed distri­
bution for the cars splits into two parts at the collective tran­
sition: one part corresponds to the moving vehicles and the 
other to the vehicles that are stopped as a result of local 
conditions such as traffic jams. Likewise, the traffic in a city 
network can be considered to consist of two traffic fluids : one 
part composed of the moving cars and the other of cars that 
are stopped as a result of congestion, traffic signals, stop signs, 
other traffic control devices, and obstructions resulting from 
construction, accidents, and such-but not parked vehicles. 
The parked cars are ignored since they are not a component 
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of the traffic but instead form a part of the geometric config­
uration of the street. 

In the two-fluid model the ideas in the kinetic theory of 
traffic are followed by assuming that the average speed of the 
moving cars , v,, depends on the fraction of the cars that are 
moving, f,, in the following form: 

Vr = vf,- 1 = V111 fr" = v,,,(l - h-)" (1) 

where 

f, average fraction of vehicles stopped, 
v"' average maximum running speed in the network system, 

v = average speed of the traffic, and 
n = parameter whose significance will be discussed later. 

The boundary conditions are reasonably satisfied because for 
ls = 0 and 1, the running speeds are v,,, and 0, respectively. 
The following identities should also be noted: 

f,+f,. =1 (2) 

v,,, = l/T"' (3) 

v,. = l/T, (4) 

v = 1/T (5) 

where 

T,,. parameter representing the average minimum trip 
time per unit distance, 

T, 
T= 

average running time per unit distance, and 
trip time per unit distance. 

If, in addition, the stop time per unit distance is denoted by 
T,, it follows that 

T=T,+T, (6) 

In the model it is also assumed that the fraction of the time 
topped for an individual vehicle circulating in a ne twork , 

(T,11) , is equal to the average fraction f vehicles topped in 
!he sy reu1 /,.over the same time period. namely 

fs = (T,/T) (7) 

It is important to remember with regard to the second as­
sumption that, if the concentration varies widely-that is, 
fluctuates rapidly during the time of a trip-the condition 
stated in Equation 7 may not be satisfied ( 4). The concen­
tration must vary slowly over the time scale during which 
(T,/T) and f,. are measured. 

The assumptions stated in Equations 1 and 7 lead to the 
two-fluid model relation between the trip time per unit dis­
tance, T, and the running time per unit distance, T,, namely, 

T, = T;/,(n+ l)Tnl(n+ I) (8) 

yielding the final result 

T, = T - T,~(n+ lJTnl(n+ l) (9) 
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It is emphasized that in the two-fluid theory the variables are 
always meant to be averages taken over the entire system. 

It follows from Equation 8 that 

log T, = [1/(n + l)]log T"' + [n/(n + l)]log T (10) 

or 

log T, = A + B log T (11) 

with 

n = B/(1 - B) (12) 

and 

log T"' = A/(l - B) (13) 

The parameters n and T,,, associated with a traffic network 
can be obtained from Equations 12 and 13 by collecting trip 
time versus stop time data for a test vehicle circulating in that 
traffic network. 

On a trip time-stop time diagram, the two-fluid model 
represented by Equation 9 plots as a slightly concave down 
curve. Figure 1 shows the curves for two hypothetical net­
works with the same value of T,,, = 1.5 min/mi but different 
n-values of 1 and 3, respectively . Also shown in Figure 1 is 
a line representing a fraction of vehicles stopped, f, = T,IT, 
of 0.25. It can be seen that for the same fraction of vehicles 
stopped, representing the same traffic loading conditions, the 
network with a smaller value of n = 1 yields considerably 
shorter trip time and stop time values . Previous studies have 
shown that the average fraction of vehicles stopped during a 
time period is a function of the average concentration in the 
network during that time (I ,4). Furthermore,fs has been shown, 
through the use of aerial photographs (1) , to not vary greatly 
from one city to another for a given level of concentration. 

12 

~ 10 

::< ..... 
f;l 8 
1--
::::i 
z 
~ 6 

a.. 
ii: 2 
I-

I 
I 

I 

/ 

I 
I 

I 
I 

I 
I 

I 
I 

/ 
I 

I 

2 3 4 5 

STOP TIME, MINUTES/MILE 

6 7 

FIGURE 1 Two-fluid trends for two 
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A similar case can be made for the parameter T,,,. Figure 
2 shows two networks with the same n-value (n = 2) but 
different T,,,-values of 1.5 and 3.0 min/mi, respectively. Again, 
the network with a lower Tm-value yields much lower trip 
time and stop time values for a given fraction of vehicles 
stopped. 

A street network with a better quality of traffic service can 
be said to be one that yields smaller trip time and stop time 
per unit distance for a given level of traffic demand. Through 
the use of aerial photographs, it has been shown that for a 
level of traffic concentration (demand) a network with smaller 
values of Tm- and n-parameters offers lower trip time and stop 
time per unit distance (1). Parameters T,,, and n can therefore 
be considered to be meaningful and reliable indicators of the 
quality of traffic service in an urban street network. Thus, 
the study described sets out to determine the degree of influ­
ence of the various network features on the parameters T,,, 
and n as measures of network service quality. 

DATA COLLECTION 

The data collection phase of the study was performed in two 
steps. A number of networks for which the two-fluid model 
had already been calibrated were selected. These included 
downtown networks of Albuquerque, New Mexico (1983); 
Austin, Texas (1984); Dallas, Texas (1983); Lubbock, Texas 
(1984); Houston, Texas (1983); San Antonio, Texas (1984); 
Mexico City, Mexico (1983); and Matamoros, Mexico (1983). 
With the exception of the two cities in Mexico, all other 
networks were revisited in 1990 and the two-fluid model was 
recalibrated for each network. Trip time-stop time data were 
also collected in Texas cities of Arlington and Fort Worth in 
1990. Figure 3 shows the trip time-stop time data and the 
resulting two-fluid trend for the Fort Worth central business 
district (CBD). Each point represents a 1-mi-long trip while 
circulating in the CBD network using a chase-car technique 
(4). Observations were made, as in all other cities, during 
various times of day and traffic conditions. 
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and resulting two-fluid trend for 1990 
Fort Worth CBD; T,,. = 2.52 min/mi, 
n = 0.88. 

Additionally, Arlington, Dallas , and San Antonio under­
went major changes in their control or street geometry in 
their downtown systems during the 1990-1991 period and 
were restudied in 1991. In Arlington, Cooper Street, a major 
arterial in the CBD, was reopened to traffic following a multi­
year widening and reconstruction project. In Dallas, a portion 
of the previously studied network was closed to traffic for 
several weeks during filming of the motion picture "JFK." 
Early in 1991, a major signal retiming plan was implemented 
in the San Antonio CBD, and a number of street construction 
projects were concluded, improving the network geometry. 

In all, 19 CBD networks were calibrated. The number of 
miles of data collected in each city varied from 80 to 120 mi 
depending on the network size. In each city, data were col­
lected under a wide range of traffic demand conditions. In 
Texas cities in which concentration was measured, the average 
concentration varied from 5 vehicles per lane mile during off­
peak to 35 vehicles per lane mile during peak (1). Table 1 
summarizes the two-fluid model parameters obtained in each 
of the networks under study. As shown in this table, T,,,-values 
range from 2.98 min/mi for Matamoros to 1.72 min/mi for 
Mexico City; n-values range from 2.10 for Matamoros to 0.61 
for the 1991 Arlington network . 

The parameter values reported in Table 1 have been tested 
for serial correlation. The test is necessary because the trip 
time-stop time data used in estimating the parameters are 
obtained from consecutive 1-mi microtrips. It is therefore 
reasonable to expect that the random error terms in the least­
squares estimation technique violate the normal indepen­
dence assumption and exhibit serial correlation. Conse­
quently, a formal test for serial correlation was performed 
(7). Six of the field data sets showed first-order serial cor­
relation and required slight corrections using a procedure de­
tailed elsewhere (7). 
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TABLE 1 Two-Fluid Parameters for Downtown Networks Under 
Study 

Downtown Tm* n* 
NETWORK (minutes/mile) 

Arlington 1 (90) 1.98 1. 06 

Arlington 2 (91) 1. 95 0.61 

Fort Worth (90) 2.52 0.88 

Dallas 1 (83) 2.12 1. 36 

Dallas 2 (90) 2.79 0.77 

Dallas 2 (91) 2. 77 0.80 

Austin (84) 1. 95 1. 58 

Austin (90) 2.14 1. 46 

Lubbock (84) 2.03 0.97 

Lubbock (90) 1. 78 1. 27 

Houston (83) 2.70 0.80 

Houston (90) 2.24 1.11 

San Antonio (84) 1. 99 1. 33 

San Antonio (90) 2.52 1.14 

San Antonio (91) 2.40 1. 05 

Albuquerque (83) 1. 93 1. 62 

Albuquerque (90) 2.32 0.94 

Matamoros (83) 2.98 2.10 

Mexico city (83) 1. 72 1. 63 

* Adjusted for serial correlation 

The T'"- and n-values represent a wide vanat10n in the 
traffic qualities from one network to another. A preliminary 
list of network features that could help explain such variations 
in traffic service quality was devised. From this list, 10 geo­
metric and control features that were potentially influential 
yet not difficult to quantitatively measure were selected. They 
include · 

• X, (average block length). Calculated as the ratio of the 
total route miles to the total number of blocks in the network. 

• X 2 (fraction of one-way streets). Calculated as the ratio 
of the total length of one-way streets to the total route miles 
in the network. 

• X 3 (average number of lanes per street). Calculated by 
dividing the total number of lane miles open to traffic during 
the p.m. peak hour by the total route miles in the network. 

• X 4 (intersection density). Calculated as the total number 
of intersections in the network divided by the total network 
land area (in square miles). 

• X 5 (signal density). Calculated as the total number of 
signalized intersections in the network divided by the total 
network land area (in square miles). 

• X 6 (average speed limit). Calculated by weighting ac­
cording to the lengths of streets for which the speed limit (in 
miles per hour) is posted. 

• X7 (average cycle length). Calculated as the average of 
signal cycle lengths (in seconds) in the network during the 
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p.m. peak hour. No weight based on approach volumes was 
used. 

• X 8 (fraction of curb miles with parking allowed). Cal­
culated as the ratio of the total number of curb miles on which 
parking was allowed during the p.m. peak period to the total 
curb miles in the network. 

• X 9 (fraction of signals actuated). Calculated as the ratio 
of the total number of signal actuated intersections to the 
total number of signalized intersections in the network. 

• X 10 (fraction of approaches with signal progression). Cal­
culated as the ratio of the number of intcr ·ection approaches 
in the network that are part of a pr gre sion scheme to the 
total number of signalized intersection approaches in the net­
work. 

The values of X, through Xw were determined for each of 
the networks under study. City maps, city transportation de­
partments, and field surveys were the major data collection 
sources. Fairly accurate city maps were used to determine the 
average block length (X, , the fraction f on -way treet 
(X2). and the inter ection den ily (X~). Data related to ig­
nalization (X~ . X7 , X9 , X 10) were obtained through the traffic 
engineering offices in each city . Field surveys were performed 
to determine the values for lanes per street (X.1)• speed limit 
(X6), and curb parking (XH). The data for the lutter variables 
had already been recorded for the networks studied in 1983 
and 1984 (8). Table 2 summarizes the data obtained. 

DATA ANALYSIS AND RESULTS 

Stepwise regression analyses were performed to identify those 
network geometric and control variables that most affected 
the quality of service parameters T,,, and n. The data in Tables 
1 and 2 were used in the analyses. 

Stepwise regression is a procedure to select among a num­
ber of potential variables those that are best suited for inclu­
sion in the regression model. Stepwise regression examines 
all candidate variables for the one that best explains the vari­
ation in the dependent variable. This variable enters the model. 
The significance of each variable entering the model is as­
sessed by the F-statistic at a level of significance specified by 
the modeler. The process is repeated to find the next most 
influential variable to enter. At each step, however, the cor­
relations between pairs of independent variables already in 
the model are examined. For strong correlations between 
independent variables, the least significant of those variables 
exits the model. Exiting the model is also determined from 
the F-statistic at a user-specified level of significance. Stepwise 
terminates and a model is output when either of these cases 
is met: (a) none of the variables outside the model has an 
F-value higher than specified by the user for entry into the 
model, and every variable in the model has an F-value higher 
than the user-specified value for leaving the model, and (b) 
the variable outside the model, which is significant enough to 
enter the model, is one that was discarded at the last step. 

Two sets of stepwise regression analyses were conducted, 
with T,,, and n as dependent (prediction) variables. In each 
case, independent variables X, through X 10 (Table 2) were 
considered for entry into the model. A level of significance 



10 TRANSPORTATION RESEARCH RECORD 1358 

TABLE 2 Network Geometric and Control Features 

Downtown 
Network x, x, x, x, 

Arlington 1 496 0 2. 77 108 
(90) 

Arlington 2 479 0 2. 92 124 
(91) 

Fort Worth 300 0. 71 3.0 355 
(90) 

Dallas 1 350 0.40 2 .6 160 
(83) 

Dallas 2 338 0.65 3.2 282 
(90) 

Dallas 2 340 0.67 3.1 270 
(91) 

Austin 430 0 . 52 3.0 209 
(84) 

Austin 409 0.43 2.9 175 
(90) 

Lubbock 380 0.30 3.1 187 
(84) 

Lubbock 446 0.15 3.05 153 
(90) 

Houston 324 0.76 4.3 309 
(83) 

Houston 324 0. 76 4.3 309 
(90) 

San Antonio 365 0.45 2.7 244 
(84) 

San Antonio 365 0.41 2. 6 240 
(90) 

San Antonio 365 0.40 2.82 252 
(91) 

Albuquerque 381 0.47 2.7 222 
(83) 

Albuquerque 381 0.46 2.7 221 
(90) 

Matamoros 380 0. 67 1. 2 269 
(83) 

Mexico City 359 0. 72 3.9 225 
(BJ) 

x,: Avg Block Length (ft) 

of 30 percent was used as the criterion for including or re­
moving variables from the model. A sensitivity analysis on 
the level of significance indicated that the model structure in 
terms of variables retained varied a great deal for significance 
levels below 30 percent while at this level and higher stable 
Tm- and n-models were obtained. 

At the 30 percent level of significance, T,,, was shown to 
be most influenced by the signal density (X5), average speed 
limit (X6), and fraction of approaches in the network with 
signal progression (X10). The parameter n was most influenced 
by four variables at the 30 percent level of significance or 
higher. They included the fraction of one-way streets (X2), 

the average number of lanes per street (X3 ), the signal density 
(X5), and the fraction of signals actuated (X9). The resulting 
models for T.,. and n are as follows: 

T.,. = 3.93 + 0.0035X5 - 0.047X6 - 0.433Xw 

R2 = .72 (14) 

n - 1.73 + l.124X2 - 0.180X3 - 0.0042X5 - 0.271X9 

R2 = .75 (15) 

The parameter T,., is an estimate of the average minimum 
travel time per unit distance or the reciprocal of the average 

x, x, x, x, x. X10 

17 30.6 94.0 0.375 1.000 0 . 537 

25 30.3 91.0 0.315 l. 000 0. 557 

268 30.0 75.0 0.360 0.110 0. 50 

80 30.0 80 , 0 0.218 0. 324 0 . 328 

224 30.0 80.0 0.131 0 0 . 488 

215 30.0 84.0 0.130 o. 290 

82 30 , 3 64 . 0 0.834 0 0.32 

82 30.2 68.0 0.834 0. 32 

45 31. l 81.0 0.602 0.01 0. 27 

30 31. l 97 . l 0.602 0.02 0 . 37 

213 30.0 80.0 0.366 0 0. 77 

213 30 .0 80.0 0.366 0. 77 

144 30 .0 100.0 0.280 0.008 0.327 

150 29. 8 89.3 0.280 0.008 0.395 

147 30.0 61. 8 0.269 0.008 0. 451 

111 25.5 61. 0 0.441 0.171 0.52 

113 25.5 62.2 0.428 0.169 0 . 53 

22 12. 9 70.0 0.850 0 

47 31. 2 120.0 0.110 0 0 . 613 

maximum speed in the network . T,., is, therefore, expected 
to be highly influenced by the speed limit, with a higher speed 
limit yielding a lower T,,,-value. It is therefore expected that 
the variable X 6 appears in the T,,,-model and has a negative 
coefficient, as is the case in Equation 14. Equation 14 also 
indicates that the greater the signal density in an area, the 
greater the value of T,,,, that is, the lower the quality of traffic 
service. This is also somewhat intuitive, because a higher 
number of signals per unit area generally results in greater 
delay to off-peak traffic, hence a greater T,,,:value. On the 
other hand, a greater number of approaches in signal pro­
gression will result in a lower T,,,-value (negative Xw coeffi­
cient), as is to be expected. 

The influence of speed limit (X6 ) on the value of T,,, and 
its consequent degree of impact on the service quality are 
graphically illustrated in Figure 4. Figure 4 shows the two­
fluid trend for the current network of downtown Fort Worth. 
Also shown is the line f, = T,!T = 0.36 corresponding to the 
current peak-period conditions in the Fort Worth CBD. Under 
the scenario examined, the average speed limit in Fort Worth 
is to be increased by 30 percent. By rewriting Equation 14 in 
the form 

AT,,. = 0.003511X5 - 0.047AX6 - 0.433AX111 (16) 

the expected T,,,-value for a 30 percent increase in speed limit 
can be calculated. 
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The dashed curve in Figure 4 represents the expected two­
fluid trend should such a change be implemented. The new 
curve is obtained by a decrease in T,., of 0.42 min/mi from the 
current 2.52 to 2.10 min/mi. As can be seen, for the current 
peak-period fraction of vehicles stopped in Forth Worth, the 
peak-period trip time and stop time per unit distance would 
be decreased on the average by about 0.97 and 0.35 min/mi 
vehicle, respectively-a 16.7 percent reduction in each. By 
the same token , a 30 percent increase in networkwide signal 
progression (X10) would save 0.65 and 0.23 min/mi in peak­
period trip time and stop time, respectively . 

Whereas T,., is mostly influenced by the network control 
features, the parameter n appears to be more a function of 
the geometric characteristics of the network. As depicted by 
Equation 15, the value of n is increased as the fraction of one­
way streets (X2) is increased, thus implying a poorer quality 
of traffic service. At first glance this may be counterintuitive. 
It must be noted, however, that in an urban street network, 
in which land access is the primary function, one-way streets 
generally do result in a poorer traffic circulation pattern. This 
could translate into a higher level of interactions among ve­
hicles and therefore a lower service quality. On the other 
hand, if the primary objective is to serve the through traffic 
at relatively high speeds and volumes, one-way streets will be 
most suitable. However, traffic in a CBD network generally 
has either its origin or destination within the CBD itself. 

The impact of a 30 percent reduction in fraction of one­
way streets (X2) is examined in Figure 5. Figure 5 shows the 
current two-fluid trend for Fort Worth as well as the expected 

II 

trend should the fraction of one-way streets be reduced by 
30 percent. As can be seen, for the peak-period conditions 
in Forth Worth , as represented by the line[, = 0.36. the peak 
trip time and stop time values would decrease by about 0.59 
and 0.21 min/mi (10 percent each), respectively . This reduc­
tion would result from a decrease in the Fort Worth CBD 
n-value from the original 0.88 to 0.64 . 

A similar analysis is performed by the effect of a 30 percent 
increase in the average number of lanes per street (X3 ) in 
Forth Worth, say, by prohibiting curb-side parking, by re­
striping, or by widening streets. Keeping all other variables 
the same, the value of n would decrease to 0.72, resulting in 
an expected improvement in the quality of traffic service. The 
peak-period trip time and stop time would be reduced by 
about 0.40 and 0.15 min/mi (7 percent each), respectively. 

Likewise, a 30 percent increase in the fraction of actuated 
signals (X9) is examined. As expected, the trip and stop times 
would both decline should fixed-time signals be converted to 
actuated signals. However, as is also to be expected. the mag­
nitude of the impact of this change would not be significant 
during the peak period when an actuated signal is likely to 
max out every cycle, thus operating virtually like a fixed-time 
signal. In this case, the reductions would be only about 0 .02 
and 0.01 min/mi (0 .3 percent each) in the peak-period trip 
and stop times for the Fort Worth CBD. 

In studying the influence of signal density (X5 ) on the traffic 
service quality, it should be noted that although an increase 
in signal density would reduce the value of n (Equation 15), 
the Opposite would be true for T,., (Equation 14). 

Figure 6 examines the impact of increasing the signal de n. ity 
in the Fort Worth CBD by 30 percent. Such an increa e would 

7 

6 
·" 1/ 

// 
/' ,., 

..... ... .. 
. 1· 

.. ·' 

// 
.' I ,..·· ; .. 

/ I 
, · I 

.· I 
/ I .. I 

./ I 
I 

I 

I 
I 

I 

/ 
/ 

I 

After 

---Before 

o+---...---.....----.---~ 

0 2 3 4 

STOP TIME IN MINUTES/MILE 

FIGURE 5 Two-fluid trends before 
and after 30 percent decrease in 
fraction of one-way streets (X2) in 
network; Fort Worth CBD, f, = 
0.36. 



12 

7 

6 

./! 
,' I 

I 

I 

/. 
.... ... 

.... / 

...... / 
/ 

I 
I 

I 
I 

I 

I 
I 

I 
I 1/ 

I 

After 

---Before 

O+---.-~~--.-~~~~-----.. 

0 2 4 

STOP TIME IN MINUTES/MILE 

FIGURE 6 Two-fluid trends before 
and after 30 percent increase in 
signal density in network; Fort 
Worth CBD, f, = 0.36. 

lower the n-value to 0.54 and increase the T,,,-value to 2.80. 
Consequently, the new two-fluid trend would have a higher 
intercept but a flatter slope, thus crossing the existing trend. 
The net result would be a 4.5 percent reduction each in peak­
period trip time and stop time. However, the trip time and 
stop time values would increase during the off-peak period 
should more intersections in the area be signalized. It can be 
concluded that increasing the number of signals would harm 
the off-peak traffic operations but benefit peak traffic. This 
provides a strong argument for converting signals to flashing 
operation during off-peak periods. 

Although these conclusions are somewhat intuitive, the 
procedure enables the traffic engineer to quantify the impact 
of such policy in terms of reductions in trip time and stop 
time. 

CONCLUSIONS AND DISCUSSION OF RESULTS 

The influence of the geometric and control features studied 
on the traffic service quality may be intuitive, but the degree 
of impact of each is not. The models derived provide analytical 
tools for quantifying the impact of such changes on the quality 
of traffic service. Without resorting to network simulation 
models that are time-consuming and expensive to code, en­
gineers can use these macroscopic tools to examine the con­
sequences of various policy decisions such as converting a 
two-way street to one-way, prohibiting on-street parking, add­
ing or removing signals, converting signals to flashing oper­
ations, and adding or removing lanes. 

Although the proposed methodology is promising, the models 
presented are based on a limited data base. More networks 
with varied geometric and control conditions must be added. 
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More network features should also be considered. To perform 
a robust statistical analysis, the number of city networks should 
be more than twice the number of variables to provide a 
reasonable degree of freedom . 

Despite the need for more field data, obtaining such data 
is expensive and extremely labor-intensive. The use of sim­
ulation may be an alternative in expanding the data base. 
NETSIM has been used successfully to calibrate the two-fluid 
model (2,3,9) . The simulation environment will also allow a 
much wider range of variation to be achieved in the network 
feature variables. Furthermore, a higher number of variables 
can be examined without much additional effort, since the 
characteristics of the simulated network are readily known 
during the coding process. Simulation studies are being con­
ducted using the TRAF-NETSIM package. The Fort Worth 
CBD network, with about 180 intersections and about 400 
street links, has been coded for this purpose, and initial runs 
have been successful. The simulation studies will allow a more 
detailed examination and expansion of the relationships de­
veloped on the basis of field studies reported. 
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Advanced Traffic Management System: 
Real-Time Network Traffic Simulation 
Methodology with a Massively Parallel 
Computing Architecture 

THANAVAT }UNCHAYA, GANG-LEN CHANG, AND ALBERTO SANTIAGO 

The advent of paralle l computing architectures presents an op­
portunity for lranspon a tion professionals 1 imulate a large- ca le 
tra ffic ne twork with sufficienily fa t response time for rea l-time 
opcrarion . Howeve r, ii neccssira tc ·.a fundamental change in the 
modeling algorithm LO tuke full adva ntage of parallel computing. 
• uch a methodology t imulare tra ffic n twork with the Con­
nection Machine , a massively parallel computer, is described . The 
basic parallel computing architectures are introdu ed , along with 
a list of commercia lly available parallel comput ers. This is fol­
lowed by an in-depth presentation of the proposed simulation 
methodology with a massively paralle l computer. The propo ed 
traffic simulation model ha. an inherent path-proces ing capa­
bilit y to represent drivers ' roure choice behavior at the individual­
vehicle level. It has been implemented on the Connection Ma­
chine with 16,384 proces ors. Preliminary simulation experiments 
indicate that massively parallel computers are a practicable al­
ternarive for achieving real-time application. The exp riment shows 
that the Connection Machine with 16k proces. ors can simulate 
32,000 vehicles for 30 min at 2-sec intervals within 2 min of 
running time . 

Many metropolitan areas around the world face serious con­
gestion problems that threaten to deteriorate the quality of 
life and increase air pollution . It was estimated that traffic con­
gestion in 1987 accounted for more than 2 billion vehicle-hr 
of delay and 2.2 billion gal of excessive fuel consumption in 
the United States (1). In the next decade, the unavoidable 
dramatic increase in travel demand coupled with the dimin­
ishing construction of new transportation facilities will cer­
tainly worsen the traffic condition unless innovative congestion­
relief methods can be developed and implemented in time . 

One area that seems most promising in alleviating conges­
tion is the development of intelligent vehicle-highway systems 
(IVHSs), specifically in the form of advanced traveler infor­
mation systems (ATISs) and advanced traffic management 
systems (ATMSs) . Significant improvements in mobility, 
highway safety, and productivity can thus be achieved through 
integrated applications of advanced technologies to surveil­
lance, communications, route guidance, and control process 
(2). Research is being undertaken in such areas as adaptive 
traffic control, incident detection , real-time traffic assign­
ment , and corridor optimization. Successful implementation 

T. Junchaya, G. L. Chang, Department of Civil Engineering, Uni­
versity of Maryland , College Park , Md. 20742. A. Santiago, Federal 
Highway Administration, McLean, Va . 22101. 

of these ATMS developments would ensure optimal net­
workwise performance. 

The anticipated benefits of these control methods depend 
on the complex interactions among principal traffic system 
components . These systems include driver behavior, level of 
congestion, dynamic nature of traffic patterns , and the net­
work's geometric configuration . It is crucial to the design of 
these strategies that a comprehensive understanding of the 
complex interrelations between these key system components 
be established . Because it is often difficult for theoretical 
formulations to take all such complexities into account , traffic 
simulation offers the unique capability to conduct perfor­
mance evaluations . In addition, an effective on-line simula­
tion model would enable the ATMS control center to project 
promptly future traffic patterns considering any previously 
implemented strategies in a real-time operating environment. 
A graphical illustration of a traffic simulation model's function 
in ATIS-ATMS implementation is presented in Figure 1. 

Such a real-time network traffic simulation model is re­
quired to have at least the following features: (a) a realistic 
representation of traffic characteristics and geometric config­
urations; (b) the capability to simulate both freeway and sur­
face street networks at different levels of detail; and (c) a 
path-processing capability to represent drivers' route choice 
behavior at the individual-vehicle level. In addition, in or­
der to be operational in a re al-time basis, the software 
design must be efficient and well structured and maximize the 
utility of the hosting hardware . A comprehensive literature 
review clearly indicated that none of the existing simulation 
and assignment models fully meets these functional require­
ments. A detailed discussion in thi s regard can be found else­
where (3) . 

In terms of providing sufficiently fast response to simulate 
a large-scale network, the use of advanced parallel comput­
ing architectures appears to be one of the most promising 
methods . However, adoption of this posture may require a 
fundamental change in the modeling algorithm. This cannot 
be achieved through the existing traffic simulation metho­
dologies developed mainly for conventional computing 
machines . 

The objective of this paper is to introduce a real-time traffic 
network simulation methodology that fully utilizes the ca­
pability of massively parallel machines. Some basic parallel 
computing architectures are introduced along with a list of 



14 

FREEWAY 

CONTROL 

SYSTEM 

TRANSPORTATION RESEARCH RECORD 1358 

TRAFFIC 

SIGNAL 

SYSTEM 

CENTRAL CONTROLLER 
Ramp Control 

Freeway Condition 
Real·Ume Traffic 
SlmulaUon Model Urban Street Condition 

FREEWAY 

INFORMATION 

SYSTEM 

0-D 
Lt>c:ation 
TravelTlma 

Guidance 

lnfonnatlon 

URBAN STREET 

INFORMATION 

SYSTEM 

FIGURE 1 ATIS-ATMS system component. 

commercially available parallel computers. There is also an 
in-depth presentation of the proposed simulation methodol­
ogy with a massively parallel computer, specifically the Con­
nection Machine , and some empirical results are given . On­
going research activities and potential integration with related 
studies are also presented. 

REVIEW OF PARALLEL PROCESSING 
METHODOLOGY AND ARCHITECTURE 

Prodigious advances in computer architectures and capabili­
ties have taken place in the past two decades. New technol­
ogies and innovative architectures will continue to appear in 
addition to the already bewildering array of configurations. 
However, it has become apparent to most researchers that 
the most promising long-term approach to achieve affordable, 
accessible supercomputing is parallel processing. 

Parallel processing has been defined as follows: 

Pa ra llel processing is 1111 elTicicnL form of infornrntion proccs ing 
which emplrnsi1.c the exploitation o( concurren t event in the 
computing procc s . oncurrcncy implies P• rallclism , simultane­
ity, and pipe lin ing. Parallel events may occur in n1u l1iple re­
sources during the same time simultaneous events may occur at 
the same time instant ; and pipelined events may occur in over­
lapped time span . Thcst: concurrent event a re nltainable in a 
compute r system al various processing lcv Is. Para llel processing 
demands rnncurren l execution of many programs i11 the com­
pu.ter. It is in contrast to seque111ial processing . It is a cost­
effcctive means to improve system performance through con­
current activities in the computer . (4) 

Classification of Parallel Processing Systems 

Although no fully satisfactory taxonomy of multiprocessors 
has been established, parallel processing systems can still be 
classified according to their design alternatives (5) . These 
include program control, interconnection methods, form of 
information exchange , and processing element granularity. 

Program Control 

The most widely used classification scheme was proposed 
by Flynn (6) . He classified computer architectures into four 
categories: 

1. Single instruction stream-single data stream (SISD): one 
instruction at a time is performed on one piece of data. 

2. Single instruction stream-multiple data stream (SIMD): 
one type of instruction can be executed simultaneously on 
multiple data. 

3. Multiple instruction stream-single data stream (MISD): 
different instructions can be performed simultaneously on the 
same data. 

4. Multiple instruction stream-multiple data stream (MIMD): 
different instructions can be performed currently on multiple 
data. 

Interconnection Methods 

One important factor in determining the performance of the 
multiprocessor is the technique selected to connect the pro­
cessing elements. Several alternatives have been proposed for 
the topology of the interconnection network in a multipro­
cessor (7) , depending on whether the interconnections are 
dynamic or static. Dynamic networks , in which the intercon­
nections are under program control, include shuffle exchange 
networks and the crossbar switch. Static topologies include 
ring, star, nearest-neighbor mesh , systolic array , and hyper­
cube configuration. 

Form of Information Exchange 

There are two major forms of information exchange: shared 
memory and distributed memory (message passing). In a shared 
memory system , the processing elements have access to com­
mon memory resources and exchange data by successive read­
write operations . In a distributed memory or message-passing 
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systems, each processing element has its own local memory, 
and elements exchange data by transmitting messages through 
the interconnection network. 

Processing Element Granularity 

The number of processors in parallel computers ranges from 
two elements to many thousands. Some computers have a few 
very powerful processors (coarse-grain), such as Cray Y-MP; 
others consist of a very large number of simple processors 
(fine-grain), such as the Connection Machine. 

Review of Existing Parallel Computers 

Most supercomputers explore parallel processing in the SIMD 
or MIMD mode. SIMD machines, the simpler of the two, use 
either the array processor or the pipeline approach. The fun­
damental differences between the SIMD and MIMD ma­
chines can be summarized as follows: 

•SIMD 
-All processors are given the same instruction. 
-Each processor operates on different data. 

15 

processor, features one control unit, multiple processors, mul­
tiple memories, and an interconnection network. The control 
unit broadcasts instruction to all the processors, but only ac­
tive processors execute the same instruction at the same time 
using the data taken from their local memory. 

MIMD machines consist of multiple processors with either 
multiple memories (distributed) or shared memory, in which 
each processor can follow an independent instruction stream. 
Whereas many tightly coupled multiprocessors, such as the 
Encore Multimax multiprocessor, use shared memory as a 
major means of communication between processors, the Intel's 
iPSC/860 and nCUBE's nCUBE2 are loosely coupled distrib­
uted memory multicomputers and employ the message pass­
ing communication mechanism. The shared-memory MIMD 
allows the use of conventional programming methods with 
which the user or compiler does not need to worry about the 
location of data. For example, one can take conventional 
FORTRAN code and obtain concurrency from parallel exe­
cution of DO loops automatically, with user directives, or 
both. In contrast, distributed-memory MIMD machines re­
quire the communication among the processors to be made 
explicitly by the user in programming. 

-Some processors may "idle" during a sequence of 

Several parallel computers and their key features are sum­
marized in Table 1. Of course, this is only a small portion of 
existing systems, not a comprehensive list. A more detailed 
review of parallel processing systems can be found in work 
by Miller et al. (8) . A thorough review of SIMD machines 
has been given by Hord (9). 

instructions. 
• MIMD 

-Each processor runs its own instruction sequence. 
-Each processor works on a different part of the problem. 
- Each processor communicates data to the others . 
-Some processors may have to wait for the results of Comparison of Programming Methods 

processes being performed by other processors or for access 
to data being used by other processors. 

SIMD machines use a single instruction to act on many sets 
of data simultaneously. This architecture, also called an array 

TABLE I Examples of Parallel Computers 

Maximum 
number or 

Model Program processing 
ManufacLUrer Number contro l clcmenls 

Alliant (10) l'X/2800 MIMD 28 

Dfi"(I /) TC2000 MIMI) 5 12 

Encorc(J2) 93 MIMD 32 

l~'S(IJ) SystL-'1TI 500 MIMD 84 

lntcl(/4) Il'SC/860 MIMD 128 

NCUBE(l5) NCUBE 2 MIMD 8.192 
Model 80 

Thinking Connection SIMD 65,536 
Machine(/6) Machine CM-2 

MFLOPS = million Hoaling-point operalions per second 
GFLOPS = gi11a FLOPS 

Topology 

Crossbar and 

hus 

Buucrny 

switch 

Bus 

Bus 

1 lypcrcubc 

Hypercube 

Hypercube 

To run efficiently in a parallel environment, a sequential ap­
plication must be partitioned or decomposed into subsets. 
This involves dividing the data or program code (or both) 
among the available or allocated processors . It may also in-

lnlcrproccssor 

commun1- Processor 

cal ion tcchnology 

Shared memory Intel 
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Mcssasc ~otorola 

passing 88 100 

Shared memory \.1oloro la 

88 100 

SharcJ memory SPARC 
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passing 

MaKimum 
memory Peak 
capacily performance 
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8 Cibylcs 7.6 GH,Ol'S 
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system 

Unix 
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volve changing DO-loop limits, array dimensions, and sub­
routine parameters so that each processor can operate on a 
subset of data. 

The differences between the SIMD and MIMD machines 
in this regard can be characterized by the two basic approaches 
in partitioning: control parallelism and data parallelism. 

Control Parallelism 

Control parallelism breaks up a standard program into more 
or less independent subsets of instructions and assigns one 
such subset to each processor. It is used by vector supercom­
puters as well as by the many MIMD computers. 

Though the multitasking method allows all processors to 
work on different parts of the same problem, it has several 
disadvantages. For instance, it is difficult to scale a very large 
number of processors well into a massively parallel regime. 
The breakdown of the instruction set into independent sub­
units is usually possible only to a certain level of granularity 
beyond which no further division is possible . In most engi­
neering applications, the number of such independent sub­
units is typically measured in tens. Furthermore, synchroniz­
ation and load balancing between the different subunits often 
become difficult tasks in program design. 

Data Parallelism 

The hardware and software paradigms that can scale well into 
the massively parallel regime base the parallelization on a 
program's data rather than on its instruction stream. Most 
programs manipulate tens of millions of pieces of data; very 
few programs have tens of millions of lines of code. This 
approach is used mainly by the SIMD machines . In a data 
parallel program, a single instruction can affect all elements 
of a parallel data structure simultaneously . The same oper­
ation in a serial program, however , needs to be expressed as 
a loop and executed sequentially for each element of the 
array. 

Features of Connection Machine 

The Connection Machine, a massively parallel SIMD super­
computer, has been used in scientific disciplines such as struc­
tural mechanics, molecular dynamics, and image processing 
(17). It consists of up to 65,536 bit-serial processors, each with 
1 Mbit of local memory, and 2,048 Weitek floating-point pro­
cessors when fully configured (16) . Every chip contains 16 
processors, and each pair of chips shares a Weitek processor. 
The chips are connected in a 12-dimensional hypercube; the 
processors on each chip are connected in a 4-dimensional 
hypercube . 

The CM-2 system consists of a parallel processing unit that 
contains thousands of data processors, a front-end computer, 
and an 1/0 system. The front-end computer broadcasts in­
structions to all processors in parallel. The instructions are 
broadcast through a sequencer that decodes the front-end 
instructions into a series of low-level microinstructions and 
broadcasts them to individual processing elements . 
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The CM-2 processors are interconnected by a high-speed 
communication device called a router. The router allows gen­
eral communication in which processors can send data or 
receive data from any other processors in parallel. It also 
supports a faster but more structured form of communication 
called grid communication, which allows processors to com­
municate with their neighbors in a multidimensional grid. 

General communication involves the concept of parallel left 
indexing (18) . A parallel left index rearranges the elements 
of the parallel variable on the basis of values stored in the 
elements of the index. Graphical illustrations of these two 
operations are presented in Figure 2. 

In this paper , the proposed modeling concept is tailored 
for the SIMD machines-in particular, the Connection Ma­
chine CM-2, which uses the data parallel paradigm. A detailed 
discussion of the simulation methodology on a MIMD ma­
chine is available elsewhere (19) . 

MODELING METHODOLOGY FOR 
TRAFFIC NETWORK SIMULATION 

The massively parallel traffic simulation model is adapted 
from the macroparticle traffic simulation (MPSM) approach 
(20) with the addition of vehicle path-processing capability. 
It follows a fixed time-step logic and uses macroscopic traffic 
relations to approximate the prevailing speed in a given link. 
Vehicles are then moved individually through the network 
according to predetermined paths. Because each vehicle is 
simulated individually, the proposed model can certainly in­
corporate microscopic features such as car-following and lane­
changing mechanisms in the simulation process . However, for 

Send Operation [lndex]dest • source 

0 2 3 4 

Source 20 30 40 

index 0 4 2 

de st 40 10 30 

Get Operation dest • [index)source 

0 2 3 4 

Source 

index 0 4 2 

de st 0 40 20 

FIGURE 2 Examples of general 
communication. 
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simplicity of illustrating the data parallel modeling concept, 
only the simple MPSM logic is discussed. 

Modeling Concept 

There are three basic data entities for a real-time traffic sim­
ulation model : (a) urban streets and highways network, (b) 
traffic signal controls, and (c) vehicles . As an example, the 
network in Figure 3 (top) can be normally structured into a 
set of nodes and links as shown in Figure 3 (bottom). How­
ever, in an A TIS-ATMS application, the data structure for 
vehicle must be able to support the vehicle path-processing 
capability and to distinguish vehicles with and without access 
to in-board A TIS systems. The first requirement is achieved 
by explicitly embedding a predetermined path into each ve­
hicle for a given origin-destination (0-D). These paths can 
be stored as a series of links or turning movements at each 
intersection. The second requirement is easily accomplished 
since each vehicle is simulated individually. Equipped vehicles 
will periodically update their paths on the basis of the optimal 
results of a real-time route assignment model, whereas the 
unguided vehicles will essentially follow predetermined paths . 

- --] ,D ·,0 ·[ --- ..... _,.,,,, ... ~ .... ..,_ 
~ _. -- ~ 

--l "D "D "[ - I I 
' t 

- ! I 
' t 

FIGURE 3 Example network: (top) street network; 
(bottom) representation of network in nodes and links. 
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The integration with a real-time dynamic assignment model, 
however, is beyond the scope of this paper, which concen­
trates on illustrating the massively parallel traffic simulation 
concept. Thus , all vehicles will be considered as unguided and 
will follow predetermined paths throughout the simulation 
period. 

One of the most important aspects of data parallel pro­
gramming is the choice of parallel data structure, since good 
data organization can significantly simplify computations and 
interprocessor communications. The aforementioned data en­
tities can be structured as parallel variables so that an oper­
ation can be applied to all data elements simultaneously. 

Description of Principal Model Components 

There are several ways to organize these data entities as par­
allel variables. The parallel variables presented here are sim­
ple, yet they can be used in more complex microscopic models 
that use car-following and lane-changing mechanisms. Each 
set of data entity-vehicle, link, and node-is kept as a sep­
arate set of parallel variables . 

Vehicle Parallel Variable 

The vehicle parallel variable (VPV AR) is shaped as a one­
dimension parallel variable with NV positions, where NV is 
the maximum number of vehicles to be simulated in the net­
work at any time slice. Currently, the Connection Machine 
requires the number of positions for parallel variable to be a 
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FIGURE 4 Graphical illustration of parallel variables. 
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power of two and must be some multiple of the number of 
physical processors: NV for the CM with 8,192 (8k) processors 
can be 8,192, 16,384, and so on. Other vehicles not yet entered 
in the network are kept in the front-end computer and sent 
to VPV AR at preset intervals. Each element in the VPV AR 
keeps track of one vehicle's key characteristics in the network 
[Figure 4 (top)], including its path, location, speed, and sched­
uled departure time. The scheduled departure time is used to 
determine a vehicle's entry time to the network and the entry 
order of vehicles in each link. 

At each time step, a vehicle moves along a link by some 
distance that depends on the link's prevailing speed and the 
time increment. The time-dependent speed can be either com­
puted with the embedded speed-density function or governed 
by a car-following mechanism. Once the vehicle reaches the 
end of a link , it will be moved onto the next downstream link 
in a path toward its destination. Upon arriving at its desti­
nation, the vehicle is removed from the network. 

Notice that moving vehicles through the network requires 
the VPV AR to communicate with the link parallel variable 
via general communication (18). The first involves the send­
with-reduction operation, which combines communication and 
computation. Each vehicle in the network sends a signal to 
its current link in parallel. These signals are then combined 
for each individual link, which is equal to the number of 
vehicles currently traveling in its link. Such information allows 
each link processor to compute the new prevailing speed with 
an embedded speed-density function. The second communi­
cation step is the get operation, in which each vehicle receives 
the speed information from its current link and updates its 
current position accordingly. Once a vehicle reaches the end 
of its current link, it will attempt to change to a downstream 
link in its path provided that it has not reached its destination. 
To determine whether such an action is possible, each vehicle 
in the VPV AR will use the get operation to communicate 
with the link parallel variable (LPVAR) in order to check 
whether the signal controlling this link is green or red and 
whether the downstream link volume is under capacity or not . 
The vehicles that can satisfy both conditions can then update 
their current link information. 

The path structure of each vehicle has been developed to 
take advantage of typical vehicle movements through the net­
work. In general, vehicles will travel along the same street in 
one direction for several blocks, turn left or right, .and travel 
several more blocks in the same fashion. The number of turns 
that each vehicle makes tends to be relatively small in com­
parison with the number of links traveled. Suppose that we 
limit the number of turns that each vehicle can make to x; 
then we need to keep only x pairs of numbers. The first 
number in a pair corresponds to direction: north, south, east , 
or west. The second number corresponds to the number of 
links to be traveled in this direction. The trade-off required 
for this type of path structure is for the node parallel variable 
[Figure 4 (bottom)] to have indexes of entry-exit links for four 
directions. 

Link Parallel Variable 

The LPV AR's main function is to compute current speed 
according to the number of vehicles currently in the link using 
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the macroscopic speed-density relationship. Each element in 
the LPV AR contains information such as link type, capacity, 
number of lanes, free-flow speed, and speed-density function 
parameters. Because it has been declared as a parallel vari­
able, the operations for computing current speeds can be 
applied to all LPV AR elements simultaneously. 

Using the network shown in Figure 3, the corresponding 
LPV AR and the intersection parallel variable (IPV AR) can 
be constructed as shown in Figure 4 (middle, bottom). The 
LPVAR is shaped as a one-dimension parallel variable. 

Intersection Parallel Variable 

The IPV AR is shaped as a one-dimension parallel variable, 
each element corresponding to an intersection and containing 
information on the cycle length and entry and exit links for 
four directions to each node [Figure 4 (bottom)]. At each time 
increment, the IPV AR updates the signal settings for all in­
coming links by communicating with LPV AR simultaneously 
using entry links as index for parallel left index operation. In 
this paper, only pretimed signals are modeled for the network. 
However, it can be extended to actuated signals by including 
an additional send operation from the VPV AR whenever a 
vehicle crosses the detector location. 

Parallel Logic Flow Chart 

Figure 5 illustrates the real-time traffic simulation logic. No­
tice that it can be used not only on a Connection Machine, 
but also on other SIMD machines with minor modifications. 
Basically, compared with the need of using three nested loops 
in sequential computers, the proposed method contains only 
one time loop and three stages of execution. In the first stage, 
parallel variables for vehicles, links, and intersections are ini­
tialized from external files. These external files include (a) 
traffic demands generated from an 0-D matrix of individual 
vehicles with predetermined paths, and (b) network infor­
mation of nodes, links, and signal control. The second stage 
involves the main simulation routine (Figures 6-8), which 
consists of four steps: updating signals, counting vehicles and 
updating link speeds, moving vehicles, and updating vehicles. 
A summary of simulation statistics is generated in the last 
stage. 

The first step in the second stage is to update signal settings 
at all incoming links at all intersections in parallel. As shown 
in Figure 4 (middle), each link element contains signal infor­
mation of start green and red time. At each step, start-red is 
checked against the system clock. If the start-red is less than 
the system clock, both start-green and start-red are incre­
mented by cycle length from the IPV AR using the destination 
node as the index in the parallel left index operation. 

The second step of the main simulation loop is to update 
the new prevailing speed for each link element in the LPV AR. 
Figure 6 shows how to compute each link element's volume 
and new prevailing speed at each time increment simultane­
ously. In Figure 6 (top), each vehicle element already in the 
network sends a signal to its current link element. Each link 
element then uses such information along with the speed­
density function to compute the new prevailing speed as shown 
in Figure 6 (bottom). 
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Given the updated speed information, vehicles can then 
move to their new positions in the link with their updated 
speeds (Figure 7). In such a process, each vehicle element 
will use its current link field as an index in general commu­
nication (i.e., GET operation) and to receive its new speed 
information from the LPVAR. Vehicles that reach the end 
of the link are eligible for changing links in the next step; 
those that arrive at their destinations are removed from the 
network. 

The next step is to enter vehicles into the network and to 
move them from link to link (Figure 8). As shown in Figure 
8(a), it begins with a selection of vehicle elements that will 
be involved in the computation. These elements include ve­
hicles that are about to enter the network and vehicles that 
have reached the end of links and intend to move along their 
own paths. All these identified vehicle elements will be ac­
tivated and ·moved according to the signal control and the 
available link capacity. A graphical illustration of such a par­
allel moving process is presented in Figure 8 (b, c, and d). 

Illustrative Example 

In this example, although only the movement of one vehicle 
(i.e., Vehicle 3) will be presented, the same computation will 
be executed simultaneously for all vehicles in the simulation. 
Assume that Vehicle 3 is already in the network and has the 
following characteristics at time t: 

Description 

0-D 
Path 
Current link 
Path index 

Data 

Node 0-Node 8 
(1,2), (2,1), (1,2) ( = Link 6, 2, 3, 11) 
2 
First link of second turn 
1, 100 ft 

FIGURE S Logic flow chart for massively parallel simulation 
model. 

Link position 
Link length 
Current speed 
Next intersection 

1,200 ft 
25 mph 
4 

#of vehicles 0 2 2 

Ll'IEUI : 1. Speed-density !unction parameter& !or each link 

2. # o1 vehicles 0 2 . . . . . 2 

QUIJ>UI: Speed 25 22 30 20 15 

VPVAA 

Actlvo lfOhlclo olomonto In VPVAA 

"50 currwnt. Onk u an •nC1&.11C In 
"Send wtth Reduction operallon" 

to send number of vehlcles to each link 

L.PVAA 

L.PVAA 

FIGURE 6 Graphical illustration of link-speed updating process: (top) each link 
"counts" vehicles currently in its link in parallel; (bottom) each link element 
computes the new speed in parallel. 
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Speed 25 22 30 20 

lJllf'1lI : 1. Current poaldon, time Increment, 

2. Speed 25 20 16 20 30 

~-~9·?9 
OUiel..IT: New poahlon In llnk 

15 

15 

~ 
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VPVAA 

Active vehicle elements In VPVAR 
u.so OUfTOIJf /Ink u fnd.ex In 
"Get operation" to receive 
new speed Information from LPV AR 

LPVAA 

VPVAA 

FIGURE 7 Graphical illustration of updating process for each vehicle 
element's position and speed: (top) active vehicle elements inquire new speed 
information in parallel; (bottom) active vehicle elements update link position. 

The parallel simulation process from time t to t + M is 
illustrated as follows: 

For simulation time step t 

Step 

Update signal 
settings 

Enter network or 
change links 

Update link speed 

Update vehicle 
position 

Update time step 

Action 

Signal setting information for each 
movement in all elements of IPV AR is 
updated. 

The computation in this step affects 
those vehicles that are entering the 
network or changing links. Vehicle 3 is 
already in the network, so it will not 
be involved in the computation and 
will remain idle until the next step. 

First, all vehicles that are in the network 
send signals to the current link using 
link-ID as an index in parallel left 
indexing. In this case, Vehicle 3 sends 
a signal to Link 2 along with other 
vehicles that are in Link 2. Link 2 then 
uses this information to compute the 
new prevailing speed. 

Vehicle 3 receives the new average speed 
information from Link 2 and updates 
its new position. Suppose Vehicle 3 
travels an additional 100 ft to reach the 
end of Link 2 in this time step, which 
.makes it eligible to change to a new 
link in the next time step, t + ti.1. 

Simulation time is increased by ti.t. 

For simulation time step t + t::..t 

Step Action 

Update signal 
settings 

Enter network or 
change link 

Signal setting information for each 
movement in all elements of IPV AR is 
updated. 

Vehicle 3 is now eligible to change to its 
downstream link. First it uses general 
communication to get signal 
information from LPV AR using 
current Link 2 as an index in a parallel 
left indexing operation. It also uses 
downstream Link 3 as an index in a 
get operation to receive link capacity 
information from LPV AR. If traffic 
signal is green and there is no 
spillback, Vehicle 3 is allowed to move 
to Link 3. 

The information currently stored in Vehicle 3 data elements 
will be 

Description 

0-D 
Path 
Current link 
Path index 
Link position 
Link length 
Current speed 
Next intersection 

Data 

Node 0-Node 8 
(1,2), (2,1), (1,2) ( = Link 6, 2, 3, 11) 
3 
Second link of second turn 
0 
1,500 ft 
20 mph 
5 

These models have been implemented on the Connection 
Machine in C* (18), an American National Standards Institute 
C-standard with parallel extension. Several si1nulation ex­
periments have been carried out to test various factors af­
fecting the running time on the Connection Machine. The 
results for these simulation experiments will be fully reported 
later (21). However, from our preliminary simulation exper­
iments, we have been able to simulate 32,000 vehicles for 30 
min at 2-sec increments within 2 min using the Connection 
Machine with 16,384 processors. 

ONGOING RESEARCH ACTIVITIES 

This paper presents our preliminary research in evaluating 
the applicability of massively parallel SIMD machines to sim­
ulate networkwide traffic in real time. The proposed model 
is part of the ongoing research to develop a real-time traffic 
simulation model for IVHS application. These research ac­
tivities and related studies can be categorized into three areas: 
enhancement of SIMD models, development of traffic sim­
ulation methodology for MIMD machines, and integration 
with a real-time dynamic assignment model. 

Main enhancements to the proposed SIMD model are to 
incorporate microscopic mechanisms such as car-following and 
lane-changing logic. Such logic can be added to the model 
using the same structure for parallel variables with some mod­
ifications. Further extensions of the model include the ca­
pability to model traffic incidents, lane closures, actuated sig­
nals, real-time surveillance systems, and ramp metering. The 
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FIGURE 8 Graphical illustration of parallel vehicle moving 
process. 

initial simulation experiments have shown that interprocessor 
communication constitutes the main fraction of running time 
in massively parallel computers. Various optimization tech­
niques and data structure alternatives will be further explored 
and compared. Trade-offs between different data structures, 
programming methodology, and interprocessor communica­
tion need to be examined. 

The second area of research involves the development of 
a traffic simulation model for MIMD machines. Many MIMD 
machines use control parallelism, which divides a standard 
program into more or less independent subsets of instructions 
and assigns one such subset to each processor. The traffic 
simulation model for control parallelism may involve dividing 
a program into vehicle, link, and traffic control subsets of 
instruction and assigning each subset to each processor, or 
dividing the network into several subnetworks and assigning 
each subnetwork to each processor. The main computation 
issues for the MIMD programming model are synchronization 
and load balancing among processors. An exploration of using 
the MIMD machines for real-time traffic simulation is being 
conducted in parallel with the development of SIMD model 
at the University of Maryland (17). 

The third area of research involves integrating the real-time 
simulation and real-time dynamic assignment, rather than simply 
interfacing them. The integration is necessary for both models 
to operate efficiently. 
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Standards for Intelligent Vehicle-Highway 
System Technologies 

JONATHAN L. GIFFORD 

Alternative approaches to technological development for intel­
ligent vehicle-highway systems (IVHSs) were investigated by re­
viewing the standards literature and interviewing key individuals. 
The standards literature suggested that for certain technologies, 
market forces can sometimes lead to suboptimal de facto stan­
dards, which would support government intervention to protect 
the public interest. There may be only narrow windows in time 
during which government or other collective action to establish 
such standards can be effective at reasonable costs. The greatest 
power to influence standards setting, however, may come exactly 
when the information available to inform action is most limited. 
Market pressure to disseminate a technology sometimes argues 
for an imperfect standard in a timely fashion over the alternative 
of no standard at all, but the sheer complexity of technical and 
marketing issues may confound and extend the duration of the 
standards-setting process. For automatic vehicle identification 
(A VI) technologies, concerns about suboptimal de facto stan­
dards may be misplaced, because those selecting the technologies 
are not mass-market enJ use1s lrnl la1ge-scale monopoly se1 vice 
providers. However, market pressures from such users to dissem­
inate A VI technology are acute and may overwhelm standards­
setting procedures. For other IVHS technologies, concerns about 
suboptimal de facto standards may also be misplaced, because 
the more fundamental issue of what end users are willing to pay 
for remains iargeiy unresoived. Technological and market un­
certainty and complexity may severely impede and extend the 
standards-setting process. 

There is a broad consensus among transportation experts that 
the successful deployment of intelligent vehicle-highway sys­
tems (IVHSs) in the United States depends critically on the 
early development of technological standards and that success 
is much less dependent on major technological breakthroughs 
(1,2). Systems necessary for various aspects of IVHS are avail­
able and currently being pilot-tested in this country. A sig­
nificant barrier to the dissemination of IVHS in the United 
States, however, is seen to be the absence of national stan­
dards for these existing and developing technologies. The 
supposition is that such standards must precede deployment 
and that some consensus-oriented cooperative effort is needed 
to develop such standards. Debate centers on the appropriate 
procedures for establishing these consensus standards. 

The view that standards are a necessary precursor to the 
dissemination of IVHS is not self-evident, nor is the view that 
consensus is the appropriate mechanism for developing stan­
dards. Other complex technological systems have developed 
without early consensus standards. Indeed, there is some cause 
for concern that early development of IVHS standards may 
prematurely lock the technology into formats that are inef-

Department of Public Affairs, George Mason University, Fairfax, 
Va. 22030. 

ficient in the long term. Alternative technological develop­
ment approaches, such as rivalry between competing manu­
facturers' systems and formats, may yield the greatest consumer 
benefits. 

To investigate alternative approaches to technological de­
velopment as it applies to IVHS, the author and a research 
assistant surveyed the literature on IVHS standards and on 
standards and technological development and interviewed key 
figures who are active in the development of IVHS standards. 
This paper reports the results of that research. 

DESCRIPTION OF IVHS TECHNOLOGIES 

IVHS embraces a broad range of technologies that incorpo­
rate advanced communications and control into the operation 
of highway vehicles and infrastructure. Briefly, the applica­
tions fall into several major areas, as indicated, although exact 
terminology is somewhat fluid. 

1. Advanced traffic management systems (ATMSs) focus 
on traffic control devices such as conventional traffic signals 
and newer technologies such as changeable message signs as 
well as vehicle detection and monitoring. 

2. Advanced traveler information systems (ATISs) provide 
drivers or transit users with travel information such as route 
selection, navigation, congestion, and delay. Transit appli­
cations are sometimes referred to as advanced public trans­
portation systems (APTSs). 

3. Commercial vehicle operations (CVOs) focus on im­
proving the management of commercial fleets by enhanced 
vehicle identification and tracking. 

4. Advanced vehicle control systems (A VCSs) focus on sys­
tems that automate driving, either by enhancing information 
available to the driver through, for example, radar detection 
of obstacles in a car's "blind spot," or by replacing driver 
control with automated control, at least for some portion of 
a trip. 

5. Automatic vehicle identification (A VI) is a system whereby 
a vehicle carries a small identification device that allows road­
side mechanisms to identify each vehicle uniquely. In the 
highway domain, A VI has been used to identify properly 
equipped vehicles as they cross certain points on the highway, 
without requiring action by an observer or the driver. A VI 
technologies can be used for many transportation applica­
tions, including electronic toll collection and vehicle moni­
toring. (This paper treats A VI as a part of IVHS, although 
some definitions do not.) 

More-detailed descriptions are widely available (3-5). 
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STANDARDS AND TECHNOLOGICAL 
DEVELOPMENT 

Technology standards have been the subject of research and 
development for more than a century. During the 19th cen­
tury, they played an integral role in the development of the 
American system of manufacture, since standardized parts 
were essential to mass production (6). Since then "private 
organizations have developed tens of thousands of standards 
that serve to coordinate the productive efforts of American 
businesses" (7). During the first half of the 20th century, 
researchers examined the relative impact of standards on the 
efficiency of production and the social implications of a stan­
dardized society (8-14). Contemporary research has begun 
to focus on the relationship between standards and the tech­
nological development. 

Standards perform a variety of functions: (a) a compatibility 
function, whereby a standard ensures the compatibility of 
complementary products from different manufacturers; (b) 
an informational function, whereby a standard informs the 
market about the characteristics of a standard product; (c) a 
quality function, whereby adherence to a standard indicates 
some level of quality (including a regulatory or safety stan­
dard); and (d) a variety-reduction function, whereby a stan­
dard allows the reduction in variety of a set of products (e.g. , 
screw sizes) with little or no loss of consumer utility and 
producer gains in reduced production costs and lower inven­
tory costs (15). 

Technological standards are typically developed in one of 
three ways: through a government regulatory process result­
ing in mandatory standards; through a consensus process un­
dertaken by standards-setting groups resulting in voluntary 
consensus standards; or through competitive rivalry between 
different technologies eventually resulting in one or more de 
facto standards. The U.S. public policy stance on standards, 
especially in the last decade, has generally been "to avoid 
mandatory standards, but ... encourage .. . the formation 
of widely representative committtees to write voluntary tech­
nical standards ... " (16,17) . 

Standardization is sometimes beneficial because it can lead 
to "cost savings through economies of scale" and the "low­
ering of entry barriers." In such cases, early standardization 
is probably more desirable than late, if the same standard is 
set (18). Early standardization also removes the incentive for 
potential users of the technology to "wait for the standard to 
settle down, and thus encourages early adoption of the tech­
nology" (19) . 

But there are also reasons to wait to establish standards for 
existing yet continually advancing technologies. Information 
on advances will continue to flow, information that may mod­
ify the view of the optimal standard to be established. In 1961, 
for example, IBM promoted its 6-bit computer code as a U.S. 
standard, but rapid technological change led it to shift its 
support to an 8-bit code only 4 years later (20) . 

Standards condition the rate and direction of technological 
development. When the technology is advancing, market 
forces can cause de facto standards to emerge in the absence 
of public intervention. Moreoever, historical chance events 
can exert powerful influences over those de facto standards 
and give rise to less-than-optimal standards. A striking ex­
ample is the almost universal "QWERTY" keyboard, which 
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came into predominant use not through any particular tech­
nical superiority but instead through a series of historical ac­
cidents (21). 

Such research has developed the notion of "path depen­
dency," which suggests that market forces, left to their own 
devices, may not yield technically or economically superior 
de facto standards (22 ,23). Path dependency, as a market 
failure, provides a rationale for government intervention into 
market processes in order to protect the public interest. 

Two critical policy dilemmas emerge from such conditions. 
First, public policy interventions to affect standards may be 
effective or affordable only during a narrow window in time. 
And second, government's greatest power to influence the 
path of technological development may come at just the time 
when the necessary information on which to base such deci­
sions is lacking. But adopting a wait-and-see policy runs the 
risk of locking into an inappropriate standard (16). 

These policy dilemmas are central to the topic of this paper, 
for it is not at all clear whether resolving those dilemmas 
through consensus-based standards development will produce 
outcomes superior to those yielded by competitive rivalry. 
QWERTY is a case in which rivalry yielded lock-in on an 
inferior technology. But rivalry can also yield tremendous 
innovation (24). 

Consider, for example , the competition over the last decade 
for dominance in the microcomputer market between DOS­
based systems (developed by IBM and Microsoft), Apple's 
Macintosh system, and UNIX. Recent developments suggest 
that IBM and Apple will now join forces to create a system 
that synthesizes the benefits of both systems. Further study 
of this development process is clearly in order, but there 
appears to be at least an arguable case that competitive rivalry 
drove both parties to improve their own systems to a greater 
extent than they would have had the two joined forces in the 
early 1980s to produce a consensus standard. 

What is clear is that both laissez-faire and policy interven­
tion involve risks. Rivalry risks the emergence of de facto 
standards that are technically inferior. A consensus approach 
risks diminishing the incentives for innovation. 

Another major avenue of research inquiry has been in health 
and safety standards, specifically in the appropriate role for 
government in setting standards and the extent to which the 
public interest is served by reliance on private voluntary stan­
dards. Beginning in the mid-1960s, private voluntary stan­
dards in several industries came under intense scrutiny. In the 
automobile industry, they were prompted by Nader's Unsafe 
at Any Speed (25), which led to the National Traffic and 
Automotive Safety Act in 1966. Similar concerns led to the 
Gas Pipeline Safety Act of 1968 and the formation of the 
Consumer Product Safety Commission in 1967. Research in 
this area has focused on how to conjoin the democratically 
motivated consideration of the public interest-especially the 
interests of consumers, workers , ahd small businesses-with 
the experience and expertise provided by the private standards­
writing organizations, which governmental agencies cannot 
readily duplicate (7,26-28). 

These concerns have raised the level of interest in standards 
as a general area of inquiry (29). Researchers have also fo­
cused on investigations of standards in various substantive 
areas, including communications and computers (20,30), 
housing (31,32), highway design (33,34), land surveying and 
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ownership (35), agricultural technology (36), and electrical 
supply (37). 

These case studies contain some particularly relevant con­
clusions and generalizations for inquiry into IVHS. For packet 
switching standards for computer communications, economic 
and competitive pressures were forcing the rapid implemen­
tation of computer networks, with or without standards. As 
a result, if standards were going to contribute to the tech­
nology, they had to be developed on a compatible time scale. 
In such cases, the study concluded, an imperfect standard 
developed in a timely fashion is better than no standard at 
all, and the best time to develop a standard "appears to be 
during a very narrow window" after there has been some 
operating experience with a particular technology and "when 
there has been a commitment by other organizations to enter 
the field, but before these same organizations" commit them­
selves to divergent approaches (20). 

In the standardization of computerized local-area networks 
(LANs), the "sheer complexity of the issues" surrounding the 
development of LAN strategies and standards meant that few 
engineers, if any, understood all the technical and marketing 
issues involved. Most of the participants in the standards­
setting group conceded they were "there to learn rather than 
support any particular position." But even though there was 
a desire to reach a standard, the process became lengthy as 
group members struggled to understand the issues and the 
various arguments being presented. The LAN situation also 
indicated that a standard adopted before the technology has 
gained significant market experience leads to very lengthy 
standards that attempt to accommodate many options, be­
cause it is not clear ex ante what functions and formats will 
satisfy market preferences (30, p. 20). 

The difficulty, then, lies in treading the narro\.v path be­
tween developing standards that adequately serve the public 
interest-soon enough to effect dissemination of the tech­
nology, but not so soon as to lock into inferior technology­
all the while working in a domain that is fraught with complex 
technological and marketing issues that themselves are highly 
uncertain, indeed most uncertain, at the time the decision 
should be made. 

IVHS ST AND ARDS 

An abundance of literature addresses potential IVHS tech­
nological applications such as A VI , route guidance systems, 
and vehicle sensing and control strategies, but little material 
focuses specifically on IVHS standardization and technological 
compatibility issues. Much of the literature acknowledges the 
importance of system and technology standards and protocols 
for successful implementation, but, with few exceptions (38), 
most does not focus on standardization specifically (39-41) . 

The central standardization issues fall into three categories: 
timing, content, and process and participation. The timing 
issue turns on when it is appropriate to establish standards. 
"Standardization needs to be viewed in the context of an 
overall process of system design," and even the most mature 
IVHS application, ATMS , "has not yet reached the stage in 
its development that the system design trade-offs are under­
stood." It is not advisable to wait until all "system implica­
tions" are understood and all "technical uncertainties are re-
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solved" to initiate the standards development process, but it 
is necessary to determine the physical media and network 
topologies for the IVHS functions before establishing com­
prehensive standards ( 42, p . 15). 

The content of standards obviously varies for each tech­
nology application, such as A VI. One general content issue 
is the question of performance versus design standards. Gen­
erally, design standards are seen to be inferior to performance 
standards since they tend to be more restrictive to innovation, 
but they are more difficult to develop ( 43). A more difficult 
aspect of the technical content of standards is the speed of 
events as of this writing. Multiple committees are meeting, 
establishing scopes and charges, creating task forces, and such. 
A general report on where matters stand would therefore be 
outdated almost immediately, and a more detailed discussion 
of the technical content issues for each standards-setting effort 
is beyond the paper's scope. Hence, this paper does not focus 
on technical content. 

Although still somewhat fluid, process and participation 
issues appear to be stable enough to merit description. There 
is wide recognition of the need for a process to establish and 
coordinate national, and potentially international, IVHS stan­
dards and protocols ( 44) . In separate studies recently com­
pleted for Congress by the General Accounting Office and 
the "U.S. Department of Transportion (DOT), both agencies 
recommended the development of a national cooperative ef­
fort for the identification of technical standards (1 ,45). DOT's 
report also indicated that this effort should provide the forum 
not only for identifying the areas in need of technical stan­
dards, but also for deciding on the necessary standards and 
protocols as well. But the exact relationship between the pub­
lic and private sectors is still in question (40), and even within 
the public sector, there is substantial disagreement over the 
respective roles of local, state, and federal governments ( 46-49) . 

There also appears to be relatively wide agreement that 
such a process be based on a voluntary consensus approach. 
A communications standards workshop held in June 1990 
identified as its highest-priority action item the establishment 
of an IVHS Standards Oversight Committee with accredita­
tion from the American National Standards Institute (ANSI). 
ANSI accreditation would ensure adherence to such various 
procedural protocols as open meetings and dispute handling 
(50). "[T]his Committee would observe, track, and coordinate 
all IVHS standards activities in the U.S., regardless of the 
originating organization .... " Workshop participants also 
recommended that IVHS standards be developed by existing 
standards-making organizations and coordinated by a newly 
established oversight committee (2, p. 13). 

The Intelligent Vehicle Highway Society of America (IVHS 
AMERICA), incorporated in July 1990 as a nonprofit, public/ 
private association, was a response to the desire for an or­
ganization to direct, coordinate, and provide structure for all 
IVHS efforts in North America, including standards-setting. 
It is anticipated that DOT will use it as a formal advisory 
committee on IVHS matters (subject to the provisions of the 
Federal Advisory Committee Act, 5 U.S.C. App.). As one 
of its organizational responsibilities, IVHS AMERICA will 
help identify needed standards, specifications, and protocols. 

IVHS AMERICA has created a Standards and Protocols 
Committee, which will act in an oversight and coordinating 
capacity for all U.S. IVHS standards activities. It will function 
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as a "clearinghouse between requirements and standards­
developing organizations" to identify areas in which tech­
nological standards are needed and to enlist the help of the 
appropriate voluntary standards-making organizations. It will 
not operate as a standards-setting group but will work to 
become ANSI-sanctioned (R. Weiland, author's files, 1991). 

The actual development of the standards in the United 
States appears to be falling to four organizations: SAE, IEEE, 
AASHTO, and ASTM (G. Euler, W. D. Toohey, R. Weiland; 
personal communication; 1991). 

SAE will most likely develop IVHS vehicle and human 
factors standards. Currently, SAE has a Database Standards 
Task Group working as a part of its Navigation Aids Sub­
committee. This group has been working toward map data 
base standards for in-vehicle navigation systems for about 1 
year. In addition, SAE recently formed an IVHS division 
under its existing Standards Board, which will "provide for 
the development and maintenance of SAE Standards, Rec­
ommended Practices, and Information Reports so as to aid 
the manufacturer in design consistency of vehicles and equip­
ment that fall within the scope of the !VHS Division and to 
provide guidance and input to the IVHS AMERICA Stan­
dards Committee to coordinate harmonized national and in­
ternational IVHS standards, protocols, and systems" (W. D. 
Toohey, personal communication, June 1991). 

IEEE will focus on developing communications and elec­
tromagnetic technology standards . IEEE recently created a 
Standards Coordinating Committee, which will cooperate 
closely with the Standards and Protocols Committee of IYHS 
AMERICA to write standards in the communications and 
electromagnetic technology areas in response to requests from 
IVHS AMERICA (J. May, personal communication, July 
1991). 

AASHTO will most likely become involved in standards 
for technologies that affect highway facilities and the overall 
highway infrastructure. The AASHTO committees that de­
veloped the current roadside, geometric, and pavement de­
sign standards will have a substantial interest in the standards­
setting process for IVHS technologies that will affect existing 
highway infrastructure standards. AASHTO currently has a 
temporary Special Committee on Transportation Systems Op­
erations, which, among other responsibilities, tracks IYHS 
activities and the potential needs for infrastructure standards . 
This special committee, which reports to the Standing Com­
mittee for Highways, was established in December 1988 and 
has a 5-year temporary charter. As IVHS systems and tech­
nologies mature, AASHTO will make more permanent or­
ganizational decisions in terms of how to handle standards 
development in its areas of expertise (D. J. Hensing, personal 
communication, July 1991). 

AVISTANDARDS 

One component of IVHS-AVI, which is used in toll col­
lection-uses a technology that extends well beyond IVHS 
and overlaps with standards-setting activities in several other 
areas. The U.S . Department of Defense is developing an 
accounting application of this technology for identifying air­
craft during refueling and for freight container identification. 
In the refueling application, for example, a fuel truck could 
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identify an aircraft during refueling for a potentially paperless 
transaction (J. Carnes , personal communication, July 1991). 
Working on a much smaller scale, Hughes has developed a 
3/H-in. long by Y16-in . diameter transponder for injection into 
fingerling salmon. The transponder allows the unique iden­
tification of each fish that returns upriver to spawn (D. S. 
Fleming, personal communication, Aug. 1991). 

Standards for this technology are developing rapidly on 
several fronts. IVHS AMERICA's Committee on Standards 
and Protocols has established a subcommittee for A VI, and 
SAE's IVHS division has established a committee on A VI. 
Also, the trucking industry is experiencing rapid and extensive 
innovation and experimentation with communications tech­
nologies that may overlap with the development of A VI (51). 

At the subnational level, several states are developing or 
have developed specifications for procurements that include 
the technology. California is developing compatibility speci­
fications for A VI systems for electronic toll collection in the 
state. Several state agencies anticipate using the technology, 
including the Department of Transportation, which operates 
several toll roads; the Golden Gate Bridge Authority; and 
the Transportation Corridor Agencies (which are developing 
three toll roads in Orange County) . The specifications define 
the "compatibility requirements for A VI equipment to insure 
that one transponder will operate at all future A VI facilities" 
in California. Once developed, the state intends to promul­
gate the specifications as administrative regulations (L. Ku­
be!, personal communication, 1991). 

The Virginia Department of Transportation (VDOT) has 
also established A VI specifications for toll collection . The 
specifications are not for statewide systems; they are part of a 
procurement process for an automatic toll system on the Dulles 
Toll Road in Northern Virginia. YDOT sees the Dulles Toll 
Road project in part as a proving ground for automated toll 
technology in the state. If the system operates successfully, it 
will more than likely be implemented elsewhere in Virginia (52). 
Several other state-level efforts are under way, as well as a 
coalition of New York and New Jersey that has agreed to use 
compatible A VI technology (L. Kube!, L. F. Yermack, per­
sonal communication, 1991-1992). One recent study identi­
fied operational or expected A VI activities in 22 locations (53). 

With respect to non-IYHS applications, the Computer and 
Business Equipment Manufacturers Association recently cre­
ated an ANSI-accredited standards committee for Non-Contact 
Information Systems Interface (called X3T6) . Its purpose is 
to develop a non-contact interface between computer devices 
for the transfer of information. The committee will review 
"current technology in radio frequency data/communication, 
infrared and similar non-contact data transfer technologies 
with the objective of standardizing the interface between like 
devices." Although the technical committee will develop the 
standard for U.S. activities, the committee eventually intends 
to submit it to ANSI for approval as an international standard. 
The committee is open to all potential identification device 
applications (J. Carnes, 1991; author's files, March 1991). 

The International Standards Organization is also devel­
oping standards for identification devices and recently adopted 
International Standard 10374, Automatic Equipment Iden­
tification (M. Bohlman, author's files, May 1991). Although 
it was not developed specifically for highway applications in 
potential A VI systems, it may well influence the groups now 
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aligning themselves to undertake A VI standards efforts and 
those firms that develop and implement automatic identifi­
cation devices. 

As of this writing, attempts to coordinate these various 
parties are moving forward. IVHS AMERICA's Committee 
on Standards and Protocols convened a special coordinating 
meeting on A VI standards in October 1991 intended to co­
ordinate the development of specifications for North America 
and to "encourage restraint regarding the implementation of 
standards with less than continental scope ... "(author's files, 
Oct. 1991). ASTM appears to be leading the effort for A VI 
standards, although some concern has emerged over whether 
it would adequately incorporate the views of trucking inter­
ests. At the same time, Virginia, California, and the New 
York-New Jersey coalition all have issued or will soon issue 
such specifications. 

The case of A VI standards is interesting not only on its 
own merits, but also insofar as it can enlighten consideration 
of standards for other IVHS technologies. Two scenarios for 
the development of A VI standards capture the range of pos­
sibilities. Under the first, the laissez-faire scenario, states and 
operating agencies would promulgate specifications for their 
jurisdictions along the lines of ongoing efforts in California 
and Virginia or in multistate coalitions, as in New York and 
New Jersey. In all likelihood, these specifications would be 
incompatible, so that participating vehicles would require sep­
arate transponders for each jurisdiction in which they rou­
tinely operated. Standards-setting efforts, under the auspices 
of IVHS AMERICA or another organization, would likely 
produce a standard somewhat later, perhaps in 2 years. Such 
a standard would be informed by the experience of the lead 
states, and states implementing systems after the standard was 
available would likely adhere to it. Further, lead states might 
procure equip.ment consistent with the standard in a later 
replacement of their original equipment, or "gateway tech­
nologies" might be developed that would allow lead states' 
equipment to read standard transponders. 

Under this scenario, lead states would reap the benefits of 
the technology while the standard was being developed, ben­
efits that would be entirely foregone if they waited for the 
standard before implementing their systems. Popular esti­
mates suggest pa yo ff periods of less than a year, so that lead 
states' equipment would have paid for itself before the stan­
dard was even ready. Further, lead states would reap benefits 
even if the standards-setting process became bogged down 
and did not yield a standard for several years. On the other 
hand, lead states might resist converting their equipment to 
be consistent with the subsequently developed standard, thereby 
raising costs for multijurisdictional users. 

Under a second scenario, operating agencies would defer 
procurements and specifications and participate in a consen­
sus standards-setting process. Once the standard was devel­
oped, lead states would move forward to deploy systems con­
sistent with the standard. Under this scenario, a single 
transponder would suffice for all jurisdictions, and users would 
be presented with the lowest costs. On the other hand, the 
standards-setting process would probably require approxi­
mately 2 years according to popular estimates, perhaps longer. 
In the meantime, no benefits of the technology would accrue, 
and such benefits would be permanently foregone-they could 
not be recaptured later. 

TRANSPORTATION RESEARCH RECORD 1358 

From the standpoint of A VI, the laissez-faire scenario ap­
pears to be materializing, as several states issue their own 
specifications. The success of standards-setting efforts remains 
to be seen, but the ASTM initiative is promising. From the 
more general standpoint of IVHS, however, some conclusions 
are clear. 

CONCLUDING REMARKS: ALTERNATIVE IVHS 
DEVELOPMENT PATHS 

From the information collected in this research, a clear frame­
work for the development of IVHS technologies appears to 
be emerging. IVHS AMERICA's Committee on Standards 
and Protocols will seek to coordinate the efforts of private 
standards-developing organizations such as IEEE, SAE, 
AASHTO, and ASTM. This framework is quite distinct from 
its major alternatives, rivalry among competing firms and 
government development of standards. The exception is A VI, 
for which many applications of the technology are moving 
forward rapidly and coordination efforts only recently have 
begun to emerge. 

The standardization literature review identified several pol­
icy issues: (a) there may only be narrow windows in time 
during which collective action can be effective at reasonable 
costs; (b) the greatest power to influence may come at exactly 
the time when the information available to inform its action 
is most limited; (c) market pressure to disseminate a tech­
nology might argue for an imperfect standard in a timely 
fashion over the alternative of no standard at all; and ( d) the 
sheer complexity of issues may confound and extend the du­
ration of the standards-setting process. 

The first two of these policy issues are not strictly applicable 
to the A VI case, since agencies operating highway facilities 
are not firms in a competitive market but monopoly or near­
monopoly providers of road services. End users may choose 
to participate or not through the purchase of transponders, 
but they probably cannot choose between competing formats 
in the same way that consumers choose, say, between VHS 
and Beta videocassette recorders. The agencies can act to 
modify transponders at their will, and end users cannot elect 
another technology. Thus, the window in time during which 
a collectively determined standard can be effective may be 
much longer. 

The third issue-the preference for imperfect standards 
over no standard at all-seems particularly apt for A VI. Mar­
ket pressure for implementing systems is intense at present, 
and agencies are going it alone in the absence of a standard. 
Although agencies may later elect to convert to a standard 
system, or implement "gateways" or converters, some co­
ordination to make such gateways technically feasible might 
be beneficial. 

Finally, the complexity of the A VI derives both from its 
technical content and, perhaps more significantly, from mar­
keting and implementation issues such as privacy and confiden­
tiality of data and the use of transponders for law enforcement. 

As for IVHS standards, the concerns over the timing of 
standards and the information on which standards decision 
can be based are more applicable. IVHS technologies that 
will rely on individual consumer choices between competing 
formats may be at risk for the emergence of suboptimal de 
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facto standards. Technologies whose formats are dictated by 
the decisions of monopoly operating agencies, on the other 
hand, may be less at risk. 

All IVHS technologies would appear to suffer from uncer­
tainty and poor information on which to base standards de­
cisions . These are new technologies, and consumer prefer­
ences and willingness to pay for various services are simply 
not knowable at this time. 

Unlike A VI, market pressures for other IVHS technologies 
have not yet become acute, suggesting that the choice may 
not be between an imperfect standard and no standard at all 
and that efforts to facilitate standards development will be 
fruitful. And finally, the issues of technological and market 
complexity are perhaps more acute for other IVHS technol­
ogies than for A VI, which may extend the duration of the 
standards-setting process. 
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Policy Implications of Driver 
Information Systems 

KAN CHEN 

The potential effects of driver information systems (DISs) have 
strong policy implications for traffic management authorities. Pri­
vacy and standardization issues are of major concern when im­
plementing electronic toll collection. Road pricing, a simple tech­
nical extension of toll collection, has profound policy implications 
in terms of political acceptability. Real-time traffic information 
is being provided by an increasing variety of technological systems 
with financial viability, and their market acceptance and domi­
nance can strongly influence the future direction of dynamic route 
guidance. Public authorities must soon make policy decisions about 
their roles in facilitating multi jurisdictional agreements on traffic 
diversion and in facilitating multimode transport choices to be 
made by travelers. As for driving assistance, policy decisions may 
help early implementation of automatic emergency signaling; is­
sues of safety regulations and legal liability should be settled 
before a host of technologies for driving assistance can become 
marketable. DIS functions that are to provide business and per­
sonal information do not seem to have any direct policy impli­
cations for traffic management. However, to the extent that such 
DIS functions affect the efficiency and regulation of transport, 
and the marketability and future standards requirements of DIS 
in general, traffic management authorities cannot ignore such DIS 
development. The impacts of policy making and technology man­
agement are so intertwined that frequent in-depth exchange of 
views between policy and technology developers should be rou­
tinized through joint projects and periodic reviews. 

The rapid development and amalgamation of information 
technology with automobile and road technologies have given 
rise to new programs in intelligent vehicle-highway systems 
(IVHSs) in Europe, Japan, North America, and other parts 
of the world. These programs aim to improve road transport 
efficiency, safety, comfort, and environment. Driver infor­
mation systems (DISs) is one of the important components 
of !VHS that is developing rapidly and is primarily centered 
on the vehicle to provide motorists with information of in­
terest to them. 

The newness and the evolving nature of DIS are such that 
the potential impacts of these systems and the associated pol­
icy implications are difficult to predict. Technology devel­
opers and promoters understandably have concentrated on 
the potential benefits-individual and social-of these sys­
tems. Most of the impact assessments typically raised have 
tried to answer such questions as how much traffic delay can 
be reduced by dynamic route guidance and how much such 
reduction would mean economically in tangible terms (1). 
Policy issues were brought up occasionally in these assess-
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ments, but only sporadically and for the purpose of consid­
ering how to circumvent them by technology (2). 

There have been some efforts to assess the impacts and 
policy implications of !VHS in Europe (3- 7), as well as in 
the United States (8,9). However, most publications have 
either treated !VHS in general or discussed only a selected 
issue (e.g., legal liability). The objective of this paper is to 
provide a comprehensive framework for policy makers and 
advisors to monitor, assess, and influence the development 
of DIS from the perspective of traffic management authori­
ties. The work in this paper was based on the author's inter­
views in late 1990 with a number of organizations in Europe 
engaged in selected PROMETHEUS and DRIVE projects. 
However, relevant information was also drawn from the au­
thor's knowledge ofIVHS activities in Asia (especially through 
5-week interviews in Japan in early 1991) and in North Amer­
ica (especially through !VHS activities at the University of 
Michigan). 

In this paper, four categories of DIS will be considered: 

1. Toll collection and road pricing, 
2. Traffic information and route guidance, 
3. Driving assistance, and 
4. Business and personal information. 

Because DIS is the part of !VHS that involves a great deal 
of technological development within the private sector that 
will market DIS products with or without complementary 
investment by the traffic management authorities, cost esti­
mates of marketable DISs are essential input to the task of 
assessing realistic policy implications of DIS. Through inter­
actions with a number of private firms, the author has assumed 
that the mass market for DIS will support low-end in-vehicle 
units (IVUs) on the order of a few hundred dollars-or the 
cost of a luxury car radio or an automobile air conditioner. 
High-end IVUs can probably sell for a few thousand dollars­
or 15 to 20 percent of the price of a luxury car. For commercial 
vehicle operations (CVOs) and for infrastructure investment 
by the public sector, tangible cost-benefit analyses will be the 
basis for the necessary justification for DIS investment. How­
ever, this may not be sufficient, because there are other policy 
issues such as privacy and safety, which will be discussed in 
this paper. The point that should be made at the outset is 
that many of the policy implications of DIS are intertwined 
with the specific technologies to be used for DIS and their 
costs to the users. Therefore, each section of this paper will 
take a sociotechnological approach by mixing technoeconomic 
descriptions of DIS with policy-relevant discussions. 
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TOLL COLLECTION AND ROAD PRICING 

Electronic toll collection is an IVHS technology ready for 
deployment. The current technology centers on automatic 
vehicle information (A VI) using electronic transponders. It 
may be considered as the first wave of IVHS technology en­
tering the mass market. At a relatively low cost (about 10 
percent of the normal toll) and with high reliability (about 99 
percent accurate), the efficiency of road travelers and the 
efficiency of infrastructure toll collectors can be increased 
substantially. In some installations, such as the Crescent City 
Connection bridge in New Orleans, the public authorities 
share their savings by offering a 30 percent discount on tolls 
for A VI-equipped vehicles (Paisant, unpublished data, 1991). 
Nonequipped motorists also benefit from the shortening of 
the queues as the equipped vehicles zip through the toll booths 
without stopping. It appears to be a "win-win" arrangement 
for all major stakeholders. 

There are two basic technologies for the A VI transponder. 
The ones available on the market operate at a UHF. One 
basic technology uses the surface acoustic wave (SAW) ap­
proach. The other basic technology uses an electronically eras­
able and programmable read-only memory (EEPROM) chip, 
which can have its code number or message modified elec­
tronically. The EEPROM chip may be passive or active. 

The existence of several A VI technologies and automatic 
toll collection system designs gives rise to the issue of stan­
dardization, which is getting hotter as this category of DIS 
application spreads and as the various vendors vie for market 
share and market dominance. As with other information tech­
nologies such as computers, there are two general approaches 
to standardization. One approach is in the marketplace, in 
which the market leader sets the de facto standards and com­
pels other suppliers to go along with an obvious disadvantage, 
since the inner workings of the standards are often opaque 
and proprietary. The other approach is in the conference 
room, in which committees consisting of major industrial sup­
pliers, often with the involvement of major users, public au­
thorities, and academics, try to agree on a minimum set of 
standards that will allow multiple vendors to coexist with 
mutually compatible hardware and software products. The 
market-leader approach may be considered an unfair practice 
to the dominated suppliers, but it is realistic and works as 
fast as market penetration. The committee approach usually 
comes up with more-open systems that favor the users, but 
it is a slow process that often appears wasteful and can be 
overtaken by the market-leader approach. 

Perhaps one important reason that standardization for au­
tomatic toll collection has been, and perhaps should be, slowed 
is the yet-to-be-resolved issue of privacy. The functioning of 
the toll collection systems that have been described assume 
that the equipped users have no objection to their identity's 
being revealed to the system, thus allowing their whereabouts 
at what time to be known to those with access to the system. 
One way to reduce this concern is to use a technology similar 
to that for prepaid phone cards, whose users' identities cannot 
be known to the telephone system. 

Phone cards have been used in Europe with success, but 
adapting the concept to a "smart travel card" for automatic 
toll debiting and other such applications is technically not 
quite straightforward. First, for automatic toll collection, un-
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like for pay phones, there can be no contact between the 
smart travel card and the interrogating system. Second, the 
required two-way communication will be a dialogue, and not 
a two-way monologue (as in AVI), because the amount to be 
debited on the smart travel card will depend on the location 
and the time of the interrogator signal-and the complicated 
dialogue needs to be completed within a short time if the 
vehicle is not required to slow down excessively. 

As indicated previously, electronic road pricing in its prim­
itive form is technically a simple extension of electronic toll 
collection. There are two general types of road pricing: (a) 
the charge for the use of a road, which has long been in 
practice for toll roads, regardless of whether the toll is col­
lected manually or electronically; and (b) the charge for keep­
ing a vehicle in a particular district, no matter whether the 
vehicle is in motion or not (analogous to having the vehicle 
in a large parking structure). It is the second type of road 
pricing that has recently been proposed to be put into practice 
and that has been particularly controversial. 

The concept of road pricing as a means for demand man­
agement is attractive to economists who argue that excessive 
congestion is a phenomenon of inefficient allocation of scarce 
resources. An efficient way to reduce congestion is thus to 
introduce a market mechanism to road transport. Without 
road pricing, more road building would simply attract more 
traffic to the new roads, and the previous level of congestion 
would return as the system seeks a new equilibrium. In the 
long run, the only way to reduce congestion is to charge the 
less urgent users-some opponents would say the less affluent 
users-sufficiently to keep them off the congested routes. 
This concept is not new at all, but the low-cost electronic 
means to make road pricing practical is new and has given 
the concept a new life (J 0). 

Road pricing has many opponents. Besides those who be­
lieve that road pricing favors the rich, the strongest public 
sentiment against road pricing is its appearance as another 
tax. Opponents have also raised the privacy issue as a negative 
factor. On a rational basis, the proponents of road pricing 
appear to have answers to all the objections that have been 
mentioned (JI). For example, reduced rates may be charged 
to the poor, privacy may be protected by the use of anony­
mously prepaid smart cards, and so on. 

In Singapore, a manually operated road pricing system (an 
area licensing scheme) to keep most of the motor traffic from 
its central business district has been in operation since the 
mid-1980s. The scheme was highly successful in reducing traffic 
congestion in the central business district. In fact, it was so 
successful that the roads became highly underutilized in the 
district, and the price was reduced from Singaporean $5 to 
$3 for any vehicle to enter the restricted zone during peak 
hours (12). Recently, Singapore has planned to convert its 
road pricing system from manual to electronic. 

In Europe, there is a joint manual and automatic toll cordon 
for Oslo, Norway; similar plans are under consideration for 
Stockholm, Sweden. In the United Kingdom, serious consid­
eration for road pricing has been coupled with very innovative 
ideas for its implementation. For example, a "timezone" con­
cept has been proposed for London, which would be ringed 
with roughly concentric circles representing progressively more 
expensive tolls as one approached the center (J 1). This ap­
proach would prevent traffic diversion at zone boundaries as 
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has happened around the central business district of Singa­
pore, causing congestion around its boundaries. An even more 
radical concept, known as congestion metering, is being con­
sidered by the city of Cambridge (13). Unlike the usual road 
pricing scheme-as in Hong Kong, where a congested zone 
is predetermined and a fixed fee for entry is charged whether 
the zone is congested or not-congestion metering will levy 
a charge only when a vehicle experiences actual congestion 
(defined by a threshold of vehicle speed and number of stops 
per unit distance). It is believed that such a scheme will induce 
a more economically rational behavior from the driver and 
result in more effective relief of congestion. However, the 
political acceptability of these schemes is still to be tested. 

TRAFFIC INFORMATION AND ROUTE 
GUIDANCE 

For years, real-time traffic information collected by traffic 
management authorities has been provided to the general 
public, including drivers on the road, through commercial and 
public radio and television stations at no incremental cost to 
the users. However, such information may not be timely and 
relevant enough to help drivers make strategic route choice 
decisions. Even dedicated traffic stations (highway advisory 
radio, or HAR) may give too much irrelevant information, 
and the driver may not tune to these stations at the critical 
moments for decision making. On the other hand, the incre­
mental cost to the driver for these services is negligible, since 
most car radios can tune to dedicated stations just as easily 
as to other stations. To ensure that the driver does get new 
significant traffic information when it becomes available (such 
as after a major incident has been identified), automatic HAR 
(AHAR) radio has been designed to turn the radio on, or 
interrupt other audio devices and programs, and automati­
cally tune to the HAR station with the latest information (14). 
However, the added cost of the AHAR has not made it very 
marketable, and most HAR stations have not been sending 
out the automatic interrupting signal to make AHAR work. 

Recently radio data systems (RDSs) have become available 
in Europe to provide low-rate (about 1,000 bit/sec, or bps) 
coded information to properly designed receivers, using the 
sidebands of the frequency spectrum assigned to the broad­
caster. Originally designed to provide program identification 
and alternative frequencies for better reception of the desired 
radio program or program type, RDS is now being promoted 
to provide real-time traffic information through a traffic mes­
sage channel (TMC), which may provide effectively 74 bps 
of traffic information codes to specially equipped radios (15). 

There is an active European project working on the stan­
dards of RDS-TMC (16). As indicated, the output may be in 
the form of textual or synthetic voice displays-textual dis­
play may be more distracting but it would not interfere with 
or require interruption of other audio programs. For owners 
of high-priced (about $300) car radios, the added cost of ac­
quiring the RDS feature is marginal. The cost to the stations 
to add RDS features would be on the order of a few thousand 
dollars, and the incentive for them to make the investment 
could be significant because of competition. To go to TMC, 
however, there would be additional infrastructure costs for 
traffic data collection and collation and for message manage­
ment systems. 
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The European RDS standards have almost been set, but 
the Japanese have not been satisfied with them and have been 
developing and testing new approaches, using more sophis­
ticated digital modulation schemes and error correcting codes. 
One of Japan's FM multiplex broadcasting approaches has 
been tested for mobile reception; it promises to provide much 
higher bit rates than the current European approach-10 to 
12 kilobit/sec (kbps) versus 1 kbps (Yamada, unpublished 
data, 1991). These high bit rates can be used to transmit a 
great deal more traffic information and even projected link 
times without the need for additional frequency spectrum. 
Given the still-fluid situation with RDS in North America, it 
behooves the traffic management authorities to work with 
telecommunication policy makers there to review all the com­
peting schemes of RDS before final standards are set. 

The latest technological system on the market for providing 
real-time traffic information is the TrafficMaster, which has 
been in operation for the London area since mid-1990 (17). 
Average vehicle speed in the fast lane of the motorways around 
London (M25 and a limited range of other motorways con­
necting to it) is automatically measured every 2 mi and re­
ported every 3 min by infrared sensors. When the speed drops 
below a threshold of 25 mph, the average speed and location 
of the congested segment are transmitted over a paging service 
frequency to owners of the TrafficMaster's simple map display 
unit, which may be carried by the owners or put on top of 
their vehicle dashboards. Paging service is also available. The 
price of TrafficMaster is about $500 for the portable unit and 
about $32/month for the service charge. The paging service 
option is another $30/month. By late 1990, there were about 
300 customers (35 to 40 percent of whom choose the paging 
option), and the number exceeded 2,000 by the end of 1991. 
Because the breakeven point is only about 2,500, Traffic­
Master's financial viability appears to be very promising (Mar­
tell, unpublished data, 1990). 

From the perspective of traffic management authorities, at 
least two policy issues are related to traffic information. The 
first has to do with the fusion and authentication of traffic 
information, and the other has to do with the potential risk 
of a specific traffic information provider's near-term success 
preempting certain forms of dynamic route guidance that must 
use real-time traffic information. 

As in any private service-providing activities, there is a risk 
of "cream-skimming" so that the easiest and most profitable 
services are provided while the more difficult but perhaps 
much needed services are neglected. For example, TrafficMaster 
has focused on M25 not only because it is the most traveled 
motorway, but also because the average speed can be mea­
sured most conveniently and the operating company needs 
to deal with only one public authority, namely, the U.K. 
Department of Transport. It is encouraging to learn that 
TrafficMaster has recently considered expanding to the ar­
terials (the A-roads) in the London area (18). 

If drivers just want to find their way to their destination 
under normal traffic conditions, they can use static route guid­
ance, which does not require real-time traffic information and 
thus can be autonomous. Philips' CARIN system and Bosch's 
TravelPilot system can provide static route guidance through 
a combination of dead-reckoning and map-matching with the 
digital map information stored in a magnetic tape cassette or 
compact disk. To cover a wide area of possible travel (e.g., 
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Western Europe or the entire United States), the most prac­
tical way to store the vast amount of map information is 
through the use of a compact disk system, which has been 
rather expensive. For example, Trave!Pilot with compact disks 
started to sell for about $3,500 in the United States, although 
the price quickly dropped to $2,500 and is expected to drop 
with an expanding market. This may be compared with cur­
rently available navigation systems with GPS plus dead­
reckoning and map-matching for more than $4,000 in Japan, 
where compact disk drives can be acquired for as low as a 
few hundred dollars, substantially below the cost of those 
drives in Europe. In any event , a fully functional navigation 
system will probably be too expensive in the near future to 
be accepted in a "baseline" IVHS system for the mass market 
in the United States (19). This is an important point for the 
public authorities to consider if privatizing IVHS is an im­
portant goal. 

Because one of the major frustrations in driving is to get 
caught in unexpected traffic congestion, dynamic route guid­
ance that takes into account real-time traffic information in 
route guidance is highly desirable. Dynamic route guidance 
is by no means a new concept . Over the past 20 years, there 
have been three discernible generations of such systems (20) . 
The first-generation systems include ERGS in the United States 
(21), CACS in Japan (22), and ALI in Europe (23)-all pro­
grams in the 1970s-using low-rate inductive loops for com­
munication. For example, CACS transmitted 144 bits of in­
formation at each junction at 4.8 kbps (24). The second 
generation is typified by ALI-SCOUT (25), whose develop­
ment began in the early 1980s, using beacons for short­
distance communication at major junctions. At each junction, 
the beacon transmits 8 K of information at 125 kbps. (The 
next generation of ALI-SCOUT, known as EURO-SCOUT, 
is to be ready by 1992; it will transmit 30 K at 500 kbps 
(Sodeikat, unpublished data, 1990)]. The third-generation 
systems include CARMINAT (26) (one-way wide-area com­
munication into the vehicle via RDS), SOCRATES (27), and 
ADVANCE (28) (two-way communication via a digital cell­
ular radio link), which are systems under development in the 
late 1980s and early 1990s. In these systems, information will 
be transmitted continuously at a relatively high rate-about 
9.6 kbps in SOCRATES (McQueen, unpublished data, 1991) . 
As we progressed from the first to the third generation, the 
required number of equipped junctions on the infrastructure 
decreased while the typical cost of an IVU increased (from 
$80 to $250, to an estimated $800, hopefully, for the third­
generation of IVU at mass production). 

It is interesting to note that the first two generations of 
dynamic route guidance systems are infrastructure-based and 
the third generation is primarily vehicle-based. The former 
searches for the best routes with equipment on the infrastruc­
ture (such as with ALI-SCOUT); the latter does that with 
equipment on board of the vehicle (such as with CARMIN AT). 
It is important to discuss the policy implications of these two 
types of system. First is the financial implication, which may 
affect the system viability . Infrastructure-based systems nat­
urally put major capital investment requirements on the in­
frastructure side. This may be a slow process, not only because 
of the magnitude of the investment but also because of the 
need for multijurisdictional cooperation in both system in­
stallation and operation. Drivers who are early investors in 
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the IVUs for such systems may be dissatisfied with their lim­
ited usability for a long time. The whole system may then 
become unacceptable to the users, and the infrastructure costs 
may be too high for a government or operating company to 
bear. On the other hand , the vehicle-based systems require 
expensive IVUs, and the early users are likely to be the more 
affluent drivers and the commercial vehicles. Second is the 
question of who is in control. The infrastructure-based sys­
tems would be more amenable to the presumption that traffic 
should be controlled by a central authority (public or a private 
surrogate) that will guide the traffic to reach a "system op­
timum" according to a systemwide objective (such as mini­
mum total vehicle hours of delays) subject to centrally de­
termined constraints (such as no traffic diversion to schools 
and residential areas). Such systems would also make it easier 
for public authorities to encourage multimode transport op­
tions (e.g., park-and-ride). On the other hand, the vehicle­
based systems would be more amenable to the presumption 
that drivers will determine their own objective functions and 
will search for "user optimum" (such as a weighted average 
between travel time and tolls paid) subject to privately de­
termined constraints (such as avoiding subjectively perceived 
high-crime areas) . 

Regardless of the approach taken, the projection of link 
time (up to about 90 min into the future) will be needed for 
dynamic route optimization, and this projection must be done 
centrally. This implies new tasks and improved technologies 
to be used by the traffic management authorities. For ex­
ample, credible and reliable projection of link time will need 
the speedy and accurate estimation of the duration of an 
incident after it is detected and verified. Such estimations are 
being done only haphazardly at present. Some form of simple 
model based on artificial intelligence is needed tu predict 
incident duration as a function of the link location, time of 
the day, number of lanes blocked , weather condition, whether 
bodily injuries are involved, and so on. At present, the pro­
jection of link times in the ALI-SCOUT system is done by a 
sort of moving average of current and historical data with 
modification through link models, which appear to ignore the 
interactions between links in a network (Janka, unpublished 
data, 1990). A more sophisticated real-time simulation model 
may be needed to provide more accurate link-time projections 
(29). 

Another important task in this area for the traffic manage­
ment authorities is to provide updated information of road 
changes (construction, reconfiguration, new roads and round­
abouts, new one-way and turning lane restrictions, etc.) . Au­
tonomous systems that provide navigation and static route 
guidance would need this updated information. As they get 
such information from the infrastructure, they might as well 
get the dynamic route guidance information from the infra­
structure, if it is available. Thus there is a strong motivation 
to explore dual-mode systems that combine the autonomous 
and infrastructure-based systems (30). 

With the coexistence of multiple basic approaches to dy­
namic route guidance, standardization is clearly a very im­
portant policy issue. It is interesting to note that the Japanese 
have abandoned the infrastructure-based approach as a result 
of the evaluation survey among drivers involved in the CACS 
program during the 1970s (31). The North Americans, notably 
through TravTek (32) and ADVANCE projects, have been 
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working during the last few years exclusively on vehicle-based 
systems for dynamic route guidance. The substantive progress 
being made in SOCRATES may lead to a vehicle-based sys­
tem in Europe that would be more congruent with the trends 
in Japan and North America . On the other hand, the low­
cost IVU is clearly an attractive feature of infrastructure­
based route guidance systems. If a sufficient number of cities 
in Europe and North America are convinced in the near future 
to make the substantial investment on the infrastructure for 
them, such systems as ALI-SCOUT may preempt the market 
for dynamic route guidance . 

Because the social benefits of DIS are supposed to be re­
lieving of traffic congestion and increase of driving safety, not 
just helping a small group of users to reduce their travel times , 
it is important for traffic management authorities to evaluate 
the traffic and safety impacts of DIS. Fortunately, such proj­
ects have been launched in several countries, including the 
United Kingdom (33). Preliminary assessment of dynamic 
route guidance has indicated that the typical reduction of 
vehicle hours of delays would be in the range of 7 to 15 percent 
(34). Recently more detailed evaluation using computer models 
has indicated some interesting but problematical results. For 
example, the user benefits have been shown to decrease­
they may even become negative-under certain circumstan­
ces as the percentage of cars equipped with the ALI-SCOUT 
system increases beyond about 15 percent (McDonald, un­
published data, 1990). This was based on the assumption that 
drivers of equipped cars would follow the routes along the 
main roads determined by the traffic center while the drivers 
of unequipped cars who know the local geography would "rat 
race" through the small urban streets . On the other hand, 
research at the University of Michigan has shown that the 
benefit to users in a vehicle-based route guidance system (29) 
can continue to rise for the equipped drivers as the penetration 
rate increases from 0 to 100 percent. There is an important 
policy issue here regarding the degree and the means of con­
trol that the traffic management authority should exercise to 
discourage rat race and to make dynamic route guidance at­
tractive to those who have invested in the system. 

DRIVING ASSISTANCE 

The DIS application category of driving assistance consists of 
new electronic devices and subsystems that will augment the 
functions of driving tasks. From the perspective of commu­
nications, they may be subcategorized as autonomous, 
vehicle-highway, and vehicle-vehicle systems. Vehicle­
high way systems involve modification of the highway infra­
structure, so they are of obvious and immediate concern to 
traffic management authorities. However, significant public 
policy issues exist in the other subcategories as well. 

Autonomous driving assistance includes, first of all , new 
electronic display panels that have been designed to show 
only the key information of interest to the driver at the mo­
ment, thus reducing information (output) overload to the driver 
and saving the very limited space on the dashboard. Similar 
arrangements have been designed to reduce the number of 
driver (input) control knobs through a hierarchy of touch­
screen commands. The safety and human-factor merits of 
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these devices, under various external lighting conditions and 
driving situations, are yet to be proven by extensive tests. 

Head-up displays of key information on the windshield, a 
technology borrowed from military aircraft, are generally con­
sidered to be desirable because they can provide information 
without requiring much eye movement from the driver. The 
technology is still expensive [about $300 (Spreitzer, unpub­
lished data, 1991)] and is only beginning to be offered as an 
option on some of the most luxurious cars. Vision enhance­
ment through infrared or ultraviolet system is another ex­
ample of autonomous driving assistance DIS. Still another 
autonomous system that is attractive is to superimpose a red 
bar on the side mirror when a sensor detects a vehicle on the 
driver's blind spot to caution him about changing lanes; this 
is shown in the PROMETHEUS video tape. Such a system 
provides only warning signals with the responsibility of vehicle 
control remaining entirely with the driver. However, there 
may still be questions of legal liability if collisions occur be­
cause the warning red bars malfunction . 

In the subcategory of vehicle-highway communication for 
driving assistance is the example of in-vehicle safety advisory 
and warning system, in which some of the radio-frequency 
warning signals-such as hidden stop sign, dangerous curve, 
and construction ahead-may come to the vehicle from ground 
points. To receive such active signals at a close distance re­
quires relative low cost receivers on the vehicle-no more 
than several hundred dollars (35). They can be implemented 
soon on the presumption of willing cooperation between traffic 
management authorities to provide the active signals and pri­
vate manufacturers to make the receivers. Another vehicle­
highway system that the traffic management authorities may 
wish to promote is the automatic emergency calls (or distress 
signals) to be transmitted by vehicles in trouble. This would 
require three elements: (a) an automatic as well as a manual 
triggering device for transmitting the signal, because the driver 
may be unconscious in an emergency situation; (b) an auto­
matic indication of the vehicle location with sufficient accu­
racy for the rescue crew to find the vehicle; and (c) cooper­
ating traffic management authorities to take up the rescue 
mission. In a recent survey among American truck drivers 
and operators, this was considered the highest-priority func­
tion of IVHS (36). To speed up such applications, some gov­
ernment leadership is in order to get the system set up and 
maintained in full operation, at least in those segments of the 
motorways and arterials where accidents have occurred fre­
quently and where emergency calls from telephones or from 
motorists are either impractical or unsafe. 

In the subcategory of vehicle-vehicle communication for 
driving assistance, the examples are fewer but interesting. The 
PROMETHEUS program seems to have emphasized com­
munication between vehicles moving in opposite directions. 
The Handshake project features fog warning by vehicles just 
coming out a fog zone to oncoming vehicles that are about 
to enter the fog zone . Similar communication schemes have 
been proposed so that vehicles, after observing a traffic jam 
on the other side of the motorway, can send signals to vehicles 
in the opposite direction upstream of the jam so that they 
may make a timely diversion. Another recent idea that achieves 
similar functions, but uses vehicle-highway communication 
rather than direct vehicle-vehicle communication, is to rely 
on an electronic transponder installed on the middle strip of 
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a divided motorway as a mailbox for vehicles moving in op­
posite directions to deposit and pick up messages for driving 
assistance. 

It should be pointed out that all such vehicle-vehicle com­
munication applications , no matter whether they are for ve­
hicles moving in the same or opposite directions , would not 
be practical until the percentage of vehicles with appropriate 
and compatible communication equipment becomes signifi­
cant. The implementation would be difficult if everything were 
left to the free market because of the lack of incentives for 
early investment. Perhaps the way to bootstrap the market is 
for the traffic management authorities to install the electronic 
mailboxes discussed previously and provide plentiful infor­
mation for driving assistance (e.g., icy bridge ahead, etc.) so 
that early as well as late investors can receive immediate 
benefits . 

BUSINESS AND PERSONAL INFORMATION 

The provision of business and personal communication to 
drivers on the move used to be considered a luxury, at least 
for noncommercial vehicles. However , with the decreasing 
cost of information technology and the increasing demand for 
such services in our information society, provision for business 
and personal information is deemed highly desirable if not 
essential for long-distance commuters, tourists , high-level ex­
ecutives, and drivers of commercial vehicles-such as trucks, 
taxis, ambulances, and police cars, some of which are not 
strictly commercial. 

From a policy perspective , the regulation and frequency 
allocation for business and personal communication appears 
to be entirely in the domain of telecommunication authorities. 
However, to the extent that the technology and communi­
cation media for this application category of DIS share and 
overlap with those for the other three application categories 
that are of central concern to traffic management authorities, 
the latter cannot ignore the policy implications of this fourth 
category of DIS as well. Driving safety issues in the use of 
some of business and personal information systems also would 
require evaluation and regulation activities of the traffic man­
agement authorities. 

Personal information can now be conveyed to the motorist 
(driver and passenger) by car phone, facsimile, or paging­
some luxury cars, especially in Japan, even have commercial 
television for the passengers , or for the driver while the car 
is standing still. Clearly some of these communication chan­
nels may be used for traffic information and route guidance 
as well . As mentioned previously, TrafficMaster provides real­
time traffic information by way of paging service frequency 
(17) . The cellular car phone system may be used to provide 
link-time information for on-board route optimization, es­
pecially after the cellular system becomes digital as in the 
future GSM in Europe (27) . With the expected advent of 
personal communication service, which may one day replace 
the home phone and the car phone, its continuing develop­
ment should be monitored by the traffic management au­
thorities as well as the communication regulatory authorities. 

Tourist and other "Yellow Page" information is expected 
to be provided to drivers on the move as a feature of DIS. 
TravTek , one of the major American IVHS demonstration 
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TABLE I Matrix Summary 

Policy Toll & Route Driving Business 

Impacts Rd Price Guidance Assislance & Pers lnro 

Privacy xx x 

Standards xx xx x x 
Financing x xx x x 
Political Acceptance xx 
Mullijurisdictlon x xx 
Mullimode x xx 
Safety x xx x 
Legal Liability xx 

projects involving 100 test vehicles in Orlando, Florida, will 
feature the provision of tourist information around Disney 
World. The automobile clubs (both the AA in Europe and 
AAA in the United States) have libraries rich in tourist in­
formation that can be made readily available. There are strong 
commercial interests in making Yellow Pages available in 
digital form to facilitate information search and to make two­
way communication for Yellow Page transactions such as hotel 
reservation practical. This growing business may have policy 
implications in both financing and technical decision making 
on the basis of safety and human factors. 

SUMMARY AND CONCLUSIONS 

The matrix shown in Table 1 summarizes the potential prom­
inent policy impacts of the four categories of DIS that have 
been discussed in this paper. The double X's indicate the 
policy implications that demand the most critical attention. 
It should be clear from the matrix that policy implications are 
quite different for the various categories of DIS and that the 
relative significance of policy implications may vary from one 
country to another. However, this author has one general 
observation that is common to all the countries he has visited 
in Europe and Asia as well as North America: the DIS re­
searchers in the private industry have not thought very much 
about policy implications except in a haphazard way, yet they 
are making technological choices and developmental efforts 
that may have profound policy implications . Similarly, the 
policy makers are not familiar with exactly what DIS tech­
nologies are being planned for deployment because they have 
been under development mainly in the private sector. Both 
sides can save time at the later stage of implementation and 
can be synergistic if they work more closely and frequently 
at the developmental stage. Therefore, the author suggests 
that frequent in-depth exchange of views between policy and 
technology developers be routinized through joint projects 
and periodic reviews. 
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Full-Scale Experimental Study of 
Vehicle Lateral Control System 

Wm-BIN ZHANG, Hum PENG, ALAN ARAI, PETER DEVLIN, YE LIN, 

THOMAS HESSBURG, STEVEN E. SHLADOVER, AND MASAYOSHI TOMIZUKA 

An ongoing experimental research project focusing on vehicle 
lateral control is reported. This project is being jointly conducted 
by the University of California's PATH Program and IMRA 
America, Inc. The lateral control system to be tested uses the 
concept of cooperation between the vehicle-borne steering con­
trol system and a discrete magnetic reference system in the road­
way. The components of this experimental setup are described. 
The analytical and experimental research conducted before this 
project on the various components are reviewed, some results of 
the completed tests are provided, and the planned tests are outlined. 

The purpose of an automated vehicular lateral control system 
is to maneuver, or to assist a driver to maneuver, the vehicle. 
These steering functions may include lane keeping, lane 
changing, merging, and diverging. The automated lateral 
guidance and control system described in this paper includes 
four basic components: a roadway reference system that de­
fines a path for the vehicle to follow, sensing devices that 
acquire information from the roadway reference system and 
collect other necessary information for steering control, a 
controller that generates steering commands based on the 
control algorithm, and a steering actuator that executes the 
steering command given by the controller. The system sche­
matic is shown in Figure 1. 

Automated lateral control systems have been studied for 
the past 30 years. Several systems using various technologies 
have been developed or simulated (3). However, only a few 
full-scale systems have been tested in a real road-vehicle en­
vironment. After an extensive literature review, PATH de­
veloped a concept of a cooperatiye lateral control system that 
allows the vehicle to receive information from a discrete mag­
netic reference and sensing system. The roadway reference 
system consists of a series of permanent magnetic markers 
buried in the roadway. On-board sensors measure the prox­
imity of the vehicle to the markers and decode upcoming road 
geometry information. The lateral controller makes steering 
angle corrections according to the vehicle's tracking error and 
any upcoming road curvatures so that both the tracking ac­
curacy and ride quality can be improved. This concept has 
been investigated in a series of PATH studies (1-4,6-8). In 

W.-B. Zhang, P. Devlin, Y. Lin, S. E. Shladover, PATH Program, 
Institute of Transportation Studies, University of California, Building 
452, Richmond Field Station, 1301 South 46th Street, Richmond, 
Calif. 94804. H. Peng, T. Hessburg, M. Tomizuka, Department of 
Mechanical Engineering, University of California, Berekely, Calif. 
94720. A. Arai, IMRA America, Inc., Institute of Transportation 
Studies, University of California, Building 452, Richmond Field Sta­
tion, 1301 South 46th Street, Richmond, Calif. 94804. 

parallel to the PA TH work on the roadway reference and 
sensing system and the lateral control algorithms, IMRA has 
been working on a design of a steering actuator for vehicle 
lateral control, in particular for lane keeping. This design is 
intended to allow automated steering control to augment the 
driver's steering performance on the highway. 

Because of their mutual interest in automatic vehicle lateral 
control, PATH and IMRA agreed to conduct a joint exper­
imental study on vehicle lateral control, beginning in January 
1991. The goal of the joint project is to demonstrate the 
concept of automatic lateral control with a full-scale auto­
mobile. This paper reviews the work performed individually 
by PATH and IMRA before this project and the joint efforts 
in conducting the full-scale vehicle experiment. 

AUTOMATED VEHICLE 
LATERAL CONTROL SYSTEM 

The system used for experiments in the PATH-IMRA project 
includes both roadway-installed and vehicle-borne compo­
nents. The discrete magnetic markers are installed in the road­
way. The vehicle-borne components include the sensors, com­
puter and control algorithms, and a steering actuator. Figure 
2 shows the test vehicle with various components used in this 
experimental setup. The following describes these components. 

Roadway Reference/Sensing System and 
Other Sensors 

Several sensors are used in the PATH-IMRA experiments to 
measure the vehicle lateral displacement and other dynamic 
vehicle state information. These sensors include magnetom­
eters for the discrete magnetic reference and sensing system 
and sensors that measure vehicle lateral acceleration and yaw 
rate. 

The roadway reference and sensing system measures the 
vehicle's lateral displacement and provides a preview of road 
curvature, which has been determined to be an important 
input for vehicle lateral control (2,4,5). An assessment of all 
identified techniques for measuring the lateral deviation of a 
vehicle was made (3). A variety of technologies including 
optical, acoustic, and radar were reviewed. A roadway ref­
erence and sensing system using discrete magnetic markers 
was determined to have good potential for practical appli­
cation on existing roadways. The simplicity of this system 
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FIGURE 1 Automatic vehicle lateral control system. 

leads to the expectation that the magnetic markers will be 
inexpensive and easy to install and maintain. The magnetic 
field from a magnetic marker appears to be less affected by 
environmental factors. More important, the reference system 
using magnetic markers can store roadway geometry infor­
mation in a binary format, with each marker in a sequence 
representing 1 bit. 

Figure 3 illustrates the configuration of the discrete mag­
netic marker reference and sensing system. The roadway ref­
erence consists of a series of permanent magnets installed at 
1-m intervals along the center of the lane. The magnetic fields 
of the markers are measured to determine the lateral location 
of the vehicle relative to the center of the traffic lane . By 
using the polarities of the magnets, road geometry informa­
tion such as radius and length of curvature can be encoded. 
The magnetic field sensing system consists of four magnetom­
eters mounted under the front bumper of the vehicle 15 cm 
above the road surface. Two sensors, one measuring the ver-
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tical and the other measuring the horizontal component of 
the magnetic field, are located on the longitudinal axis of the 
vehicle. The other two sensors, which measure the vertical 
component of the magnetic field , are mounted on both sides 
of the vehicle longitudinal axis, about 30 cm from the two 
central sensors. The two central sensors are used to obtain 
accurate measurements of the vehicle lateral position; the 
outer two sensors were added to extend the measurement 
range. Figure 4 shows the sensors mounted on the test vehicle. 
The acquired signal is preprocessed by a low-pass filter and 
then digitized using an analog-to-digital (AID) converter be­
fore being input to the controller. 

Studies were conducted to investigate different approaches 
for extracting the vehicle lateral deviation information from 
the measured magnetic field. Both analysis and experiments 
indicate that the magnetic field of a permanent magnetic marker 
is sensitive to the distance between the magnetic marker and 
the sensor. To eliminate the effect of the vertical movement 
of the vehicle, both the vertical and horizontal components 
of the magnetic field are measured . The relationship between 
the lateral displacement of the sensor and the sensor measure­
ments was determined by experiment. An algorithm based 
on this relationship has been developed that contains logic 
for recognizing the magnetic field of the marker and a look­
up table for translating the magnetic field into a measurement 
of the vehicle lateral displacement. The theory and the ex­
perimental results were reported elsewhere ( 4). 

The magnetic field sensing system, along with the roadway 
reference mar.kers, can measure lateral displacement over a 
100-cm range. The simulation analysis and bench experiments 
indicate that the resolution of this sensing system is reasonably 
good (about 1 cm) when the vehicle is near the center of the 
lane, but it degrades as the vehicle 's lateral displacement in­
creases. This degradation in accuracy at larger vehicle devia­
tions should not affect the performance of the lateral control 
system because when the vehicle is far from the lane center, 
the controller does not need highly detailed information. In 
this experimental study , an independent measurement system 
consisting of two line-scan video systems, one mounted at the 
front and one at the rear of the vehicle, and a reflective tape 
strip placed on the roadway parallel to the roadway reference 
system is used for calibration of the discrete magnetic marker 
reference and sensing system and evaluation of lateral control 
system performance. Figure 5 shows the experimental vehicle 
with the independent measurement system. 

A coding and decoding strategy has been developed to 
encode the road geometry information into the roadway ref-

FIGURE 4 Magnetic sensors mounted on test vehicle. 
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FIGURE 5 Experimental vehicle with independent 
measurement system. 

erence system using the polarities of the magnetic markers. 
Using this method, after the vehicle passes over a series of 
markers, the road geometry information is decoded and passed 
to the controller for preview control. The number of markers 
necessary to code the information depends on the amount of 
information desired and the coding strategy. 

In addition to the magnetic field sensing system, an ac­
celerometer, a yaw rate sensor, and a steering angle sensor 
are also installed on the vehicle . The measurements of the 
vehicle's lateral acceleration, yaw rate , and steering angle are 
used to derive an estimation of the tire-road cornering force. 
The tire-road cornering force is represented by the tire cor­
nering stiffness, which is defined as the ratio between the side 
force and tire slip angle. Simulation studies have shown that 
the steering control decisions should be made in accordance 
with several factors , including changes in the cornering stiff­
ness. These results show that without considering the cor­
nering stiffness in the control algorithm, the vehicle tracking 
performance deteriorates significantly when the cornering 
stiffness drops to 30 percent of its nominal value . Under the 
same situation, the vehicle's maximum displacement can be 
greatly reduced (about 50 percent) by incorporating the cor­
nering stiffness estimation in the control algorithm. 

Controller 

The lateral control algorithm processes the information gath­
ered by the sensors-road curvature, vehicle lateral devia­
tion, yaw rate, lateral acceleration, forward speed, and front­
wheel steering angle-and generates appropriate steering 
commands. The control algorithm balances the opposing goals 
of tracking accuracy and ride quality, where the ride quality 
is based on the lateral acceleration in a certain frequency 
range (6). The control algorithms must be designed in such 
a way that the system performance is robust with respect to 
variations in vehicle speed, vehicle load, road surface con­
dition, and external disturbances such as wind gusts. To study 
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the vehicle response and to derive control algorithms, two 
vehicle dynamics models have been developed. 

The two mathematical models are used to represent the 
lateral dynamics of a front-wheel-steered, rubber-tired vehicle 
(1) . In order to represent the vehicle dynamics, an elaborate 
nonlinear model was developed. This model includes the mo­
tion of the vehicle body in all six degrees of freedom plus 
suspension deflections and wheel motions. As a crucial ele­
ment of the nonlinear model, a tire model was developed on 
the basis of data obtained from the tests of the tires used on 
the experimental vehicle. A simplified linear model that in­
cludes only lateral and yaw motions was also derived. The 
linear model was used to develop the feedback and feedfor­
ward controllers, and the nonlinear model was used to eval­
uate the performance of the control algorithms before the 
field tests . The steering actuator dynamics were incorporated 
into the plant model and are considered in the design of the 
control algorithms. 

Two control algorithms have been developed and simu­
lated, including a pure feedback control algorithm and a pre­
view control algorithm . In the feedback control algorithm , 
the frequency-shaped linear quadratic (FSLQ) control theory 
was used (6). This control algorithm allows the frequency 
dependence of ride quality to be included in the performance 
index explicitly. By properly choosing the weighting in the 
performance index, the high-frequency robustness (with re­
spect to unmodeled dynamics) of the control system can be 
enhanced. 

The preview control algorithm combines a feedforward al­
gorithm with feedback. The feedforward algorithm was de­
signed to take advantage of the road geometry information 
available through the roadway reference system and is able 
to negotiate a curve without steady-state error. In this case , 
less feedback action is required, and better tracking perfor­
mance can be achieved with improved ride quality. Analysis 
and simulation indicate that the preview control law improves 
the tracking performance in the low-frequency region and the 
lateral acceleration in the high-frequency region simultane­
ously (7). 

The lateral dynamics of the vehicle strongly depend on the 
tire cornering stiffness (6) and the longitudinal velocity of the 
vehicle. A control algorithm that takes this into account was 
developed. A parameter identification scheme is used to 
estimate the cornering stiffness from the measurement of lateral 
acceleration, yaw rate, vehicle speed, and front-wheel-steering 
angle based on the dynamic equations of the system. The 
gain-scheduling technique is used to tune the feedback and 
feedforward (preview) controllers using the measured velocity 
and estimated cornering stiffness. Figure 6 depicts the block 
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FIGURE 6 Preview control algorithm. 
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diagram of a lateral controller using the preview control 
algorithm. 

PATH is also working on a fuzzy rule-based controller (8). 
This algorithm is currently being simulated on the nonlinear 
vehicle model. A fuzzy rule-based controller has the advan­
tage of controlling a system based on rules formulated in a 
natural, linguistic setting. Also, a variety of linguistic inputs 
can be used efficiently in the rule base. This rule base ad­
dresses vehicle robustness to variations in vehicle parameters 
and to disturbances such as wind gusts. For curved sections 
of roadway, the rule base uses preview information provided 
from the discrete magnetic marker reference and sensing system. 

The control algorithms and the signal preprocessing algo­
rithm are implemented on a computer-based controller. This 
controller consists of a computer and a data acquisition system 
that includes a 32-channel AID conversion board and a signal 
conditioning board. The sensor signals are first filtered through 
the signal conditioning board and then are acquired by the 
AID conversion board at a fixed sampling rate . Upon receiv­
ing the digitized inputs, the computer converts the sensor 
signals into useful information and executes the control al­
gorithm and generates steering commands accordingly. 

Steering Actuator 

The steering actuator steers the vehicle's front wheels on the 
basis of command signals issued by the controller. The steer­
ing actuator positioning is handled by the steering actuator 
controller that interfaces with the lateral control computer. 
IMRA's steering actuator is based on a standard rack-and­
pinion steering system, modified to include a hydraulic servo, 
shown in Figure 7. In this design, the driver's steering input 
is in series with the computer controlled steering actuation. 
The controlled steering angle is limited to about 10 percent 
of the full range of normal steering angle. The series control 
arrangement and the limited range of the controlled steering 
angle were selected to allow the driver to override the control 
system at any time. This design is intended to allow the steer­
ing actuator to augment the driver's steering performance on 
the highway and as such should be limited in the latitude of 
its control. Further tests and evaluations from the viewpoints 
of safety, human factors, and system dynamics are necessary 
to determine the steering-angle range needed for automated 
steering under various operating conditions. 

For the purpose of testing the lateral control algorithm, it 
was necessary to eliminate the influence of the driver on the 

Standard Power-Assist Rack and Pinion 
.------·------------, 
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FIGURE 7 Steering actuator system. 
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steering system while the steering was under computer con­
trol. A spring-loaded detent mechanism was designed to at­
tach to the steering column housing. The detent fixes the 
position of the steering wheel during testing. The spring load 
was set so that the driver can overcome the detent force and 
take control of the steering of the vehicle. The vehicle still 
includes the standard hydraulic, power-assist system so that 
the steering performance of the vehicle without the lateral 
controller active and with the detent disengaged is the same 
as that of a standard vehicle. Braking and acceleration remain 
under the control of the driver. 

EXPERIMENT AL STUDIES ON VEHICLE 
LATERAL CONTROL SYSTEM 

The specifications of the components, systems, and methods 
used for the experimental studies were based on simulation 
and on previous experiments conducted by both PATH and 
IMRA researchers. Before this project, many bench tests and 
full-scale experiments on the individual components of the 
proposed system, such as the discrete magnetic marker ref­
erence and sensing system, the control algorithm, and the 
steering actuator, were conducted separately by PATH and 
IMRA. 

Test of Discrete Magnetic Marker 
Reference and Sensing System 

Bench tests and full-scale experiments on the discrete mag­
netic marker reference and sensing system have been con­
ducted by PA TH in order to verify the concept under a con­
trolled environment and in a wide speed range. A test bed 
consisting of a rotary arm driven by a motor in a circular path 
in the horizontal plane was used to test the reference and 
sensing system. In these tests, a magnet was fixed vertically 
to the end of the arm. A bench that held the magnetometers 
was located such that the magnetic marker passed over the 
sensors on each rotation. Both the vertical and horizontal 
distance between the sensor and the magnetic marker were 
adjustable. Signals were collected at different speeds (up to 
130 km/hr) and various distances (10 to 20 cm). The data were 
used to verify the feasibility of such system under a controlled 
environment over a wide speed range and to develop a signal 
processing algorithm and filters. The bench experiments were 
followed by a full-scale experiment. Magnets were installed 
in 200-m stretch of a road at the Richmond Field Station of 
the University of California, Berkeley (UCB). An experi­
mental vehicle equipped with a set of magnetic sensors and 
a portable computer was used to collect a data at vehicle 
speeds of up to 40 km/hr. Figure 8 shows the vertical and 
horizontal signals collected from the roadway magnetic ref­
erence system and the estimated lateral displacement of the 
vehicle. The experimental results indicate that the discrete 
magnetic marker reference and sensing system can provide 
adequate lateral displacement information under the condi­
tions tested (4). In the PATH-IMRA experiments, the ac­
curacy of the roadway reference and sensing system will be 
verified using a measurement system that is independent of 
the vehicle control system. 
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Simulation of Control Laws and Tests Using 
Scaled Experimental Vehicle 

Vehicle lateral control using feedback and preview control 
laws was simulated on a computer for a variety of road cur­
vatures and under different road surface conditions. Simu­
lations were also conducted to fine-tune the control laws using 
realistic vehicle parameters. 

As a step before the full-scale vehicle tests, an experimental 
study on the proposed system was conducted using a scaled 
test vehicle. In this study, the accuracy of the roadway ref­
erence and sensing system and the performance of the control 
algorithm were evaluated over a wide range of extreme op­
erating conditions such as variation of load, vehicle speed, 
and cornering stiffness. In the experiments, a PID controller 
with feedforward action was able to keep the tracking error 
within ± 10 cm at a vehicle speed of 2 m/sec. The test track 
that was used for the experiments included a curved section 
with a 4.5-m radius. The detailed experimental results are 
reported elsewhere (2). 

Open-Loop Experiments 

PA TH and IMRA have conducted open-loop experiments to 
identify vehicle parameters and evaluate the performance of 
the steering actuator under normal load conditions. In the 
experiments, the steering actuator position was set by the 
control computer. Selected steering commands were sent to 
the steering actuator in the form of step and sinusoidal inputs. 
Input amplitudes and frequencies were tested at vehicle speeds 
ranging from 20 to 60 km/hr. The response of the vehicle­
including the position of the steering actuator-the lateral 
acceleration, and the yaw rate were recorded at a sampling 
rate of 100 Hz. The tests were repeated to ensure the relia­
bility of the data. Figure 9 gives a set of test results at a speed 
of 40 km/hr with a 0.5 Hz sinusoidal steering input. The test 
data have been used to validate the vehicle dynamics model 
and the control algorithms. In the analysis, the steering system 
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FIGURE 9 Open-loop experiment results. 

and vehicle parameters were identified. The vehicle models 
were modified on the basis of the test data. In Figure 6, the 
dotted lines show the test results and the solid lines indicate 
the simulation results. These results show that the modified 
overall vehicle model predicts the vehicle response satisfac­
torily for the current test conditions. 

Planned Closed-Loop Experiments 

The closed-loop experiments will be performed at the UCB 
Richmond Field Station. A 480-m test track has been built. 
Figure lO(a) shows the geometric layout of the test track. The 
vehicle path will be defined by discrete magnetic markers. To 
use the test track effectively, two curves with radii of 60 and 
75 m have been placed at the location of the 90-degree curve 
and several gentle reverse curves have been placed in one of 
the straight sections. Several hundred capsules, shown in Fig­
ure lO(b), have been installed on the test track. The capsules 
are designed to house the magnetic markers and to allow the 

150m l&Om 

ISOm 

(•) 

(b) 

FIGURE 10 Test track layout (a); capsules for magnetic 
markers (b). 
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location of the markers to be adjustable so that the effect of 
placement accuracy of the magnetic marker on the perfor­
mance of the lateral control system can be tested. This design 
also allows the road geometry information encoded in the 
magnetic reference system to be changeable. However, it should 
be noted that an operational system using the magnetic marker 
reference system would not need the capsules but would have 
the simple markers (10 cm long, 2.5 cm in diameter) installed 
directly in the pavement. 

The closed-loop experiments are designed to examine the 
tracking performance of the lateral control system using the 
proposed sensing devices, control algorithm, and steering ac­
tuator . Several tasks will be performed in the closed-loop 
experiments. These tasks are 

1. Testing of the feedback control algorithms: The tests will 
be conducted at various vehicle speeds from 20 to 60 km/hr. 

2. Testing of the preview-FSLQ control law: The experi­
ments in Task l will be repeated using the preview-FSLQ 
control law. 

3. Determination of marker spacing: Experiments using both 
feedback and preview lateral control with different marker 
spacings will be conducted to determine the effect of different 
marker spacing. 

4. Evaluation of the robustness of the integrated control 
system: Lateral control under some nonideal conditions will 
be performed. In performing this task, several nonideal con­
ditions are created, including adjusting the locations of mag­
netic markers to create errors <ind reducing the pressure of 
some or all of the tires to vary the cornering stiffness. Tests 
will be conducted to evaluated the performance of the system 
with respect to various levels of resolution of the coded up­
coming road geometry information. 

These tasks are expected to be performed in early 1992. 
From these experiments, the proposed lateral control system 
using the previously described components and control al­
gorithms will be evaluated. The performance specifications 
for the sensing systems and actuating devices will be verified. 
The performance of the system with different control algo­
rithms will be compared. The dynamic models can be further 
validated so that they can be used to more accurately simulate 
the performance of the lateral control system under a wide 
range of conditions under which experiments cannot be easily 
performed. 

CONCLUDING REMARKS 

Extensive research in vehicle lateral control through computer 
simulation has shown that this technology has potential. To 
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bridge the gap between computer simulation and full-scale 
hardware implementation in a roadway environment, PATH 
and IMRA initiated the collaborative experimental research 
project described in this paper. To date, the various com­
ponents necessary for vehicle control and performance eval­
uation have been developed, tested separately, and integrated 
into the vehicle system. The project is now in its final stage 
of preparation for full-scale testing. The full-scale closed-loop 
experiments are planned to be conducted in early 1992. The 
test results will be reported in a future paper. 
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Concept of Super Smart Vehicle Systems 
and Their Relation to Advanced Vehicle 
Control Systems 

SADAYUKI TSUGAWA 

The Super Smart Vehicle System (SSVS), proposed under sup­
port of the Japanese Ministry of International Trade and Industry, 
is a new information system that 20 to 30 years from now will 
solve problems caused by automobiles and automobile traffic. Its 
solutions will be based on previous research and development of 
driver information systems and vehicle control systems in Japan. 
The current status and problems of automobiles and automobile 
traffic in Japan are described. Large cities in Japan are charac­
terized by excessively high density, which is the main cause of 
the problems. Then histories of vehicle control systems are ex­
plained. Japan has a long history in vehicle control systems, whieh 
include driver assistance systems and automatic driving systems. 
Advanced vehicle control systems (AVCSs) are a main research 
theme of the SSVS. The SSVS deals with four fields: information 
systems for a single vehicle, for inter-vehicles, and for vehicle­
to-road relations; and studies on vehicle-to-driver relations. Some 
of system candidates relating to AVCS proposed for the SSVS 
are introduced. 

Traffic accidents, congestion, and pollution caused by auto­
mobiles have been becoming more serious in Japan. Many 
systems for traffic management, driver information, and ve­
hicle control have been studied and developed in Japan since 
the 1960s in efforts to solve the problems. Traffic control and 
surveillance systems were already installed in major cities in 
the 1970s. The number of control centers in Japan runs into 
160. In addition, experiments of navigation systems have been 
conducted. A large-scale experiment of a dynamic route guid­
ance system called the Comprehensive Automobile Traffic 
Control System (CACS) (1) was conducted in Tokyo in the 
1970s; it aimed at increasing the efficiency of automobile traffic 
and decreasing traffic accidents and congestion. Experiments 
of the Advanced Mobile Traffic Information and Commu­
nication System (AMTICS) (2) and the Road/Automobile 
Communication System (RACS) (3), both navigation sys­
tems, were conducted in the mid-1980s. Now onboard navi­
gation systems are commercially available. 

Vehicle control systems such as collision warning systems 
and automatic driving systems have been studied in Japan 
since the 1950s, and some of them have been commercially 
available. However, automatic driving systems still remain in 
the area of research. 

Mechanical Engineering Laboratory, Agency of Industrial Science 
and Technology, Ministry of International Trade and Industry, 
Namiki 1-2, Tsukuba-shi, Jbaraki-ken, 305 Japan. 

For solving the problem, we have proposed an information 
system for automobiles and automobile traffic for 20 to 30 
years from now. The Super Smart Vehicle System (SSVS) 
( 4), based on the info-mobility concept (5), is an information 
system for drivers. Its purpose is making safety and efficiency 
compatible while taking aging and pollution into account. 

The current status of automobile traffic and the history of 
vehicle control systems in Japan will be introduced; these are 
the background of the SSVS proposal. After the background 
and the info-mobility concept are introduced, the SSVS will 
be explained; some systems relating to advanced vehicle con­
trol systems (AVCSs) will be described in detail. 

STATUS OF AUTOMOBILE TRAFFIC IN JAPAN 

Japan is a mountainous country with little flatland, which 
leads to an excessive density of population and automobiles 
in cities. This high density, a major characteristic of Japan, 
has caused the problems. 

Automobiles and Japanese Society 

The number of automobiles has been rapidly increasing in 
Japan in recent years, as shown in Figure 1, and it became 
58 million in October 1990. It is expected that there will be 
64 million automobiles in 1995 and 72 million in 2000. 

The role of automobiles has increased as well. Figure 2 
shows the volume of passenger traffic by various means of 
transportation. The volume of passenger traffic by automobile 
has increased in indexes of the number of passengers and the 
passenger distance of travel. 

The trend in cargo traffic by automobile is similar to that 
of passenger traffic by automobile. The ratio of cargo traffic 
by motor trucks is more than 90 percent in weight and more 
than 50 percent in weight distance. The role of motor trucks 
is much larger in Japan than in Europe or the United States. 

Although the number of automobiles and drivers has been 
increasing, roads are not necessarily sufficient. The length of 
paved roads per vehicle is 14 mi in Japan, 17 mi in western 
Germany, and 20 mi in the United States. The length of 
expressways per 100 vehicles is 8 mi in Japan, 29 mi in western 
Germany, and 47 mi in the United States. 
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FIGURE 1 Numbers of automobiles (four-wheeled 
vehicles) and passenger cars. 

Problems of Automobile Traffic 

Accidents 

As shown in Figure 3, the annual number of fatalities by traffic 
accidents began to increase in 1987, and it exceeded 10,000 
in 1988. Fatal accidents have the following characteristics: 
first, there is a significant increase in fatalities for people 
between 16 and 24 and over 65 years of age . Second, fatalities 
of drivers and passengers have increased much more than 
those of pedestrians. Third, nighttime accidents have in­
creased much more than daytime accidents, and the ratio of 
fatal accidents at night is higher than that in the day. Finally, 
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FIGURE 2 Passenger traffic. 
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accidents have increased during weekends. Sundays ac­
counted for the most fatalities in 1989, and Saturdays did in 
1990. Table 1 summarizes the characteristics of the accidents. 

In addition, accidents and fatalities on expressways have 
also been increasing. Since the expressways became longer, 
obviously the total number of accidents and fatalities has in­
creased. However, the ratio of accidents and fatalities on 
the expressways with the index of vehicle distance has also 
increased . 

Congestion 

Traffic congestion is also a serious problem, not only in large 
cities such as Tokyo and Osaka but also in rural cities. In 
Tokyo the average delay at one major intersection was 3.3 
hr/day in 1983 and 5.1 hr/day in 1989. Also in Tokyo along 
urban expressways the average del ay at one point was 4.6 hr/ 
day in 1983 and 7.9 hr/day in 1989. 

The delays caused by traffic congestion have resulted in a 
great deal of loss in social and economical activities. It was 
estimated that all the driving hours including the delays were 
20.37 billion person-hr/year in 1980, but that it would have 
been 15.77 billion person-hr had there been no traffic conges­
tion. Thus, the loss was 4.6 billion person-hr/year, which equals 
2.19 million workers. 

Factors in Future Automobile Traffic 

Because the problems caused by automobiles and automobile 
traffic have become serious even recently , it is expected that 
they will become much more serious because the number of 
automobiles and drivers will grow-even though constructing 
roads will become harder because of the high price and short­
age of lands. In addition, some factors will affect automobile 
traffic in the future: aging and the increase of female drivers 
and foreign people. 

Airplane, Ship 

Passenger car 

Bus 

Railway(private) 

Railway <JNR. JR> 
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FIGURE 3 Numbers of (top) fatalities and (bottom) injuries 
from traffic accidents. 

Aging is an important issue in automobiles and automobile 
traffic in terms of the increase of aged drivers and shortage 
of labor force, in particular, drivers of heavy-duty trucks. It 
is expected that at the beginning of 21st century, 20 percent 
of the people will be aged. 

The increase of female drivers should also be taken into 
account. Their rate of increase is much larger than that of 
male drivers. The ratio of female drivers in the female pop­
ulation was 27.9 percent in 1980 and 43.5 percent in 1989. 
Besides, fatalities of female drivers have increased at a higher 
rate than that of male drivers. In 1989 the number of fatalities 
of female drivers was 362 , which was 2.7 times the number 

TABLE I Characteristics of Accidents 

1979 1990 

Number of falalilies all ages 8466(100) 11227(133) 

ages belween 16 and 24 1845( 100) 3158(171) 

ages over 65 1613(100) 2673(166) 

Number of fatalities of drivers/passengers 2998(100) 4501(150) 

drivers and pedestrians pedeslrians 2888(100) 3042(105) 

Number or accidents daytime 349536(100) 437134(125) 

in the daytime and nighttime [4071(100)) [4610(113)) 

[ ):fatal accidents nighttime 122110(100) 205963( 169) 

(3977(100)) (6041(152)) 

Number o[ fatal accidents per day weekdays 21.1 27 9 

in weekdays and at weekends weekends 24.4 32 4 
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in 1979; meanwhile , the number of female drivers increased 
1.9 times . 

The third factor is the increase of foreign people and for­
eign drivers. This requires that information for drivers be not 
only in Japanese but also in English, for example. Actually, 
message signs in Japanese as well as English are becoming 
common. 

HISTORY OF VEHICLE CONTROL SYSTEMS 
IN JAPAN 

System candidates proposed in the SSVS study have roots in 
vehicle control systems that have been developed since the 
1960s. These are technological backgrounds for the proposal 
of the SSVS. The vehicle control systems can be classified as 
driver assistance systems and automatic driving systems. The 
driver assistance systems include a collision warning system 
and a lane detection system. The automatic driving systems 
include an automated vehicle system with inductive cable and 
an autonomous vehicle with machine vision. 

Driver Assistance Systems 

Studies on driver assistance systems have been conducted in 
many fields in Japan. Obstacle warning systems in the vicinity 
of an automobile using ultrasonic are already commercially 
available. Here, a laser radar system and a lane detection 
system based on machine vision will be explained. Although 
radar systems were studied also in Japan and many papers 
have been published, the systems have not yet become com­
mercially available. In addition, driver perceptual enhance­
ment systems have not yet been opened in Japan; these will 
not be referred to, either. 

Laser Radar System 

After the first development of a laser radar system for obstacle 
warning using a semiconductor laser in Japan (6), a new laser 
radar system was developed for heavy-duty trucks (7). The 
gap between the truck and the leading vehicle within 100 m 
is measured by the emission of infrared laser pulses of 70-
nsec duration at 6 kHz . Their speeds and decelerations are 
recorded , and the driver is warned when necessary . 

Lane Detection System 

Lane detection systems have been used for visual navigation 
systems of mobile robots and intelligent vehicles. In the Per­
sonal Vehicle System (PVS; more detail later), white lines 
beside a road or lane markers are detected for lateral control. 

Here, a lane marker detecting system for warning a driver 
of lane deviation is described. A study of a lane detecting 
system using machine vision with stereo television cameras 
has been conducted in the Mechanical Engineering Labora­
tory (MEL) (8). The system is characterized by real-time 
operation to detect lane markers in the field of view with a 
range of 4.5 to 21 m. It consists of two television cameras and 
hard-wired logic for video signal processing. Figure 4 shows 
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FIGURE 4 Detection of lane markers: (top) an original scene 
and (bottom) detected lane markers (courtesy of Takeshi Hirose, 
MEL). 

an original scene and lane markers, where only lane markers 
are detected. 

Automatic Driving Systems 

Automated Vehicle with Machine Vision 

Studies on automatic driving systems were started from the 
employment of inductive cable systems in Japan, as in the 

FIGURE 5 Intelligent Vehicle. 
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United States and Europe. In 1967 an automated vehicle de­
veloped by MEL was driven stably at 100 km/hr (9). 

After the research on the automated vehicle with inductive 
cable, to eliminate restrictions on the system with inductive 
cable, a new system using machine vision was begun at MEL 
in the 1970s. The world's first automated vehicle with machine 
vision was developed at MEL, and it was named the Intelli­
gent Vehicle (Figure 5). It ran autonomously at 30 km/hr while 
avoiding obstacles and guardrails (JO). The steering control 
is based on table look-up. The machine vision consists of 
stereo television cameras and hard-wired logic for processing 
video signals to detect obstacles in the field of view between 
5 to 20 m with a viewing angle of 40 degrees. The obstacle 
detection system features real-time processing. After scanning 
one image, which takes 33 msec, the presence and locations 
of obstacles are detected with another 2 msec of processing. 
The principle of obstacle detection is based on parallax: an 
obstacle yields images of the same heights on television cam­
eras, but figures on a road yield those of different heights 
because of the positions of the television cameras on the ve­
hicle. Figure 6 shows an original image of a scene and the 
location of obstacles in the quantized field of view. 

In 1984 the Intelligent Vehicle was equipped with a dead­
reckoning system using a differential odometer. Thus, the 
vehicle had functions of navigation and obstacle detection, 
which led 'to a completely autonomous vehicle (11). The ve­
hicle was driven autonomously from its starting point to its 
goal while avoiding an obstacle after its goal was assigned and 
route planning was performed. 

The Intelligent Vehicle was an experimental system. It was 
driven only under well-defined conditions; the performance 
entirely depends on weather, brightness, and direction of light. 

Personal Vehicle System 

In 1987 a study on a new Intelligent Vehicle named the PVS 
(12) was started. Figure 7 shows the PVS. It has functions of 
navigation and obstacle detection. Machine vision of the PVS 
has five television cameras; three of them are for detecting 
white lines indicating a lane, and the other two are for de­
tecting obstacles. The PVS also has a dead-reckoning system 
that uses a differential odometer to locate its position. It 
enables the PVS to navigate from its starting point to its goal 
along an optimal route. In addition, the PVS has another 
obstacle detection system with a laser radar system. In 1989 
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FIGURE 6 Obstacle detection for Intelligent Vehicle: (a) an 
original scene and (b) obstacles (guardrail) detected in the field 
of view (courtesy of Takeshi Hirose, MEL). 

the PVS ran at 30 km/hr along straight lanes and 10 km/hr 
along curved lanes on a special proving ground and at 60 km/ 
hr along a straight lane on another proving ground. 

The PVS was remodeled in 1990 and 1991: the three cam­
eras for lane detection were removed and a single camera on 
a turntable was installed inside the windshield. Experiments 
under rainy conditions or at night were conducted. 

Vehicle-to-Vehicle Communication Systems 

Vehicle-to-vehicle communication systems have a wide range 
of variations; they are applicable to many systems in driver 
information systems and vehicle control systems. In Japan, 
vehicle-to-vehicle communication has been studied at the As­
sociation of Electronic Technology for Automobile Traffic 
and Driving (JSK) since 1981 (13). 

After the studies on the Intelligent Vehicle, an application 
of vehicle-to-vehicle communication to control of a group of 
autonomous vehicles was started at MEL in 1984 (14,15) . It 
aims at a vehicle-following system with small gaps between 
vehicles. The system is called the soft-linked vehicle system 
after linking with vehicle-to-vehicle communication. Experi­
ments using automated guided vehicles for factory automation 
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FIGURE 7 PVS. 

were conducted to investigate the vehicle-to-vehicle com­
munication with infrared and the control algorithms. 

Simulation studies on a vehicle-following system with vehicle­
to-vehicle communication have also been conducted (16). 
Simulation results of comparisons between vehicle following 
with the communication and vehicle following with human 
drivers show that the vehicle-following system with vehicle­
to-vehicle communication helps increase road capacity and 
decrease rear-end collisions . 

SSVS AND AVCS-RELATED SYSTEMS 

Info-Mobility Concept 

Recently we proposed a framework for info-mobility (5) . The 
info-mobility system consists of information systems covering 
a mobility system. As shown in Figure 8, the mobility system 
consists of a driver subsystem, a vehicle subsystem , and a 
road environment subsystem. These subsystems are essential 
to automobile driving. However, the mobility system does not 
suffice for safe and efficient driving. It is pointed out that 
traffic accidents and congestion are caused by discord-or 
"gaps" -among the three subsystems. What fills the gaps is 
information systems; therefore, information systems make au­
tomobile driving safer and more efficient. The info-mobility 
consists of the mobility system and the information systems 
to cover it. As pointed out in intelligent vehicle-highway sys-

==> 

FIGURE 8 Mobility system (left) and info-mobility system 
(right). 
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terns, the information systems include advanced traffic man­
agement systems, advanced driver information systems, and 
A VCSs. Advanced traffic management systems are located 
mainly at the road environment subsystems, the advanced 
driver information systems are located mainly between the 
driver subsystem and the road environment subsystem, and 
the A VCSs are located mainly around the vehicle subsystem. 

The SSVS is one way to realize the info-mobility concept. 

SSVS and AVCS 

In 1990, JSK started the 2-year preliminary study program on 
the SSVS under support of the Japanese Ministry of Inter­
national Trade and Industry to promote the research and 
development of information systerris for automobiles and au­
tomobile traffic to be used in 20 to 30 years (17,18) . 

The SSVS has been proposed on the basis of the previous 
work on driver information systems such as the CACS and 
vehicle control systems such as the Intelligent Vehicle and the 
PVS. It is A VCS that will provide substantial solutions to the 
future problems of traffic accidents and congestion, because 
the effects of traffic management systems and driver infor­
mation systems are indirect to the problems and, therefore, 
bounded. For example, the safety of automobile traffic at 
nonsignalized intersections will not be guaranteed to the same 
degree as at signalized intersections. In addition, a dynamic 
route guidance system will not effectively shorten traveling 
time when the ratio of automobiles with on-board equipment 
is more than 50 percent (19). Thus, the main theme of the 
SSVS will be AVCS. 

A VCS-Related Systems 

The research themes of the SSVS are 

1. Information systems for a single vehicle , 
2. Information systems for inter-vehicles, 
3. Information systems for vehicle-to-road relations, and 
4. Studies on vehicle-to-driver relations . 

Combining the fields and the purposes of the SSVS , a co­
operative driving system, a control configured vehicle system 
with ultra-little vehicles, an active driver assistance system, 
an intelligent intersection system, and intelligent logistics and 
sensor systems represented by machine vision have been pro­
posed, as shown in Figure 9. 

Cooperative Driving System 

The system coordinates driving of automobiles with radar 
systems and vehicle-to-vehicle communication systems to in­
crease safety and efficiency . If each automobile communicates 
with other automobiles, and information is given to drivers 
while driving as shown in Figure 10, the effective road capacity 
would grow, lane changing and merging would be eased, and 
safety would be increased. Vehicle-to-vehicle communication 
is performed either directly among vehicles or indirectly through 
inductive cables under road surfaces or coaxial leakage cables 
beside roads . 
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FIGURE 9 System candidates for SSVS. 

Control Configured Vehicle System with 
Ultra-Little Vehicles 

l 
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In the system, ultra-little vehicles with high performance are 
driven either independent of each other or linked to form 
platoons of two-by-one to four-by-four vehicles linked by me­
chanical coupling or vehicle-to-vehicle communication . The 
vehicles have functions of access to each other for linking 
using an omnidirectional radar and control for cooperative 
driving among vehicles linked together as well as drive-by­
wire to ease driving under linking. The vehicle, either a one­
or two-seater with a payload of 1 ton, for example , is about 
0.8 m wide and 2 m long, which is half in the width and length 
of a normal automobile. The vehicle is shown in Figure 11. 
The capacity or payload is based on current use of automo­
biles, especially those in the downtowns of large cities. The 
system will help decrease congestion and increase the effective 
use of roads . 

Active Driver Assistance System 

The system not only assists a driver by indicating the presence 
of obstacles in the direction of movement as well as the pres­
ence of other vehicles and pedestrians near the driver's ve­
hicle, but also drives automatically for a short time if the 

Merging on Expressway A transmits will of merging to B 
B transmits lane change to C & D 
D transmils deceleration lo E 
Each vehicle transmits ACK 

FIGURE 10 Cooperative driving system. 



48 TRANSPORTATION RESEARCH RECORD 1358 

\<>hidl'-IW\Chiclt.> 

(11mmu11kati1m --------• 

\rtificial 
rc:1liLy Syslrrn 

Car rollm~ in~ s~ Sll'nl 

l?u;id ;i,ur~,cv 
11"'1nl1orlt1l! 111~ l\'111 '"'-"";"• ~71 "~'""""" """' 

.\ir ba~ 

(2) 

(1) element 

(3) 

~ 

Cou1\11fl~ <ll•\ in_· 
I su(I link• 

(4) 

(5) truck ....... 

.......... 

............ 

FIGURE 11 Control configured vehicle system with ultra-little 
vehicles: (top) element vehicle and its functions, and (bottom) examples 
of vehicle systems. 

driver dozes off or suddenly gets sick . The system will be 
applicable to an assistance system at high-speed driving or for 
the aged and the handicapped. The vehicle is equipped with 
a sensor system including machine vision, a processing system 
for driver assistance and for automatic driving, a display sys­
tem for a driver, and an actuator system to steer, accelerate, 
and brake the vehicle. In this system human factors will play 
an important role. 

Automatic driving will be classified in two categories. One 
is a steady-state system in which the vehicle is driven without 
a driver as a default state . It can be called automatic chauf­
feuring . The other is an unsteady-state system, which is the 
active driver assistance system described here. 

Intelligent Intersection System 

It would be effective in decreasing accidents if intersections 
were made intelligent, because accidents at intersections ac­
count for 60 percent of all accidents in Japan . It would also 
increase road capacity. The intelligent intersection system warns 
drivers who are ignoring traffic signals, indicates the presence 
of pedestrians and bicycles to drivers, provides a bird's-eye 
view of an intersection to drivers, and tells the speeds and 
directions of vehicle movement-which is called a guide light 
system . The guide light system provides information on di­
rections and speeds of vehicles by lengths of lights on roads. 

CONCLUSION 

Automobile traffic in Japan today is characterized by exces­
sively high density: a narrow land, shortage of roads, and a 
great number of automobiles and drivers. Nevertheless, in 
Japan automobiles are one of life's necessities. The SSVS is 
aiming at a solution to the problems that will be caused by 
automobiles and automobile traffic 20 to 30 years from now. 
In this paper , based on the SSVS reports of FY 1990 and 
1991, the status of automobile traffic in Japan was explained 
and the research and development history of the vehicle con­
trol systems was described . Drawing on previous work in Japan , 
we have proposed the SSVS. The SSVS is one way of realizing 
the new concept of info-mobility. Some A VCS-related sys­
tems proposed for the SSVS have been introduced . When 
developing the SSVS , driver acceptance and social acceptance 
of the sy;,tt:ms should be considered. 
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Intelligent Vehicle-Highway System 
Safety: A Demonstration Specification 
and Hazard Analysis 

A. HITCHCOCK 

A complete specification and fault-tree analysis on one concept 
for an automated freeway system are described. The example 
chosen includes a single automated lane on a freeway that also 
admits manually driven vehicles. Proper execution of all maneu­
vers is independently verified by infrastructure instruments. There 
is maximal intelligence within the infrastructure. It is planned to 
do this again with different starting assumptions. This is only the 
first example in a set of two or three. Hazards have been specified. 
A safety criterion has been chosen by way of example. A design 
has been specified. A fault-tree analysis is also described. This 
analysis attempts to verify that the design does satisfy all criteria. 
The example demonstrates that full specification is possible and 
that design errors (there were four) can be detected by fault-tree 
analysis. After further development, the technique of full spec­
ification and fault-tree analysis can become a basis for safety 
standards that will apply to both design methods and verification 
of conformity to safety criteria. The initial assumptions were few 
and broad. Along with the need to avoid violation of the hazard 
criteria, they determine a very small set of possible system design 
structures. There is more than one safe way to design an auto­
mated road, but there is not an abundance of options. 

Hitchcock has indicated (1) that the safety of an automated 
freeway can be examined, at the conceptual stage, thus 

1. The first stage is to identify the safety-critical subsystem 
(S-CS). This should be of modular design so that each module 
can communicate with others only by defined protocols. In 
particular, each module in the S-CS has a fully specified in­
terface with modules not in the S-CS. Thus, malfunction of 
a non-safety-critical module cannot cause danger. The work 
of Varaiya and Shladover on system architecture is relevant 
here (2). 

2. Next, the S-CS must be specified completely. This means 
that what happens next in any condition of the system what­
soever may be determined. 

3. Hazards must be specified. Here, a catastrophe is a col­
lision that may cause death or injury, that is, a high-delta­
V collision, and hazard is a condition in which a failure can 
result in a catastrophe. 

4. A safety criterion is now selected. Fault-tree and other 
forms of analysis should be used to verify that it is satis­
fied (3). 

PATH, Institute of Transportation Studies, University of California­
Berkeley, Richmond Field Station, 1301 South 46th Street, Rich­
mond, Calif. 94804. 

A demonstration specification and~ fault-tree analysis have 
been completed and reported ( 4,5). The safety criterion was 
that, for a hazard to occur, two independent faults must occur. 
Because a hazard is the precursor of a high-delta-V crash, 
three independent faults are necessary before anyone can be 
hurt as a result of automation. The specification and analysis 
are too complex to be reproduced here in detail. They dem­
onstrate that the process just described is sufficient to ensure 
safe design at the conceptual stage. 

Ultimately, the logical patterns described must be quanti­
fied. Safety criteria can then be stated in terms of catastrophe 
rates. The reliability of the critical components must be known 
in order to estimate casualty rates. Alternatively, the criti­
cal components can be identified and the required reliability 
specified. 

If there is agreement about the safety criterion and the 
hazards, the method of complete specification and fault-tree 
analysis becomes a basis for procedural standards for safe 
design and evaluation. 

SPECIFICATION OF HAZARDS 

The hazards used in the fault-tree analysis, which form a basis 
for design, are specified elsewhere (1). They assume there is 
platooning, which is a basis of this design. The four hazards 
are then the possible precursors of a high-delta-V collision 
involving a platoon or vehicle under automatic control. These 
hazards are 

1. A platoon (or single controlled vehicle) is separated from 
one ahead of it, or from a massive stationary object in its 
path, by less than platoon spacing (to be defined). 

2. A vehicle not under system control is an unmeasured 
and unknown distance in front of a platoon or single con­
trolled vehicle. 

3. A vehicle is released to manual control before the driver 
has given a positive indication of readiness. 

4. A vehicle is released to manual control at less than man­
ual spacing from the vehicle ahead of it, or at such a relative 
speed that a spacing less than manual spacing will be realized 
within, say, 2 sec. 

Here, platoon spacing is defined as the safe spacing between 
platoons according to the criterion of Shladover (6). A pre­
ceding vehicle is halted violently (say, with a deceleration of 
1.0 g), and the follower must brake to rest without collision. 
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Manual spacing is that spacing at which drivers feel comfort­
able and use in normal driving. In the system proposed, these 
quantities, which depend on the condition of the road , are 
set by the system controllers. 

During the fault-tree analysis, it became apparent that haz­
ard specifications erred. The last one (Item 4 in the list) omit­
ted to say that a vehicle should not be released to manual 
control while the brakes are being applied. Otherwise the 
driver may not be able to regain control. 

No formulation of the hazards can exclude all possibilities 
of high-delta-V collisions. There are parts of the road (tran­
sition lanes, or TLs) where vehicles are taken from manual 
to automatic control or released from automatic to manual 
control. Both manual and automatic vehicles are present here. 
Thus, automatically controlled vehicles cannot be protected 
from all errors by manual drivers. Sideswiping or cutting in 
on an automated vehicle are particular examples . Hitchcock 
has shown that in any design , a fence must protect vehicles 
on the automated lane from such accidents (1) . There is an 
exception when accident debris is projected through a gate 
just in front of a platoon. Vehicles on the transition lane are, 
however, open to such accidents, just as they would have 
been without automation. The collisions that may result, if a 
vehicle in a platoon fails, take place at low delta-Vs (6). Such 
collisions do not have to be guarded against in the same way 
as do collisions between vehicles in different platoons. This 
is the basis on which platooned designs are accepted (6) . 

If a platoon is fully formed and there is a vehicle failure 
within it, the ensuing collisions are slight. The entire platoon 
may then come to rest if a vehicle cannot continue. Provided 
the wreckage does stop without hitting something else, no 
occupants \\'.ill suffer large, injury-provoking decelerations. 
The fences referred to earlier also have this effect. However , 
if vehicles are joining or leaving the platoon, the collisions 
can be more serious . Just how serious has not been made 
clear. We do not know the freq uency of the vehicle faults that 
cause such accidents. In the current design, some automatic 
inspection of vehicles entering the system is envisaged. Whether 
dangerous faults will then be detected is not known. 

Within-platoon collisions are not examined here. If there 
is only a single automated lane, system design can do little to 
reduce the numbers of such collisions. The time that elapses 
while vehicles join or leave a platoon can be minimized . If 
there are multiple lanes, the more serious incidents that occur 
when a vehicle is joining or leaving a platoon can be reduced . 
The wish to do so must be overriding. The system is arranged 
so that a platoon (or a single vehicle) joins another platoon 
only at the rear , by cutting into position from another lane. 
Platoons divide in the same way. It will often happen that a 
vehicle in the center of a platoon wants to leave the automated 
lanes (ALs). The platoon then must reform. The back of the 
platoon must make two lane changes in quick succession­
which is likely to be uncomfortable. The cure seems worse 
than the disease . 

SYSTEM CONCEPT 

The system considered here has a single AL on which vehicles 
run in platoons on a freeway that is also used by manually 
controlled vehicles. Such systems are discussed by Hitchcock 
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(1), who shows that, if the hazards are to be respected, the 
physical configuration is necessarily that which is presented 
in Figure 1. 

The AL is separated from the unconcerned lanes (ULs) by 
a fence through which vehicles may pass only at brief on-gates 
and off-gates. The gates are grouped into one logical on-ramp 
(LONR) and one logical off-ramp (LOFR) per block (of 1 
mi or so in length) . The last gate in the block is an on-gate. 
To the right of the AL, there is a TL in some places. It 
stretches from some distance upstream of the LOFR and LONR 
to a short distance downstream of the LONR. It may be 
discontinuous, as it is in the case considered here . 

The TL is instrumented with vehicle position detectors 
(VPDs) . There are also VPDs on the AL in the neighborhood 
of the LONR and LOFR. Vehicles are taken under the control 
of the system on the TL and are under control as they are 
passed through the gates. Vehicles enter the AL only at the 
rear of a platoon. Along the length of both TL and AL runs 
a lateral guidance reference . This reference defines the proper 
course to vehicles' later controls. Close to the gates there are 
turning points marked on the TL. Turning points act as ref­
erence points in lane changing. Each vehicle bears a lateral 
and a longitudinal control system that keeps it on track and 
property spaced within a platoon. These systems contain sen­
sors that can detect a vehicle ahead within a defined minimum 
range called sensor range. The speed at which platoon spacing 
equals sensor range is called sensor range speed. 

All these conditions have been shown to be necessary for 
safety (J). In this design , the TL also contains identifiers and 
chicanes. At identifiers , vehicles that wish to enter the system 
identify themselves . At chicanes, their claim to have an op­
erative control system is verified . Appropriate control signals 
are sent. It is checked that the vehicle accelerates, decelerates, 
or steers to the left or the right. The chicanes are, of course, 
much less severe than those on racing circuits-the occupants 
may not notice the test. 

Varaiya and Shladover have described a possible control 
architecture of an automated freeway-it is shown, with the 
addition of a top layer (law), in Figure 2 (2). In this case, the 
link layer is concerned to organize the formation of platoons 

Fence Vehicle Test Point Lo~ical 
On- amp 
(LONR) 

8 ft f2.Db 
12 ft • 

• • • 
12 ft • Transition Lane • (need not be continuous) 

per • • • lane • • • • • • 
(several hundreds of meters) 

oVehicle under automatic control v Vehicle Test Point 

•Vehicle under manual control ll'llArea with Position Detectors 

FIGURE I Layout of AL and TL. 
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FIGURE 2 IVHS control architecture (2). 

and selection of gates for entry and exit. It also organizes the 
movement of platoons on AL and TL so that there are ap­
propriate gaps when lane change is desired. The link layer 
thus determines system capacity. The link layer is not part of 
the S-CS, and the maneuvers it recommends are not started 
until the platoon level has verified that they can be executed 
safely. The verification uses information from the VPDs. Con­
trol and interpretation of VPD signals are carried out at the 
regulatory level. The platoon and regulatory and physical 
layers compose the S-CS and are localized within each block . 

When some fault occurs, the system in one block is put into 
a degraded mode. The fault may arise because the presence 
of a faulty vehicle in the system is detected. Alternatively , 
the roadside system detects an internal error. The law requires 
that vehicles with faulty (or no) controls do not enter the 
system. Entrance tests try to enforce this. However, faults 
may develop after entry. Deceit ("hacking") is also possible. 
In the simplest degraded modes, speeds on the AL are re­
duced to sensor-range speed . In one of these modes, vehicles 
may be required to exit the AL at the off-gates. In another, 
vehicles may continue on the AL the next block, where there 
may be no restrictions. If operation in these modes is not safe, 
further degradation is necessary. All vehicles will be brought 
to rest . In these conditions human intervention is necessary. 
The system controllers should be able to direct unusual op­
erations. These include automated backing up on the AL so 
as to clear the way for removal of casualties or debris . Re­
version to normal is also under human supervision. 

INITIAL DESIGN CONSIDERATIONS 

No previous descriptions of an automated freeway system 
have covered such events as joining and leaving the automated 
lanes, nor do any cater for fault conditions. The purpose here 
is to design a system on which a method of safety analysis is 
to be tested. The hazards are therefore defined first. In ad-
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dition, the designer has three concepts that shape much of 
the design . These are 

• The system should verify that each event demanded has 
in fact occurred. If it has not, suitable action should be de­
fined. This ensures the completeness of the specification. 

• There will be a strong temptation for some people to 
attempt to beat the system. Such people might send signals 
that falsely allege that a vehicle has automatic controls . They 
might suppress data indicating a fault. This can bring eco­
nomic benefit to-and gratify the ego of-the driver. If this 
is done , however, it is possible that things will go wrong. This 
can be a source of catastrophe. 

• Misinterpretation or nonreceipt of transmitted messages 
is a potential source of hazard. Noise can cause this , so it 
must be kept to a minimum. A strict discipline of sequenced 
transmissions is desirable . Each should identify the vehicle 
referred to, that is, which one is transmitting or being addressed. 

The second of these considerations suggests that the output 
of vehicle-borne intelligence is untrustworthy . The intelli­
gence should be emphasized in the infrastructure. This has 
therefore been decided on for the present design . Thus, much 
of the transmission between units will involve the infrastruc­
ture, and there will probably be economic advantage in elim­
inating any vehicle-vehicle communication. The third consid­
eration supports this decision. 

These decisions are basic to this design. They reflect un­
proven assumptions. It is certainly possible to construct sys­
tem designs based on vehicle-borne intelligence-the author 
has done so. ·It may be possible to avoid the deleterious effects 
on hacking and noise by other means, or perhaps hacking and 
noise are less significant than assumed. Nevertheless, in this 
case, infrastructure-mounted intelligence is emphasized . 

It is possible to arrange that a message to or from a vehicle 
is possible only if the vehicle is at one particular spot. This is 
necessary at the identifiers, for there is no other way in which 
the system can identify the vehicle seeking entry. It may also 
be desirable at chicanes. In general, however, the message 
identifies the vehicle being referred to. To ensure receipt it 
should be heard over the whole length of the block . Trans­
mission and reception are therefore accomplished by way of 
a line of devices operating in parallel. 

Functions of Architectural Levels 

The regulatory layer must maintain each vehicle on track and 
in motion. By control of VPD signals, it provides performance 
data that enable an independent check on vehicle behavior. 
The platoon layer must initiate maneuvers, such as platoon 
formation or lane change, advised by the link layer. It does 
this only after verifying, in the light of data from the regulatory 
layer, that it is safe to do so . The platoon layer also analyzes 
the performance and position data provided by the regulatory 
level. It checks for a hazardous condition. If there is an in­
cipient hazard , the platoon layer will revise maximum speeds. 
The platoon layer also passes data to the link level describing 
the position and speed of platoons and solo vehicles. 

The link layer is outside the S-CS. It advises in maneuvers, 
including platoon and vehicle speed changes, that will 
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•Enable vehicles to leave at their selected exit, 
•Form platoons as appropriate, 
• Organize the pattern of traffic near gates in order to make 

gaps , and 
• Enable changes from TL to AL and the reverse. 

The link level thus has an optimizing function . Link max­
imizes the achieved capacity of the system so as to meet de­
mand. However, it only advises on actions. The platoon levels 
mediate these for safety-that is, the local controllers at the 
platoon level check that each maneuver requested by the 
district controllers at the link level violates no hazards. Only 
then does the platoon level initiate the maneuver. This is 
achieved in part by sending a maximum speed to the vehicle­
borne regulatory level. The regulatory level determines the 
speed of the vehicle it controls as follows: 

1. The platoon level's maximum speed will not be ex­
ceeded, whatever the other rules say. 

2. The speed of a vehicle in platoon is determined by the 
control algorithm, sensor readings, and other data. 

3. The speed of a platoon leader or solo vehicle is the target 
speed, set by the link layer . 

Alternative Designs 

A very considerable superstructure has been built on initial 
considerations that are not without merit, but should not be 
overriding. The resulting design is not unsound, but the con­
centration on infrastructure intelligence and communication 
is extreme. Other designs are possible and would be arrived 
at if there were different initial considerations (for instance , 
that vehicle owners should pay directly for their benefits) . It 
is therefore planned to make a parallel demonstration of the 
specification and fault-tree analysis technique, starting from 
the partial design of Hsu et al. (7) . This is based on the idea 
that the greatest possible amount of intelligence should be 
vehicle-borne. 

Development of Design 

Returning to the initial design, the considerations rehearsed 
so far lead to the concept of the iterator as the roadside 
component of the regulatory layer. An iterator is a control 
and communication computer controlling a number of similar 
elements. An iterator communicates with each in element in 
rotation. Iterators on ALs and TLs address each solo vehicle 
or platoon member , thus stimulating a reply, in strict rotation , 
so as to avoid message overlay. The vehicle receives infor­
mation about its maximum speed along with other data as are 
for within-platoon control (speed of platoon leader). The ve­
hicle responds with an account of its speed, distance to the 
vehicle ahead (if it is detectable), and lateral displacement. 
The fact of reply ensures that the communication equipment 
is in order. This information is passed to roadside state vectors 
(RSVs) , one per vehicle in a block. RSVs are data records 
held in asynchronous data stores. These stores are accessible 
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by the platoon level. Messages are sent to platoon level, if 
appropriate. Thus, the continuous independent check on ve­
hicle control system behavior can be made. 

The other part of the roadside regulatory system is the 
monitoring via the VPDs of all vehicles on the TL and on the 
instrumented part of the AL. Each VPD is monitored in 
sequence. Vehicles (including unconcerned vehicles) are tracked 
using the traces they leave on the line of VPDs. Vehicle 
position and measured speed are communicated to the RSV. 
Again, messages are sent to platoon level if there is an unusual 
feature , such as too little space ahead of a platoon . Thus , the 
rest of the information needed in order to monitor vehicle 
control systems is gathered. In addition, there is a special 
RSV for each gate. If it is set, passage through the gate is 
barred because a vehicle is present on the other side . These 
RSVs, too, are controlled as part of the logical process de­
scribed earlier. 

The design can now be built up, module by module. Initially 
the required normal behavior of vehicles , drivers, and system 
is defined. This behavior is largely determined by the fact 
that each vehicle must reach its destination. As each maneuver 
is proposed, the system must have a means of checking that 
it has been carried out. The design must contain an alternative 
safe procedure if the maneuver is not executed. 

An example may make this clear. Figures 3 and 4 show 
part of the flow diagram starting with a solo vehicle that must 
resume manual control and complete its journey. To avoid 
hazard, the driver must indicate readiness to resume control. 
A message is sent. If the driver replies, control is passed, and 
the iterator ceases to communicate with the vehicle . All is 
well. But, according to the design method, the question is 
asked, "What if the driver does not reply? " 

The TL is not continuous-the vehicle cannot remain in 
motion on it indefinitely . What should happen is not certain. 
A choice must be made by the designer. The present system 
tries to reinsert the vehicle into the AL. The decision point 
is the last on-gate. Here, there may be a gap for entry at the 
rear of the platoon the vehicle has just left. The VPD signal 
is checked to ensure safety before instructing the vehicle to 

FIGURE 3 Normal exit. 
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FIGURE 4 Driver does not take over. 

enter. The VPDs are then checked again. (The case for which 
the vehicle enters is not followed further.) Entry may be 
unsafe because of vehicles on the AL. The gate may be closed 
because of operation in a degraded mode. The check may 
reveal that the vehicle did not enter when invited. Further 
checks are therefore needed to ensure that the vehicle comes 
to rest (or resumes manual control) before it reaches the end 
of the TL. 

By proceeding in this manner throughout operation , the 
design has been completely specified. In this case, there was 
a choice to be made (what should be done with a vehicle 
whose driver fails to resume control?). A different system 
design would have resulted if some other choice had been 
made. This happens at a few other places in this system design. 

DESIGN CHOICES 

Each time a choice arises, an alternative choice will lead to 
an alternative design. The number of such choices is small, 
because in most cases it is quite clear what should be done 
if a maneuver is wrongly executed. Within the assumptions 
here, the only major choices are the preceding one and the 
following: 

• Where should platoons be formed or dissipated? Pla­
tooning on the TL assists capacity, since more vehicles can 
pass a gate at once. However, on the TL the platoons are 
exposed to casualty-causing accidents involving unconcerned 
vehicles. These accidents would have happened anyway. The 
consequences are more serious because a platoon is involved. 
Large exit platoons may have difficulty in dissipating before 
the end of the TL is reached. Changing lanes in a platoon 
may place difficult demands on the vehicle-borne control sys­
tems and reduce reliability . 

• In the design chosen, complexity is introduced by count­
ing vehicles on the AL as they move from block to block. 
This may not be necessary : an intruder should be detected 
by the gate VPDs, and a lost vehicle should make its presence 
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known long before it is missed at the end of a block. The 
redundancy introduced by counting may not, therefore, add 
to overall system safety. 

• There are many possible ways of identifying the vehicle 
referred to in a message. In the design selected, the designer 
found it convenient to regard vehicles as passing through a 
series of modes as they passed tests at the chicane, joined 
platoons, entered the AL, and so on. This gave rise to 
a complex shifting ID system to which there are many 
alternatives. 

• Further choices arise if some functions of the VPDs, such 
as checking on safe spacing from the platoon ahead, are trans­
ferred to the vehicle. This requires that a sensor can be con­
structed that has the ability to detect a vehicle in the same 
lane, distinguishing it from vehicles in other lanes. 

FAULT-TREE ANALYSIS 

In a fault-tree analysis, each hazard (a predecessor of catas­
trophe) is considered in turn. One asks, "How could this 
arise?" The answer will take on a form such as "If A happens, 
or B happens, or C happens, ... "One then asks "How could 
A arise?" "If AA happens or AB happens, .. . "The process 
of identifying precursors continues. Mathematically, "A hap­
pens," "B happens," . . . are logical propositions, and "and," 
"or," and "not" are Boolean operators . Sooner or later one 
arrives at the point at which the proposition is one of the 
following: 

• This can happen as a result of a single fault in a vehicle 
or other system component. In this case design error has been 
found. 

• This implies that two simultaneous faults have occurred. 
• There has been a computer or a communication error 

(the computers and communication equipment are assumed 
to be so redundant that this implies two simultaneous faults). 

• The proposition is not possible (e.g., it involves reversal 
of gravity). 

• The proposition implies that there has been an inade­
quacy in maintenance. 

In each of the last four cases there is no breach of the safety 
criterion on this branch of the tree. 

A fault tree clearly involves subjective elements. It is always 
possible that the investigator will fail to realize one of the 
ways in which a situation could arise. This becomes more 
likely when, as in this case, the investigator is the designer. 

Nevertheless, in both specification and analysis, the process 
has been carried out with formal rigor. Besides its inclusion 
in some 20 pages of flowchart drawings, each module in the 
design (there are about 120) has been specified in a standard 
form. This form shares many features with the forms used for 
module specifications in formal-method computer languages 
such as Z or OBJ-3. The specification language used here, 
however, is not based on formal axioms. The complete formal 
specification is stated and discussed elsewhere ( 4) . In the 
fault-tree analysis, similar rigor has been used-there are 
some 50 elements in the tree, and the arguments in each have 
been recorded precisely (5). Both reports are long and com­
plicated, and no attempt is made to summarize them here. 
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RESULTS OF FAULT-TREE ANALYSIS 

Four design faults were found : 

1. On the uninstrumented part of the AL between gates, 
a following platoon may gain slightly on its predecessor. No 
mechanism is provided to correct this. In any one block the 
effect is trivial , but it could accumulate and cause a hazard. 

2. Care is taken to check that a vehicle joining the AL does 
so only at the rear of a platoon or into a large gap . However, 
no check is made on the vehicle's speed when it enters the 
AL. If this is grossly mismatched with the platoon speeds, a 
hazard can arise . 

3. If a vehicle develops a fault, it is detected and the driver 
is invited to resume manual control as soon as this can be 
made possible. No special precautions, however, are taken 
before it does so in order to keep other vehicles away from 
the danger a faulty vehicle presents. This can lead to hazards. 

4. When a vehicle is released from a platoon or admitted 
to the TL on its way out of the system, its release is controlled 
so that its separation from the vehicle in front is safe . Controls 
also ensure that it is not moving much faster than its prede­
cessor. Thereafter its distance from preceding vehicles is con­
trolled to a safe spacing (though an unconcerned vehicle can 
always cut in). However, at the moment of release no check 
is made on its speed relative to its predecessor. This too can 
lead to hazards. 

DISCUSSION OF RESULTS 

The design described in this paper suffers from errors. They 
can readily be remedied should there be a serious intent to 
develop it. This is not very important, since there is no intent 
to develop this particular system. More important, at the 
system level considered here, it does appear to be possible to 
produce a design that avoids the hazards . This conclusion 
stands on the basis that controls and sensors can be instan­
tiated that conform to what is specified. 

The method of analysis chosen here is detailed, complete 
specification followed by fault-tree analysis. The example sug­
gests that this approach is sufficient to ensure and verify con­
formity to safety criteria. The subsequent stage of a quantified 
hazard and risk analysis is, plausibly, also sufficient to ensure 
conformity to safety criteria of the whole system. There is 
more work to be done before these claims can be pronounced 
valid. That stage may be reached, however. These techniques 
could then become the basis for standards for design and 
evaluation procedures against stated safety criteria. 

If regarded as an exemplar for standards, however, there 
are some serious flaws in the present demonstration. First, 
the designer and the analyst are the same individual. Proper 
management of system safety, as described in many guides in 
nonhighway fields (8), requires parallel and independent de­
velopment of design and safety analysis. 

Next, the design method should lead to a complete speci­
fication. No check has been made of this. In the work of Hsu 
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et al., formal methods are used to demonstrate completeness 
for a part of the system (7). Whether these methods can be 
extended to the whole system, or even to the S-CS , is still to 
be investigated. But some independent validation of the com­
pleteness of the design concept is necessary before the present 
work can be regarded as exemplary. 

It would be most satisfactory if verification and validation 
could be done by formal methods, so that completeness would 
be proven mathematically. If the fault tree also could be proved 
to be complete, it would be even better. However, this does 
not yet seem practical. 

The choice of hazards constrains the number of possible 
system designs of an automated freeway. The constraint seems 
to be severe and the number, to be small. This parallels the 
earlier result (1), which was restricted to the physical layout. 
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Abridgment 

California INRAD Project: 
Demonstration of Low-Power Inductive 
Loop Radio Technology for Use in 
Traffic Operations 

STEPHEN L. M. HOCKADAY, ALYPIOS E. CHATZIIOANOU, SAMUEL S. TAFF, 

AND WALT A. WINTER 

Interest is growing at both the national and international level in 
using ne~ technologies to alleviate congestion. The INRAD proj­
ect.examines one set of small-scale technologies working toward 
an incremental solution to improving the operation of the existing 
;oad network. The system uses loop detectors, originally installed 
m roadway pavement to perform standard vehicle detection, as 
ant~nnas to exchan~e information between specially equipped 
vehicles. an~ a traffic operations center (TOC). Two-way com­
mumcat10n 1s performed using short message exchanges that can 
be updated from the TOC and the vehicle in real time. 

In light of an anticipated increase in current highway conges­
tion levels, new technologies are being sought for use in trans­
portation to significantly improve the efficiency of existing 
and future highway facilities. The INRAD (Inductive Loop 
Radio) project at California Polytechnic State University (Cal 
Poly), San Luis Obispo, investigates the feasibility of incor­
porating existing sensor, computer, and communication tech­
nologies with the present highway system to provide two-way 
communication between the roadway and vehicles. INRAD 
has been developed in a manner that requires minor infra­
structure changes and creates little disruption to the system. 

Two-way vehicle-to-roadway communication is necessary 
in all intelligent vehicle-highway system IVHS concepts, in­
cluding advanced traveler information systems (ATISs), ad­
vanced traffic management systems (ATMSs), and automatic 
vehicle control systems (AVCSs). Alternative technologies 
are being researched to provide this two-way communication. 
Network design standards must be developed before individ­
ual roadway-to-vehicle communication technologies can be 
effectively evaluated. Design standards will include speci­
fications on the speed and volume of data transmission, 
one- or two-way communication requirements, and desired 
functions of the communication system. An effective way to 
develop such standards is through demonstration projects that 
reveal some of the networking and logistics intricacies and 
the potential of the technology being proposed. 

S. L. M. Hockaday, A. E. Chatziioanou, S. S. Taff, Civil and En­
vironmental Engineering Department, California Polytechnic State 
University, San Luis Obispo, Calif. 93407 . W. A. Winter, Division 
of New Technology Materials and Research, California Department 
of Transportation, 5900 Folsom Boulevard, Sacramento, Calif. 95819. 

In the INRAD project, messages are transferred when an 
equipped car passes over an inductive loop. The nature of 
the transmission technology, low-frequency radio waves over 
short inductive loops (used as antennas), will allow limited 
information exchange. The system design is not complicated 
by massive data transfers to and from the traffic operations 
center (TOC), and little additional load is placed on the net­
work already operating for traffic detection purposes. The 
negative aspect, however, is that limited space on the channel 
of communication between the vehicles and the roadway con­
strains the kind of information exchanges that can occur. 

Driver information and navigation systems have been de­
veloped in recent years and are becoming commercially avail­
able. However, the INRAD project is one of the few systems 
attempting to provide real-time, two-way communication be­
tween vehicles and a centralized control center. The Road/ 
Automobile Communication System (RACS) (1), which is 
being developed in Japan, uses microwave technology to give 
drivers location and real-time traffic information. This is done 
through an infrastructure of roadside beacons, on-board de­
vices, and a central facility. Advantages of this system include 
high broadcast speed, reasonable cost, and possible two-way 
communication. 

ALI-SCOUT, a European project, uses infrared transmit­
ters and receivers to link on-board displays with roadside 
beacons that are linked to a central control facility. This sys­
tem was designed to be capable of two-way communication; 
however, it is not apparent that drivers can select and send 
information of their choice to the control center. Infrared 
communication provides very high transmission rates (be­
tween 0.5 and 1 M/sec). This system also requires optical 
connectivity for transmitters mounted on traffic lights and 
overpasses to send route guidance information to properly 
equipped vehicles (2 ,3). 

DEMONSTRATION AND RESULTS 

In March 1992, the first inductive radio demonstration was 
held in Los Angeles, California. The demonstration was de­
signed to evaluate the effectiveness of two-way short-range 
radio communications between vehicles and the roadway. 
Participants of the demonstration were able to view the op-
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eration of the TOC as it communicated with vehicles traveling 
on the freeway. They were also allowed to road test an INRAD­
equipped vehicle to experience the process of receiving and 
sending messages via the in-vehicle display. Information ex­
changes were recorded on disk in order to evaluate the fea­
sibility of the applications suggested in the last part of the 
paper. 

The two problem areas that surfaced as needing more de­
velopment efforts are information management and TOC de­
sign. More sophisticated integration of the different compo­
nents is needed, and the central control computer interface 
needs to be made more flexible. Overall, the project suc­
cessfully demonstrated the potential of inductive radio tech­
nology in supplying two-way vehicle-to-road communication. 
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SYSTEM COMPONENTS 

The INRAD project included designing and developing elec­
tronic hardware and software to support radio communica­
tions and highway operations. INRAD software and hardware 
are divided into four components (Figure 1) that work to­
gether communicating through radio transmissions or tele­
phone lines. 

In-Vehicle Components 

The hardware in test vehicles includes an on-board computer, 
a liquid crystal display (LCD), and an antenna. The function 
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FIGURE 1 Components of INRAD. 
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of the computer is to post, on the display, messages received 
from the TOC and to enter messages sent to the TOC. The 
computer is connected to a radio transceiver that is attached 
to the rear bumper of the vehicle. The limited-range radio 
transceiver is able to communicate simple messages to and 
from an inductive loop as the vehicle crosses the loop. The 
messages are sent in the form of 6-byte digital code at a 
frequency of 375 kHz. Serial data are transferred at rates up 
to 9,600 baud (bit/sec). The system will allow one code to be 
transmitted in each direction at each loop crossing. 

In-Cabinet Components 

The roadside cabinets are equipped with a computer using an 
industry-standard STD bus. This computer controls the trans­
mission of radio messages between vehicles and the com­
munications processor (CP). The STD system uses a 2,400-
baud phone line to communicate with the CP located at a 
central location. 

Communications Processor 

The CP is a VME bus computer that runs the OS-9 operating 
system. This computer manages all communication between 
the controllers and the central computers and distributes all 
the messages to their correct station. The CP also records all 
communication between the central control computers and 
the STD computers on disk or tape. 

Central Control Computers 

The central control (CC) computers allow the TOC operator 
to communicate with INRAD-equipped vehicles and monitor 
traffic data. Two different versions of CC computers have 
been developed. The first is the basic control computer (BCC) 
and is a PC system running the MS-DOS operating system. 
This version provides an inexpensive and simple screen-based 
user interface. The BCC had four display screens, which show 
all incoming and outgoing messages and the current average 
speed and occupancy of each section of highway. Another 
function of the BCC is to automatically analyze traffic data 
in order to issue speed and congestion warnings. 

The second version of CC computers is the graphic control 
computer (GCC). This is a Sun workstation running the Unix 
operating system under the X Windows environment, which 
provides a sophisticated, user-friendly graphical interface op­
erated with the keyboard and mouse device. The GCC dis­
plays INRAD loop and vehicle icons on a pictorial map of 
the freeway. All the information in the BCC can also be 
accessed by the GCC. The two CC computers can commu­
nicate with the CP via direct cables or, for longer distances, 
2,400-baud telephone lines. 

INRAD APPLICATIONS 

The INRAD system has been designed to maximize the hard­
ware and software capability and flexibility to send and receive 
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pertinent real-time information to and from INRAD-equipped 
vehicles and the TOC or other central control facility. The 
user groups benefitted by the system would include com­
muters, highway maintenance crews, emergency services, transit 
and taxi services, commercial freight services, and private 
delivery firms. Possible uses are described in the following 
section. 

Commercial Fleets 

Commercial fleet use is an example of INRAD's automatic 
vehicle identification and location (A VI/A VL) capabilities. 
INRAD-equipped buses would automatically send identifi­
cation and location information to central control each time 
they pass over an inductive loop. This allows central control 
to track the bus graphically, providing accurate, real-time 
monitoring of the bus fleet. A printout would also be pro­
duced at the central control site showing vehicle identification, 
location, date, time of day, and messages being transmitted 
or received. Included in the automatically generated infor­
mation from the vehicle is space devoted to a message selected 
by the driver from menu items on the in-vehicle display. The 
driver could inform central control of remaining capacity, 
request emergency services, or receive new instructions from 
cental control. 

The tracking and two-way communication provided by 
INRAD allow fleet controllers to make more demand re­
sponsive decisions. This type of technology can be tailored to 
benefit many various delivery services, local transit, and car 
rental companies. 

Advisory System 

Advisory system use would apply INRAD as a simple means 
of alerting drivers to various driving conditions ahead. Using 
INRAD as an advisory system provides real-time and very 
specific information on the immediate section of freeway being 
traveled. Advisory systems have proven to be effective in 
reducing accidents and congestion. The following alerts 
were successfully transmitted in the March 1992 INRAD 
demonstration. 

HAR Alert 

The most general alert is the highway advisory radio (HAR) 
alert. Drivers of INRAD-equipped vehicles could be alerted 
to the HAR alert by an audible "beep" when they pass over 
an inductive loop. The driver would then receive an alpha­
numeric message on the in-vehicle display; the message would 
advise the driver to tune the radio to a specific radio frequency 
on which is broadcast more detailed information about the 
section of freeway on which the driver is traveling or entering. 
The information may include details about freeway construc­
tion, fires, accidents, or other extraordinary conditions. The 
on-board interface uses the top two lines of the 20-character 
by four-line display panel. The lines read 
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DETAILED INFO ON HAR 
TUNE TO XX YYYYY 

where XX is either AM or FM and YYYYY is the frequency. 

Speed-Decrease-Ahead Warning 

Another advisory alert is the speed-decrease-ahead warning, 
which alerts drivers to a significant speed decrease in the next 
freeway section. The average speed at each set of loops is 
automatically determined and forwarded to the upstream loops 
by the BCC. The upstream loops then transmit this infor­
mation to INRAD-equipped vehicles as they pass. A com­
puter hookup to the speedometer in the vehicle records the 
vehicle's current speed and compares it to the speed of the 
next section. If the current speed is substantially higher than 
the average speed at the next set of loops, the driver is warned 
by a beep and a message. This gives the driver additional time 
to slow down and is particularly useful when adverse weather 
conditions impair vision. 

The in-vehicle user interface uses the top two lines of the 
LCD panel. The message relays the following information: 

> > > > > ALERT! < < < < < 
XX MPH TRAFFIC AHEAD 

where XX is the speed in the next section. This warning will 
be overridden only by a congestion-ahead warning. 

Congestion-Ahead Warning 

This message alerts drivers to delays on their freeway or an 
adjoining freeway up to 26 mi ahead of their present location. 
Information from standard loop detectors and current vehicle 
speeds received by INRAD-equipped vehicles can be ana­
lyzed to determine if significant delays are occurring. If so, 
the driver is alerted and shown the number of miles until 
congestion is encountered and the expected delay in minutes 
on the display. This accurate, real-time information about 
current conditions on the roadway enables drivers to make 
informed decisions affecting their travel route. The top three 
lines of the in-vehicle display shows the congestion-ahead 
warning. This message appears as follows: 

AA-BB MINUTE DELAY 
CC-DD MILES AHEAD 
ON ADJOINING FREEWAY 

where AA-BB shows the range of probable delay and CC­
DD shows the range of distance before the congestion occurs. 

Freeway Maintenance 

The drivers of INRAD-equipped maintenance vehicles could 
send messages to central control concerning the road condi­
tion as they drive. Because the vehicle would be tracked by 
INRAD, the location where the notes apply would automat­
ically be recorded along with the notes. INRAD can be used 
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to calibrate and fine-tune other system status detection meth­
ods (speed calculation through occupancy, video image pro­
cessing systems, etc.). Eventually, if enough vehicles are 
equipped with INRAD, it could be an excellent detection 
method itself. 

Freeway Service Patrol 

The use of roving service patrols to provide motorist aid is a 
proven strategy for reducing congestion in urban areas. The 
effectiveness of these service patrols can be greatly improved 
with the help of INRAD technology. The system would track 
service patrol vehicle location and allow for quicker and more 
efficient dispatching of the most appropriate vehicle to the 
emergency site. Information on system performance can also 
be obtained by monitoring the vehicle speeds and travel times 
of these roving patrol vehicles. 

Dynamic Road Pricing 

INRAD can be used to allocate user fees properly according 
to time and mileage on the system. Each vehicle would have 
its own identification and could be tracked by INRAD, up­
dating a data base accordingly. INRAD could allow for dy­
namic congestion pricing to encourage drivers towards opti­
mum operating conditions. A message would be posted on 
the in-vehicle display notifying the driver of a toll increase 
far enough in advance to allow proper decision making. 
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Development of Prototype Knowledge­
Based Expert System for Managing 
Congestion on Massachusetts Turnpike 

ARTI GUPTA, VICTOR J. MASLANKA, AND GARY s. SPRING 

A prototype knowledge-based expert system has been developed 
to assist in the management of nonrecurrent congestion. The 
system encompasses incident detection, verification, and re­
sponse; it includes a real-time, dynamic network model for mo­
torist diversion. A case-study simulation on the Massachusetts 
Turnpike illustrates the potential benefits to be derived from the 
system. 

Urban traffic congestion is not a new problem. It antedates 
the motor vehicle and has been a continuing concern for much 
of this century. In recent years, several cities, including Phoe­
nix, Atlanta, Houston, San Francisco, and Washington, have 
identified traffic congestion as their most serious regional 
problem (1). In fact, it is a serious national problem and 
continues to worsen. The reason is not hard to see: the number 
of cars owned in the United States increased by two-thirds 
between 1970 and 1987, and total annual vehicle miles trav­
eled (VMT) increased from 1,120 billion to 1,910 billion dur­
ing the same period (2), yet inflation-adjusted expenditures 
in 1987 were only 6 percent above 1970 levels. Since freeways 
account for only 3 percent of road mileage in urban areas but 
carry more than 30 percent of the total VMT (3), they are of 
particular interest in addressing the congestion problem. 

Congestion may be classified as recurring or nonrecurring. 
Recurring congestion occurs when demand exceeds supply 
(usually during peak periods) on a regular basis. Common 
causes include lane drops, heavy volumes, poor geometrics, 
weaving sections, and so on. This type of congestion is often 
seen in cities during peak periods of travel when large num­
bers of work trips are being made. Nonrecurring congestion 
is characterized by unanticipated events such as accidents and 
disabled vehicles that cause a reduction in normal capacity. 
Given that these events, or incidents, are quasirandom in 
nature, they are difficult to predict and solutions to the prob­
lems they create are difficult to implement. 

FHWA sponsored a study in 1986 to quantify the magnitude 
of the urban freeway congestion problem on a national scale 
( 4). Estimates have been made for delay, excess fuel con­
sumed, and user costs on the basis of assumed values for user 
time and wasted fuel, for both recurring and nonrecurring 
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congestion. The results of the study show that there was a 30 
percent increase in delay from 1984 to 1985 and predict an 
estimated fivefold increase by the year 2005 if no improve­
ments are made, of which 70 percent will be due to nonre­
current congestion. The congestion problem, as well as driver 
safety, could be greatly improved if these incidents were more 
efficiently managed . 

It has long been acknowledged that we cannot "build" our 
way free from the congestion problem but must better manage 
existing facilities using transportation systems management 
(TSM) techniques. Freeway incident management has been 
used successfully for the past 30 years as a tool to reduce the 
impact of incidents in a number of urban areas throughout 
the United States. Programs of this kind have been in place 
in several states: California, Arizona, Washington, Illinois, 
Florida, Texas, and New York are examples. 

FREEWAY INCIDENT MANAGEMENT 

This paper explores the application of expert systems to free­
way incident management (FIM) and proposes a methodology 
for developing an expert system to assist in incident manage­
ment on the Massachusetts Turnpike. The generic incident 
management process has at its heart a traffic control center 
that monitors freeway operation for incidents. When an ac­
cident occurs, the controller responds appropriately-dis­
patching emergency vehicles and personnel, notifying appro­
priate agencies, alerting approaching motorists, and deciding 
whether to divert traffic and if so along which routes and for 
how long. From a traffic management viewpoint, freeway 
incidents should be removed as quickly and efficiently as pos­
sible. Additionally, freeway demand should be intercepted 
and diverted to other routes if the reduced roadway capacity 
during the incident is insufficient to satisfy demand and if 
practicable alternative routes exist. Success in achieving these 
goals results in increased freeway safety and decreased 
congestion and delay . 

Incident management is a continuous process. The system 
implemented must be always available to detect and respond 
to incidents. Major components of the FIM process are de­
tection, verification, response, and monitoring or feedback. 
Incident detection and verification require a freeway surveil­
lance system. This system may be as sophisticated as the au­
tomatic detection systems (such as loop detectors and closed­
circuit television) used in California (5) or as simple as police 
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or traveler call-ins. The latter method is the default surveil­
lance system on most roadways and consists of passing mo­
torists, or police patrols, notifying local police agencies. When 
an incident is thought to have been detected, verification is 
necessary to screen out false alarms. This is usually accom­
plished through police patrol or closed-circuit television. In­
cident response encompasses a wide range of activities and is 
the basic requisite for a successful incident management sys­
tem. Traditional response activities include the provision of 
medical services , fire agency response, hazardous material 
containment and cleanup, vehicle removal, and traffic control 
at the incident scene. Advanced response systems include 
motorist information systems, motorist diversion systems, and 
interconnections to other traffic control systems such as traffic 
signal systems along parallel routes and freeway ramp-metering 
systems. 

RA TIO NALE AND SIGNIFICANCE 

The large quantities of information flowing into the traffic 
control center, typically all at the same time, make responding 
quickly to freeway incidents extremely difficult. Decisions 
based on this copious, simultaneous information must be made 
quickly and accurately and must be disseminated just as quickly. 
This type of response requires traffic system managers who 
are well versed in handling emergencies and who are able to 
make decisions on the spot. Such managers have access to a 
tremendous amount of knowledge derived mainly from work 
experience in the area. Thus, the same problem faced in other 
application areas requiring special expertise must be faced 
here as well. Experts are rare and expensive, and it is often 
difficult to retain enough of them long enough to sustain 
effective operations. This means that valuable expertise is 
often available only sporadically and at significant cost to the 
user. It is for these reasons that expert systems offer such 
potential. Expert systems are computer programs designed to 
solve problems whose solutions require expertise. They at­
tempt to use the knowledge of human experts to solve prob­
lems (6). Perhaps the most compelling reasons for using expert 
systems for FIM is their ability to use all available knowledge, 
consistently and without error or misjudgment-important 
considerations for real-time applications. 

Within the context of incident management, the expert sys­
tem is envisioned as a real-time, on-line computer system that 
will support the traffic system manager. The traffic system 
manager is traditionally a police agency representative re­
sponsible for incident management on a particular portion of 
the roadway network. This person is responsible for basic 
direction and coordination of all agencies involved in incident 
response. Without an expert system, the manager performs 
incident management duties, relying on knowledge, memory, 
past experience, and written guidelines. The computerized 
expert system supports the traffic system manager in the fol­
lowing ways: 

1. The expert system can screen large volumes of data, 
alerting the manager only of data that appear to be abnormal. 
In this manner, the manager is protected from information 
overload and can devote his or her time to activities dealing 
with those data that suggest the existence of traffic system 
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abnormalities. If properly programmed to screen traffic data, 
the expert system can detect abnormal fluctuations far more 
reliably than can a busy and fatigued human being. 

2. The expert system provides consistency. The expert sys­
tem will not vary in its response, as might different humans 
serving as traffic system managers, or even the same human 
under different working conditions. Of primary importance 
in this regard , the expert system will not forget important data 
or procedures. 

3. The expert system provides an automated menu-driven 
procedure to guide the traffic system manager through the 
tasks of the job. Through interconnection with data bases and 
other computerized systems, the traffic system manager can 
work much more quickly and therefore effectively. 

4. The expert system can be used as a training tool through 
its off-line use by both inexperienced and experienced man­
agers through a wide range of hypothesized incidents . 

It is important to note that the expert system is not intended 
to replace the traffic system manager. Each conclusion reached 
by the expert system can be accepted or rejected by the man­
ager, as deemed appropriate. Additionally, the manager may 
review the logic that the expert system used to reach its con­
clusion. The nature of incidents that occur is so varied and 
unpredictable that the expert system may not be able to re­
spond properly to unforeseen events. 

As discussed previously, the response plan is the heart of 
incident management. Several automated FIM systems are 
currently under development. The FRED system places its 
main emphasis on the surveillance , verification, and decision 
support for on-site response strategies (5). Lakshminarayanan 
and Stephanedes focused almost exclusively on the on-site 
aspects of response (7). None of the current efforts, however, 
appears to have used network simulation techniques to assess 
the suitability of diversion plans. 

The incident management process may be broken into two 
parts . One part requires judgment regarding appropriate re­
sponse strategies based on incident severity level, such as 
dispatching emergency vehicles, notifying incident manage­
ment teams, and determining response level and appropriate 
diversion routes from a large set of preplanned routes for the 
facility. This type of decision making (which in this case is 
based on type of incident, time of day, location-information 
used to determine expected durations, volume/capacity ratio, 
and so on) is a classic expert systems situation (6). The second 
component consists of essentially assigning vehicles to a net­
work in real time and determining optimal paths from among 
the feasible routes recommended by the first part-clearly 
more amenable to a simulation program. Thus, two very dif­
ferent computer programming paradigms were used to reflect 
the special character of incident management problems: an 
expert system was built for the first , and a procedural data 
processing and network simulation program was built for the 
second. 

The expert system developed herein uses a combination of 
an "Exsys" shell and a FORTRAN module. The Exsys shell 
is a layer of software developed using a generalized expert 
system package called EXSYS. This package can be run on 
any IBM PC, XT, AT, or compatible computer with 320K 
RAM. The expert system selects an appropriate response 
strategy and records basic information about an incident. Con-



62 

trol is then passed to the FORTRAN module along with the 
basic information. This module contains the route-diversion 
algorithm. Each time the FORTRAN module identifies the 
optimum diversion strategy for a given incident condition, 
control is passsed back to Exsys, which displays the proposed 
strategy on screen for a dispatcher to review and implement 
if he or she agree with the recommended strategy. 

CASE STUDY 

The case study for this research is a section of the Massachu­
setts Turnpike. The turnpike is a 132-mi-long highway with 
24 interchanges. It caters to both commuter and through traffic. 
It is well maintained and patrolled. A useful feature of the 
MassPike is its special emergency access points; highway au­
thorities use them primarily for maintenance, snow removal, 
and other emergency purposes, and they are occasionally used 
for traffic diversion purposes also. The MassPike is a tolled 
facility. Thus, if traffic is diverted off the MassPike during an 
incident, there is a question of loss of revenue and the ability 
of toll plazas to handle extra traffic. Although we have iden­
tified these issues and recognize that they should eventually 
form an integral part of a route diversion strategy for a high­
way such as the MassPike, only toll lane capacities have been 
included in the present study. These issues need further re­
search in collaboration with the MassPike and other highway 
authorities. 

The section of the MassPike studied in detail is from Exit 
9 to Exit 12, with incidents simulated in sections between 
Exits 10 and 11 and Exits 11 and l lA eastbound. These sec­
tions were chosen on the recommendation of MassPike staff, 
because there have been several serious incidents in the past 
in this area. For a map of the study section, refer to Figure 
1. The study section passes through Sturbridge (Exit 9), Au­
burn (Exit 10), Millbury (Exit 11), Westborough-Hopkinton 
(Exit llA), and Framingham (Exit 12). It intersects with 
I-84 at Exit 9 and connects to Route 20; with I-290, I-395, 
and Routes 12 and 20 at Exit 10; with Route 122 at Exit 11; 
with I-495 at Exist llA; and with Route 9 at Exit 12. This 
section provides a variety of alternative routes, making the 
task of finding the best one challenging and interesting. 

The volume and network data for the study network were 
obtained from the Massachusetts Turnpike Authority and the 
Massachusetts Department of Public Works. The turnpike 
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FIGURE 1 Massachusetts Turnpike, study section. 
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authority also provided information on the incident manage­
ment techniques currently used. 

KNOWLEDGE-BASED INCIDENT 
MANAGEMENT SYSTEM 

FIM is a multidisciplinary activity. Personnel from various 
agencies such as highway (traffic and maintenance), police, 
fire, environmental, and medical agencies need to work to­
gether in a coordinated manner. When an incident occurs, it 
must be decided who should be informed. In the expert system 
developed here, various incident situations and corresponding 
responses are included. It was designed as a comprehensive 
crisis management tool. For example, if there is a spill, de­
pending on whether the spill is hazardous or not, special cleanup 
forces or regular cleanup forces should be informed. If the 
spill is a potential fire hazard, a fire crew should be put on 
alert or dispatched. If there are vehicles to be towed, a towing 
company should be called on to send trucks. Thus the expert 
system would prompt the operator for information about the 
incident and respond with the recommended action. The op­
erator would receive the information from the police or an­
other authorized person at the incident site. The operator 
would also act on the actions recommended by the expert 
system. The situations and responses have been formulated 
on the basis of what highway authorities do now or what they 
think should ideally be done, on the basis of their knowledge 
and experience. 

Crisis Management 

Expertise consists of knowledge about a domain, about how 
to use that knowledge, and about problem characteristics. 
Therefore, expert systems have three basic components: a 
knowledge base that contains heuristic knowledge (most often 
in the form of rules and facts) about the problem domain, an 
interpreter that contains reasoning methods (i.e., ways to 
process and use domain knowledge), and a data base that 
contains problem characteristics. 

Knowledge Base 

The process of coding the knowledge base consists of imple­
menting a much more detailed version of the decision tree 
shown in Figures 2, 3, and 4 into a set of if-then-else com­
binations. The decision tree provides the conceptual frame­
work of the problem into which details may be placed. Details, 
such as appropriate responses and incident severity level de­
terminations, were taken from interviews with Massachusetts 
Turnpike Authority personnel. The system currently contains 
36 if-then-else rules of thumb , some of which are necessarily 
site-specific. For simplicity, all site-specific information is stored 
in the body of the rules. However, the expert system shell 
used does provide a facility by which to separate site-specific 
information-thus allowing for system transferability. The 
rules for alternative route preplanning are based on flow and 
capacity constraints by time of day and location and the in-
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FIGURE 2 Components of knowledge base and incident 
verification phase. 

cident's expected duration (in turn based on severity). The 
rules choose a set of alternative routes that are feasible, taking 
into account the dynamics of the parameters involved. The 
knowledge base has three primary parts: 

• Incident detection and verfication-This requires a free­
way surveillance system. The nature of this system may vary 
considerably. In the system developed here, the surveillance 
consists of notification by either passing motorists or police 
patrol. This method exists on many roadways. A more so­
phisticated system may rely on vehicle occupancy measure­
ments, volume or speed data, or closed-circuit television. After 
an incident is detected, it needs to be verified to screen out 
false alarms. This is accomplished through police patrol or 
closed-circuit television, if the incident has been reported by 
a motorist or similar observer. 

• Classification of the incident-This consists of informa­
tion provided by police patrol on the incident characteristics, 
such as its time, location, and severity. 

• Notification of the incident-This consists of notifying 
all agencies required to clear and manage the incident site, 
after the occurrence of the incident has been verified. 
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FIGURE 3 Incident classification phase. 
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FIGURE 4 Incident notification phase. 

After these three tasks have been accomplished, expert 
system control is passed to the diversion module with appro­
priate data to decide if diversion is required and to recom­
mend diversion routes. Figure 2 depicts this process. The 
diversion module provides a diversion strategy. 

Interpreter 

The rule-based off-the-shelf interpreter EXSYS was chosen 
for this system because it provides a very simple programming 
environment while offering many useful utilities for the de­
veloper and the end user. The shell has all of the basic features 
necessary for effective implementation. It is relatively inex­
pensive and has a fairly friendly user interface. It provides a 
rudimentary explanation facility, allows what-if scenarios, in­
teracts well with other external programs, and allows speci­
fication of uncertainty values. These qualities, along with the 
ability of the user to review the logic employed in arriving at 
a decision, make EXSYS an excellent prototyping tool. 

Data Base 

The system data base has several components: remotely sensed 
volume data, capacity data stored internally, and an active, 
constantly changing component that contains the current state 
of the problem-that is, which rules have been fired, which 
facts are true, and so on. Volume and capacity data for each 
link in the network are stored in ASCII data files containing 
temporal and spatial volume and capacity information. This 
is meant to simulate a real-time situation in which volume 
data are continuously fed into the computer system from field 
detectors. For each incident there exists a "best" diversion 
route to be followed depending on the location, severity level, 
and the time of day of the incident. Criteria used to determine 
incident severity level were expected incident duration and 
the volume/capacity (vie) ratio of the affected freeway link. 

At present, the freeway vie ratio at any point is computed 
by the system using volume and free-flow capacity values 
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retrieved from the volume data file just described. However, 
the system is structured so that it supports traffic data ac­
quisition hardware. It does not differentiate between data 
captured from a data file and data captured from, say, a loop 
detector. Similarly, system outputs could just as easily be 
displayed on roadside changeable message signs as on a com­
puter screen. 

Example 

Consider an example to illustrate the operation of the expert 
system. We will first describe an incident and then go through 
the sequence of questions asked by the expert system, the 
responses selected by an operator, and the action recom­
mended by the expert system. 

Suppose a trailer truck containing combustible material 
overturns, colliding with a car near Mile Marker 95 in the 
eastbound direction on the MassPike at 9:00 a.m. Assume 
that the incident is reported by a driver on the scene. Let us 
further suppose that several people are hurt, some with se­
rious injuries; that all MassPike eastbound lanes are closed; 
and that it is estimated that it will take approximately 2 hr to 
clear up the incident and restore the normal flow of traffic. 

The sequence of questions and response is given in the 
following. 

Incident Verification 

• Question: Who is reporting the incident? 
1. Police 
2. Observer 

• Response: 2 (observer) 
• Recommended action : Dispatch police cruiser to verify 

the incident. 

• Incident is verified. 

Figure 2 depicts the steps in this phase. 

Incident Classification 

•Question: What is the approximate location of the inci­
dent (mile marker) and direction? 

• Operator: 95, eastbound 

•Question: What is the expected duration in minutes? 
• Operator: 120 

• Question: What is the extent of the blockage? 
1. Shoulder disabled 
2. Shoulder blocked 
3. One lane blocked 
4. Two lanes blocked 
5. Three lanes blocked 

• Operator: 5 (three lanes blocked) 

• Incident is classified. 

Figure 3 shows the steps in this phase. 
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Incident Notification 

•Question: What kind of injuries? 
1. Serious 
2. Moderate 
3. Mild 
4. None 

• Operator: 1 (serious) 
•Recommended action: Dispatch ambulance to Mile Marker 

95 immediately. 

•Emergency medical technician (EMT) is notified . 

• Question: There is . .. 
1. Fire 
2. Spill 
3. Neither 

• Operator: 2 (spill) 

• Question: What is the classification of spilled material? 
1. Combustible 
2. Other hazardous 
3. Nonhazardous 

•Operator: 1 and 2 (combustible and other hazardous) 
•Recommended action: Alert fire department to stand by 

and inform hazardous material cleanup team. 

•Fire department and cleanup forces are notified. 

• Question: What types of vehicle are to be towed? 
1. Car 
2. Small truck 
3. Trailer truck 
4. None 

• Operator: 1 and 3 (car and trailer truck) 
• Recommended action: Dispatch one small and one large 

tow truck to Mile Marker 95 immediately. 

•Towing company is notified. 

This completes the notification phase, because all agencies 
have been notified (Figure 4). At this point, control and all 
incident information is passed to the FORTRAN module. 

Traffic Diversion 

When an incident reduces freeway capacity and causes conges­
tion, the main concern of the transportation manager is to 
confine the problems due to the incident to that area itself, 
clear the incident as soon as possible, and return traffic flow 
to a normal condition. One of the main concerns is whether 
traffic should be diverted from the incident area. If it should 
be, How much traffic should be diverted? What alternative 
routes are appropriate? and When should the diversion end? 
The method for determining the appropriate alternative routes 
consists of two procedures: alternative route preplanning and 
real-time route diversion . 

In the choice of alternative paths, several criteria can be 
applied. Travel time is one of the most widely used criteria, 
since it can be easily quantified and is of utmost concern to 
a motorist stuck in traffic. Here one needs to make a dis-
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tinction between system- and user-optimal states. In the system­
optimal state, travel time is minimized for the entire network; 
that is, the overall travel time for all the users is optimized. 
The term "user optimal" implies that each user tries to opti­
mize travel time, which will not generally result in the system­
optimal solution for transportation networks. 

Alternative Route Preplanning 

This step consists of developing preincident, detailed alter­
native route contingency plans for any location on the freeway 
system. As a first step, the freeway is divided into different 
sections and capacities are estimated. Then an inventory of 
freeways and all roadways that might serve as alternative 
routes for every section of freeway is completed. Information 
such as street widths, curvature, grades, pavement conditions, 
adjacent land uses, and weight restrictions is used to estimate 
the capacity of each link and to determine the suitability of 
each route. Special information, such as the presence of schools 
and special events, is taken into account in determining al­
ternative routes. For example, during school opening and 
closing times, it may be desirable to avoid diverting traffic to 
school routes; during special events, such as sporting events, 
there may be no reserve capacity for diverted vehicles. This 
information can easily be stored in the knowledge base. Thus, 
we have a set of alternative routes for each section of the 
freeway with information about them for all hours of the day. 
Figure 1 depicts the MassPike study section divided into dif­
ferent links. There are in all 50 links and 38 alternative routes. 
The map shows 37 links; the rest of the links correspond to 
the MassPike links between the exists and the MassPike on­
and off-ramps. 

Real-Time Route Diversion 

When a congestion-causing incident occurs, the expert system 
will act as an evaluator of the situation and help the system 
operator make decisions about traffic diversion. Real-time 
diversion implies assigning traffic to different routes by con­
sidering the prechosen alternative paths in a dynamic assign­
ment modeling process. In this study, we have developed an 
algorithm to divert traffic from the MassPike by considering 
the conditions on the MassPike and on alternative routes and 
the subsequent effects of diversion strategy. Static and dy­
namic network models were developed to assign traffic to 
alternative paths during an incident. These network models 
for route diversion were tested extensively for incidents oc­
curring at different times of the day, for various levels of lane 
closure, and for different incident durations. The purpose of 
the simulation was to test the output of the models for rea­
sonableness and to increase insight into the problem. The test 
results show that MassPike exist ramps are the major bottle­
necks when traffic is diverted off the MassPike. This can be 
attributed to the limited capacity of toll booths. 

It was concluded that static models are not appropriate for 
modeling dynamic traffic events , such as incidents, because 
static models assume constant network characteristics over 
time. The use of static models to model incidents leads to 
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impractical solutions, because of the inability of these models 
to include changes in volumes, demand, and capacities over 
time. In contrast, dynamic models can incorporate these changes 
and, therefore, provide better, more practical solutions. 

The main input to the dynamic model is incident data and 
network data. Incident data include the time, duration, se­
verity, and location of the incident; network data include 
volume, capacity, number of lanes, lane width, length, and 
free speed for each link in the entire network. The model 
operates on an IBM-compatible PC. The model output in­
cludes measures of effectiveness such as systemwide vehicle 
miles, vehicle hours, and queue size. The output also includes 
link flows, vie ratios, and travel times at the end of each 
simulation period. 

The optimization algorithm developed to select alternative 
routes is a heuristic procedure that has three objectives: min­
imization of travel time, reduction of congestion, and safety­
that is, reduction of secondary incidents. Traffic is never di­
verted from the MassPike unless it reaches a certain level of 
congestion and extra capacity is available on alternative routes. 
The selection criterion for choosing alternative paths is a com­
bination of vie ratio and travel time. Briefly stated, the goal 
is to divert traffic to alternative routes only if all three of the 
following criteria are met: 

1. MassPike will experience congestion if traffic is not 
diverted; 

2. Uncongested alternative routes are available; and 
3. Travel times on the alternative routes are less than the 

travel time on MassPike. 

All alternative routes start from the MassPike exit (an exit 
or two upstream of the incident site) and return to the Mass Pike 
at an exit or two downstream of the incident site. During an 
incident, capacity and volume of the incident link are reduced. 
The volumes on the MassPike links downstream from the 
incident link are reduced by the difference between the 
MassPike demand volume and the reduced capacity of the 
incident link. Capacity on the incident link is reduced only 
for the anticipated duration of the incident. The model can 
also handle capacity changes at other times on other routes. 
The simulation is repeated once every minute until the queue 
at the incident time site becomes zero and the incident is 
cleared. 

More than 100 simulations were conducted. Incidents were 
modeled between Exits 10 and llA, with alternative routes 
extending from Exit 9 to Exit 12. Two- and three-lane closure 
incidents of various durations (30, 60, and 120 min) at dif­
ferent times of the day (7:00 a.m., noon, and 3:00 p.m.) were 
considered. 

An analysis of the results obtained from the simulations 
shows that these results are reasonable and are consistent with 
the optimization objectives of the traffic diversion algorithm. 
For example, queue size increases as the duration of the in­
cident increases, provided everything else remains constant. 
An incident of 30-min duration at 7:00 a.m. between Exit 10 
and 11 would result in a queue of 222 vehicles if traffic were 
diverted from both Exit 9 and Exit 10. A similar incident of 
60-min duration would lead to a queue of 455 vehicles. An 
incident of 120 vehicles would also lead to a queue of 455 
vehicles, because the peak hour finishes at 8:00 a.m.; after 
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that, volume on the MassPike drops. As more vehicles are 
diverted off the MassPike, queue size decreases, but it takes 
longer for the system to return to normal. This insight into 
the system performance is very important if the system is to 
be extended for more than one incident in a given time period. 

The use of "expert" algorithms in diverting traffic results 
in a reduction in congestion on the MassPike and systemwide 
savings in vehicle hours. Consider a two-lane closure incident 
of 30-min duration between Exits 10 and 11 at 7:00 a.m. If 
no diversion were exercised, a queue of 455 vehicles would 
be formed at the MassPike . On the other hand, if diversion 
were performed using the expert algorithm, queue length would 
reduce to 221 vehicles, and 8 vehicle-hr would be saved . A 
similar incident at noon would result in a queue of 111 ve­
hicles. The diversion would reduce the queue length to zero 
and result in a savings of 20 vehicle-hr. 

The algorithm never diverts traffic from more than one exit 
unless there is enough traffic at the incident link to suggest 
queue formation. For example, for a two-lane closure incident 
at noon, traffic is never diverted from Exit 9 because no 
queues are anticipated. Thus, the algorithm works consis­
tently with the objective of not diverting traffic on longer 
paths, unless necessary. 

CONCLUSION 

Given the nature of the incident management problem, which 
involves many interacting agencies and the utilization of pre­
selected incident response plans, the use of a knowledge­
based expert system as a support tool for the traffic system 
manager is highly recommended. The application to the Mas­
sachusetts Turnpike test case provides support for the suit­
ability of this approach . For the system to become opera­
tional, more testing and research are required . It would be 
useful to test the system on an actual section of the Massa­
chusetts Turnpike rather than in simulation. This system could 
be used as a starting point for a turnpike-wide incident man­
agement system. The application of such an expert system 
would require a sophisticated communication system to dis­
seminate information; the acquisition of such equipment should 
be considered. The dynamic network model for motorist di­
version was tested successfully without requiring the input of 
information that is not readily available, such as origin­
destination data. Using the discretization and incremental as-
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signment of diverted motorists, the model can provide results 
in real time. However, as with any effective alternative route 
information or diversion system, effective implementation 
presumes real-time information about traffic conditions on 
the alternative routes. Therefore, an effort should also be 
made to collect such data. 

The challenges in this area of research include modeling 
motorist response to information and considering more than 
one incident at a time. In the first area, it is important to 
realize that many of the modeling assumptions generally ac­
cepted by the transportation community as part of metro­
politan transportation planning do not apply. We cannot as­
sume that motorists will perform as we would like . The 
importance of motorist response has long been recognized as 
an issue that requires considerably more research before it 
can be incorporated as a meaningful parameter in any route 
diversion model. In the second area, the expert system ap­
proach appears promising because of its flexibility and ad­
aptation to the problem at hand. 
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Artificial Intelligence-Based System 
Representation and Search Procedures for 
Transit Route Network Design 

M. HADI BAAJ AND HANI S. MAHMASSANI 

An artificial intelligence (AI)- based representation of transpor­
tation networks is described. Such representation facilitates the 
development of efficient AI search algorithms that make up the 
bulk of the computational effort involved in the design and anal­
ysis of transportation networks. The novel representation is dem­
onstrated, as are its advantages as implemented in the AI search 
algorithms developed for the design and analysis of a particu­
lar type of transportation network, namely, transit bus routes 
networks. 

The purpose of this paper is to describe an artificial intelli­
gence (AI)- based representation of transportation networks. 
Such representation facilitates the development of efficient 
AI search algorithms that make up the bulk of the com­
putational effort involved in the design and analysis of 
transportation networks. We demonstrate the novel repre­
sentation and its advantages as implemented in the AI search 
algorithms developed for the design and analysis of a par­
ticular type of transportation network, namely, transit bus 
route networks . From an implementation perspective, using 
AI search techniques offers the advantage of representing the 
transit network design problem (TNDP) and carrying out a 
search efficiently using the "list" data structure of Lisp 
(List Programming), a so-called fifth-generation computer 
language (J). 

TNDP 

Several authors have studied the TNDP (2). In the TNDP, 
one seeks to determine a configuration, consisting of a set of 
transit routes and associated frequencies, that achieves some 
desired objective , subject to the constraints of the problem . 
Mathematical formulations of the TNDP have been con­
cerned primarily with minimizing an overall cost measure, 
generally a combination of user costs and operator costs. The 
former is often captured by the total travel time incurred by 
users in the network, whereas a proxy for operator costs is 
the total number of buses required for a particular configu­
ration. Feasibility constraints may include, but are not limited 
to, (a) minimum operating frequencies on all or selected routes 
(policy headways, where applicable), (b) a maximum load 
factor on any bus route , and (c) a maximum allowable bus 
fleet size. 

M. H. Baaj, Department of Civil Engineering, Arizona State Uni­
versity, Tempe, Ariz. 85287. H. S. Mahmassani, Department of Civil 
Enginee ring, University of Texas, Austin, Tex. 78712. 

Most existing formulations can be viewed as variants of the 
following mathematical program: 

Minimize 

{C1[f f d/ii ] + C2 [ L fJk]} 
j=l i = I ;_ill k ESR 

(1) 

Subject to 

Frequency feasibility: fk 2: f m;,, for all k E SR (2) 

Load factor constraint: LFk = (Qk)mux s LF 
JkCAP max 

for all k E SR (3) 

Fleet size constraint: L Nk 
all k E S R 

:S w 
where 

for all k E SR 

d,i demand between nodes i and j; 

(4) 

t,i total travel time between i and j = t;nvtt.ii 

+ fwt.ij + ftt.ij; 

f;nvtt .ii = in-vehicle travel time between nodes i and j; 
fw<.ii = waiting time incurred while traveling between 

nodes i and j; 
ltt .ii = transfer time incurred while traveling between 

nodes i and j ; 
Nk = number of buses operating on route k; Nk 

= fkTk; 
fk = frequency of buses operating on route k; 

fm;n = minimum frequency of buses operating on any 
route; 

Tk = round trip time of route k; 
W = fleet size available for operation on the route 

network; 
LFk = load factor of route k; 

(Qk)max = maximum flow occurring on any link of route 
k; 

CAP seating capacity of buses operating on the net­
work's routes; 

SR set of transit routes; and 
c1, c2 = weights reflecting the relative importance of the 

two cost components . 
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Our proposed solution approach is hybrid in nature in that 
it provides a framework to incorporate the knowledge and 
expertise of transit network planners, efficient search tech­
niques using AI tools, and some algorithmic procedures de­
veloped by others or adapted from related problems in vehicle 
routing. The three major components in the proposed ap­
proach are a route generation design algorithm (RGA) that 
generates different sets of routes corresponding to different 
trade-offs among the principal objectives; an analysis pro­
cedure (TRUST) that computes an array of network-, 
route-, and node-level descriptors as well as the frequencies 
of buses necessary on all routes to maintain load factors under 
a prespecified maximum; and a route improvement algorithm 
(RIA) that considers each set of routes and uses the result of 
the analysis procedure to generate an improved set of routes 
(3). 

The RGA is a design algorithm that configures, for a given 
set of nodes connected by a road network and demand matrix, 
sets of routes that correspond to different trade-offs between 
the user and operator costs. It queries the user for the min­
imum percentage of the total demand that is to be satisfied 
directly (i.e., without transfers) and the percentage of the 
total demand that is to be satisfied with no more than two 
transfers. It searches the demand matrix for high-demand 
node pairs and selects them as seeds for the initial set of 
skeletons. These skeletons are expanded to routes by way of 
different node selection and insertion strategies. 

The knowledge and expertise of transit planners is imple­
mented in the different routines in the form of constraints on 
search and within the different node selection and insertion 
strategies. Different targets for the demand satisfaction and 
different insertion strategies result in different sets of routes 
with different user and operator costs. RGA relies on algo­
rithmic procedures such as the k-shortest-paths algorithm ( 4) 
and on the selective application of the transit planners' knowl­
edge and expertise to guide the search. 

Once sets of routes are generated, an analysis procedure 
called TRUST (Transit Routes Analyst) is called to evaluate 
those alternative transit network route configurations. TRUST 
computes a variety of performance measures reflecting the 
quality of service and costs experienced by the users and the 
resources required by the operator. An essential feature of 
TRUST is the computation of service quality measures in 
terms of the fraction of trips with different number of trans­
fers. Also important are the summary measures of transfer 
activity by route and by node. 

After RGA has generated and TRUST has evaluated the 
sets of routes, the RIA is called to improve each of the gen­
erated sets. These modifications can be classified into two 
groups of actions: actions on the transit system coverage level, 
and actions on the route structure level. The first goal that 
RIA was designed to achieve is that of making the sets of 
routes generated by RGA economically and operationally 
feasible. RIA considers two modifications: discontinuing these 
low ridership routes and joining these routes or their nodes 
with other medium- to high-ridership routes. The second goal 
of RIA is to demonstrate and test existing improvement pro­
cedures. The modifications that RIA considers are route split­
ting and branch exchange heuristics (whereby branches of 
different routes are exchanged to form new routes so as to 
reduce transfers at the intersection nodes). 
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AI-BASED TRANSIT NETWORK 
REPRESENTATION 

According to Rich and Knight (5), a good system representing 
knowledge in a particular domain should possess the following 
properties: 

1. Representational adequacy: the ability to represent all 
kinds of knowledge that are needed in that domain. 

2. Inferential adequacy: the ability to manipulate the rep­
resentational structures in such a way as to derive new struc­
tures corresponding to new knowledge inferred from old. 

3. Inferential efficiency: the ability to incorporate into the 
knowledge structure additional information that can be used 
to focus the attention of the inference mechanisms in the most 
promising .directions. 

4. Acquisitional efficiency: the ability to acquire new in­
formation easily. The simplest case involves direct insertion, 
by a person, of new knowledge into the data base. 

Our Lisp-based representation of the TNDP offers advan­
tages over conventional languages such as FORTRAN, C, or 
Pascal in terms of knowledge representation and search proc­
essing. We implement an object-oriented hierarchical struc­
tural representation: nodes are connected by links, which in 
turn are traversed by routes. The routes combine to form the 
paths by which a node pair's demand is assigned. The set of 
routes and their associated bus frequencies define the transit 
network object. 

The transit network data representation lends itself con­
veniently to the "list" data structure representation of Lisp, 
which in turn supports the kind of path search strategies 
of interest in this application. This can be illustrated by the 
following: 

• The network connect1v1ty can be conveniently repre­
sented in a descriptive language such as Lisp: to each network 
node, one associates a set (or, in Lisp, a list) of neighboring 
nodes as well as the trip time (cost) associated with the nodes. 
Thus, the list {2[(111.4)(3 2.9)(6 8.0)]} indicates that one can 
travel from Node 2 to Node 1 in 11.4 min, to Node 3 in 2.9 
min, and to Node 6 in 8 min. In addition, with each node 
object one associates properties whose values are useful to 
the design and analysis procedures. Such properties include 
the demand originating at a given node (and the percentage 
assigned by the network under design), the demand destined 
to a given node, and the number of trips transferring at a 
given node (all indicators of the node's relative importance). 

• A route can be represented as a list of nodes, thus Route 
r25 is defined by the list of nodes (18 11 10 9 8 12 14). As­
sociated with the route object are the list of flows on the 
routes links and the number of buses deployed to maintain 
the load factor below a minimum value that is prespecified 
by the user. 

•The search techniques that are specific to the TNDP can 
be readily programmed in Lisp. In such techniques, a feasible 
path connecting two network nodes can be represented as a 
list. Thus, the list [(rl 9 16)(r8 16 21)] implies that one can 
travel from Node 9 to Node 21 by boarding Route rl from 
Node 9 to Node 16 and Route r8 from Node 16 to Node 21 
(i.e., Node 16 is a transfer node). 
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DESIGN PHILOSOPHY OF AI 
SEARCH ALGORITHMS 

Figure 1 presents the principal computational trade-offs that 
should be considered in the design of AI search techniques. 
As Nilsson argued, the computational costs of any AI search 
algorithm can be separated into two major components: the 
rule application costs and the control costs (6). A completely 
uninformed control system is characterized by a small control 
strategy cost because arbitrary rule selection need not depend 
on costly computations. However, such a strategy results in 
high rule application costs because generally it must try a large 
number of rules to find a solution . To inform a control system 
completely about the problem typically involves a high-cost 
control strategy, in terms of the storage and computations 
required . However, such a completely informed control strat­
egy results in minimal rule application costs, for they guide 
the search directly to a solution. 

The efficiency of an AI search technique is thus directly 
tied to achieving a proper balance between both computa­
tional cost components. This relies on "informedness," or the 
amount of knowledge and information that the rule-selecting 
computations possess about the problem at hand. Optimum 
search efficiency is usually obtained from control strategies 
that are less than completely informed. Thus, all three major 
components of our AI-based solution approach constitute a 
testing ground for selective application of knowledge. 

EFFICIENCY OF AI-BASED DESIGN 
AND ANALYSIS SEARCH PROCEDURES 

The principal motivation for using Lisp (or, more generally, 
a fifth-generation language) lies in the nature of the com­
putational activity taking place in our solution approach, which 
consists of searching and screening paths in a graph. It has 
been common wisdom in transportation network applications 
to avoid any form of path enumeration. Thus, most existing 

Ruic application costs 

Cost 

0 
(completely uninformed) (completely informed) 

JNFORMEDNESS 

FIGURE 1 Computational costs of AI production system. 
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assignment procedures are limited to shortest-path constructs. 
However, other programming paradigms and advances in 
computing hardware and software can greatly facilitate some 
degree of path search and enumeration, which is justified by 
the added realism that it could allow into the resulting 
procedure. 

Taylor describes simple programs written in Prolog, an­
other fifth-generation language, to solve different route se­
lection problems (7). His examples underscore the brevity of 
code as well as the relative ease of programming with fifth­
generation languages. At the basis of these programs are some 
general "predicates" (Prolog meta-statements) that test for 
set membership, generate the intersection or union of any 
two lists as well as the complement of one list in another, sort 
a list of objects according to some numerical property, or 
append a new element to a set. Such meta-statements define 
the necessary condition for the required solution, thus re­
lieving the program developer from worrying about the ele­
mental computing and housekeeping chores, as would be 
the case with conventional programming languages such as 
FORTRAN, C, and Pascal. 

An example of the use of such predicates in one AI algo­
rithm is the way TRUST assigns a given node pair's demand 
to the transit network generated by RGA . For a given node 
pair (i.j), the list of routes passing through node i and the list 
of routes passing through node j (denoted by SRl and SR2, 
respectively) are assembled by calling the "routes-passing-by" 
procedure for both nodes. If either of the lists are empty, 
then at least one of the two nodes (i or j) is not served by 
any transit route, and the demand d;1 cannot be assigned. If 
both lists are not empty, than a call is made to procedure 
"assign-0-transfer?," which checks whether the demand can 
be assigned directly (i .e . , without transfers). This is possible 
only if the intersection list (of the two lists SRl and SR2), 
which is the subset of all routes that have both nodes i and j 
on their node list, is not empty. When this is the case, the 
intersection list is passed on to the procedure "decide-0," 
whose function is to distribute the demand du among the 
acceptable routes. 

If the "assign-0-transfer?" procedure is unable to assign the 
demand between i and j directly (with no transfers), a call to 
procedure "assign-1-transfer?" is made. The latter checks 
whether the trip can be completed with one transfer. This 
check is carried out by examining, for every possible com­
bination of a route member of List SRI (say , Rl) and another 
of List SR2 (say, R2), the intersection list of the list of nodes 
of Rl and R2. If the intersection list is not empty, then its 
contents are possible transfer nodes between Rl and R2. For 
example, if the intersection list is (tfl tf2), TRUST forms 
two possible paths for the assignment of demand between 
nodes i and j: [(Rli tfl)(R2 tfl j)] and [(Rl i tf2)(R2 tf2 j)]. 
The first indicates that a possible path from i to j consists of 
boarding Route Rl 's bus at i and staying on it until tfl (Trans­
fer Node 1) is reached. There the passenger should transfer 
to Route R2 and travel on it until the destination node j . For 
each possible path involving one transfer , an estimate of the 
total travel time is calculated . All paths between i and j whose 
total travel times exceed the minimum possible value by more 
than a specified threshold (say, 10 percent, as selected here) 
are rejected. Procedure "decide-1" subsequently distributes 
d,1 among the paths that have passed the filtering process. 
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Similarly, if it is determined that d;i cannot be assigned with 
at most one transfer, procedure "assign-2-transfer?" is called 
to search for paths involving two transfers. If no such path is 
found, the demand between i and j will remain unsatisfied. 
In other words, it is assumed that a passenger will simply not 
consider boarding the transit buses to accomplish a trip that 
requires three or more transfers. Hence, TRUST avoids 
searching for paths that reach destination j with three or more 
transfers, thereby avoiding an otherwise considerable amount 
of meaningless search and keeping the execution time within 
tolerable limits. 

The "assign-2-transfer?" procedure searches for all paths 
with exactly two transfers between given nodes i and j. The 
search consists of finding a route that passes through neither 
i nor j but that shares a node with a route passing through i 
(i.e., with a member of SRl) and another through node j 
(i.e., with a member of SR2). List SR3 of routes that pass 
through neither i nor j is obtained as the complement (in SR, 
the set of all routes) of the union list of the previously gen­
erated lists, SRl and SR2. For a trip to require exactly two 
transfers between origin i and destination j, the first route, 
Rl, must pass by node i (hence, Rl E SRl); the second route, 
R3, must pass by some node other than i or j (hence, R3 E 
SR3); and the third route, R2, must pass by node j (hence, 
R2 E SR2). Thus, three DO loops are executed: the outer 
one on SR3, the inner one on SRI, and the innermost one 
on SR2. A route from each of the above three sets is selected, 
and the following test is performed: if the "list-of-nodes" of 
the route from SR3 (say, R3) intersects both the "list-of­
nodes" of the route from SRI (say, RI), and the "list-of­
nodes" of the route from SR2 (say, R2), then a possible two­
transfer path is defined. For example, if the intersection of 
the "list-of-nodes" of R3 and Rl is (tfl tf2) and that of the 
"list-of-nodes" of R3 and R2 is (tf3), then TRUST defines 
two possible paths: ((Rl i tfl)(R3 tfl tf3)(R2 tf3 j)] and ((RI 
i tf2)(R3 tf2 tf3)(R2 tf3 j)]. This is repeated until all possible 
combinations of triplets (R3 E SR3, RI E SRI, R2 E SR2) 
are checked and listed. 

On the negative side, Lisp, like most higher-level lan­
guages, may experience relatively slower computational per­
formance when it comes to mathematical computations (as 
opposed to symbolic manipulations). However, in our par­
ticular application, the tests conducted and reported by Baaj 
indicate that the Al search algorithms perform satisfactorily 
within reasonable execution times (3). 
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CONCLUSIONS 

In this paper we described an AI-based representation of 
transportation networks. Such representation facilitated the 
development of efficient AI search algorithms that composed 
the bulk of the computational effort involved in the design 
and analysis of transportation networks. AI search techniques 
offer the advantage of representing the TNDP and carrying 
out search efficiently using the list data structure of Lisp. Such 
representation was essential in the success of our AI-based 
hybrid solution approach proposed for the solution of the 
TNDP. Our hybrid approach consisted of (a) AI heuristics 
for transit route generation and improvement, (b) a transit 
network evaluation model, and ( c) the systematic use of context­
specific knowledge to guide the search techniques. Results of 
computational testing of our Al-based solution approach on 
a benchmark transit network and on data generated for the 
transit network of the city of Austin, Texas, were promising 
(3). Further testing remains to be done on different transit 
networks and their corresponding transit demand matrices. 
In addition, we seek to investigate the merits of applying an 
AI-based representation and solution approach in other trans­
portation network design problems. 
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Evaluation of Artificial Neural Network 
Applications in Transportation 
Engineering 

ARDESHIR FAGHRI AND JIUYI HUA 

The increased interest in artificial neural networks (ANNs) seen 
in government and private research as well as business and in­
dustry has included relatively little activity in transportation en­
gineering. The position that ANNs, as a branch of artificial in­
telligence, hold in the transportation engineering field is discussed, 
including the differences between ANNs and biological neural 
networks and expert systems, respectively . The characteristics of 
ANNs in different fields are discussed and summarized, and their 
potential applications in transportation engineering are explored . 
A case study of trip generation forecasting using one traditional 
method and two ANN models is presented to show the application 
potential of ANNs in transportation engineering. The results of 
each method are compared and analyzed, and it is concluded that 
the potential for using ANNs to enhance both software and hard­
ware in transportation engineering applications is high, even in 
comparison with expert systems and other types of artificial in­
telligence technique. 

Artificial neural networks (ANNs) have proven to be an im­
portant development in a variety of problem solving areas. 
Increasing research activity in ANN applications has been 
accompanied by equally rapid growth in the commercial main­
stream use of ANNs. However , there is relatively little re­
search or practical application of ANNs taking place in the 
field of transportation engineering. This paper summarizes 
the characteristics of ANNs, evaluates the applicability of 
ANNs to transportation engineering, and explores the inter­
face of ANN techniques and different transportation engi­
neering problems. 

DEFINITION OF ANNs 

The human brain consists of 10 billion to 500 billion neurons. 
A cell body, an axon, and dendrites make up a biological 
neuron such as the one shown in Figure 1 (top). The con­
nections between the neurons are called synapses, and each 
neuron is connected to 100 to 10,000 other neurons. A neuron 
executes a very simple task: when presented with a stimulus, 
it emits an output into other neurons connected to it via the 
synapses (J ,2) . 

Artificial neurons (also called processing units or processing 
elements) mimic the functions of biological neurons by adding 
the inputs presented to them and computing the total value 
as an output with a transfer function . Figure 1 (bottom) shows 
a simple example of an artificial neuron . The artificial neuron 
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also connects to other artificial neurons as the biological neu­
ron does. The strength of the connections is called weight. 

An ANN is a system composed of artificial neurons and 
artificial synapses that simulates the activities of the biological 
neural network. The ANNs can be single layer or multilayer, 
depending on their structure. In a single-layer ANN, all the 
processing units of the ANN take inputs from the outside of 
the network and their outputs go to the outside of the net­
work; otherwise, it is a multilayer ANN. The principle that 
can approximately compute any reasonable function in an 
ANN is called architecture. The weights are adjustable , the 
programming for adjusting the weights is called training, and 
the training effect is called learning. The learning can be done 
either by being given weights computed from a set of training 
data or by automatically adjusting the weights according to 
some criterion. 

A general definition for an ANN can be given as "a com­
puting system made up of a number of simple, highly inter­
connected processing elements that process information by 
dynamic state response to external inputs" (3) . 

Differences Between ANNs and Biological Neural 
Networks 

Although ANNs attempt to simulate real neural networks, 
they operate differently in many ways. The primary differ­
ences between ANNs and biological neural networks follow. 

1. The processing speed is different. Cycle time is the time 
taken to process a single piece of information from input to 
output . The effective cycle time of a biological neuron is about 
10 to 100 msec; the effective cycle time of an advanced com­
puter 's CPU is in the nanosecond range (1 ,2). 

2. There are more than 100 kinds of biological neuron. 
ANNs contain only a few kinds of processing unit. 

3. The "computations" (chemical reactions) in biological 
neual networks occur not only in neurons, but also in den­
drites and synapses (2). 

4. ANNs seldom have more than a few hundred processing 
units; a brain has 10 billion to 500 billion neurons. 

5. The human brain has stronger error removal capability 
than an ANN. An upside-down Jetter may cause a lot of error 
in an ANN recognition system, but the human brain can rec­
ognize it easily. 

6. Knowledge in ANNs is replaceable, but knowledge in 
biological neural networks is adaptable (2). 
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FIGURE 1 Schematic drawing of typical 
biological neuron and artificial neuron. 

Differences Between ANNs and Expert Systems 

output 

As a part of artificial intelligence, ANNs possess some sim­
ilarities with expert systems, such as storing knowledge and 
having learning processes in their operation . However, each 
has its own characteristics. The relationship between ANNs 
and expert systems is one not of replacement but of partner­
ship. The differences between ANNs and expert systems 
follow. 

1. ANNs and expert systems differ in the method of de­
veloping an intelligent system. The expert system approach 
uses a domain expert to identify the explicit heuristics used 
to solve problems, whereas the ANN approach assumes the 
problem-solving steps are to be derived without direct atten­
tion as to how a human actually performs the task. Thus, 
expert systems try to figure out how the human mind is work­
ing, and ANNs mimic the most primitive mechanisms of the 
brain and allow the external input and output to designate 
the proper functioning ( 4) . 

2. ANNs are flexible with knowledge. The knowledge stored 
in expert systems is restricted to the human knowledge do­
main. In contrast, ANNs can be trained with some data ac­
quired in the past for the particular problems to be solved; 
the data may not even to be a type of knowledge. For some 
problems, it is not necessary for humans to understand the 
knowledge about the data; the ANNs give answers according 
to their own internal criteria. 

3. ANNs have different ways of learning. The learning of 
expert systems is a procedure designed to store some knowl­
edge in the system. The learning of ANNs is to adjust the 
strengths of the connections between the processing units . 
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The knowledge in an ANN is more like a function than a 
content. Some ANNs could have a self-learning capability . 

4. ANNs have different ways of computing. The results in 
expert systems depend on how the knowledge has been repre­
sented. The computation method used by an ANN is deter­
mined by its architecture, and the results depend on how the 
network is structured. In a multilayer ANN, if the number of 
hidden units is changed, the accuracy of the results will be 
different. 

5. Once an ANN is developed, no more programming is 
required; the only requirement is to feed data to the ANN 
and train it. However, in expert systems, programming may 
be required if additional knowledge is to be introduced to the 
system. 

ANNs and expert systems can cooperate with each other, 
and for some problems they overlap in use. Once integrated, 
it is expected that they will enable artificial intelligence (also 
called AI) to cover a much wider variety of applications. 

Applications of ANNs 

The special characteristics make ANNs especially useful in a 
variety of applications . An ANN can provide an approach 
that is closer to human perception and recognition than tra­
ditional methods . In situations in which input is noisy or in­
complete, ANNs can still produce reasonable results. 

Although ANNs have not been widely explored in trans­
portation engineering, their unique properties indicate great 
potential. We summarize two applications in the following. 

Self-Organizing Traffic Control System 

Nakatsuji developed an optimizing splits traffic control system 
using a four-layer ANN (5). The development is based on 
two assumptions: (a) cycle length is common over the road 
network and does not vary with time, and (b) there are no 
offsets between adjacent intersections. The purpose of this 
project was to estimate optimal splits of signal phases using 
ANN technology. The inputs to the ANN are control vari­
ables, that is, split lengths of signal phases and the traffic 
volumes on inflow links ; the outputs from the ANN are the 
measures of effectiveness such as queue lengths and the per­
formance index. Through a case study, Nakatsuji reported 
that his system was effective in adjusting the synaptic weights 
in the training process and was able to improve the conver­
gence into global minimum, and the solutions achieved were 
in accord with analytical ones . 

Intelligent System for Automated Pavement Evaluation 

The intelligent system for automated pavement evaluation 
was developed by Ritchie et al. (6) . The focus in this research 
was the development of an advanced sensor-processing ca­
pability using ANN technology to determine the type , sever­
ity, and extent of distresses from digitized video image repre­
sentations of the pavement surface acquired in real time. A 
three-layer ANN was used in this system. The results of the 
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initial case study presented in this paper clearly show the 
potential for application of ANNs for distress classification of 
pavement images as part of the proposed innovative noncon­
tact intelligent system. 

CLASSlFICATION OF ANNs 

In the operation of ANNs, two issues should be addressed: 
(a) How are the processing units and the interconnection 
configured? that is, What is the structure of the ANN? and 
(b) How will weight values be assigned to the interconnec­
tions? that is, What are the ANN's learning rules? Here, the 
general classification of architectures and the learning of ANNs 
are presented. 

The types of ANN architecture can be divided into four 
categories. 

1. Mapping ANNs-Using a transfer function, mapping 
ANNs compute the sum of all the products of corresponding 
inputs and weights to make the outputs, that is, 

Y = f(X,W) 

where 

Y = outputs, 
X = inputs, 
W = weights, and 
f = transfer function. 

2. Recurrent ANNs-In recurrent ANNs, some (or all) of 
the outputs are connected to the inputs. The outputs of the 
ANNs are the function of the inputs, the weights, and some 
(or all) outputs , that is, 

Y = f(Y,X,W) 

or 

y(t + 1) = f[Y(t), X(t), W(t)] 

where t denotes the time. 
3. Temporal ANNs-Temporal ANNs compute the rates 

of the changes of their outputs as a function of the outputs, 
the inputs and the weights . In mathematical notation , 

dY/dt = f(Y,X, W) 

4. Hybrid ANNs-Hybrid ANNs integrate different kinds 
of learning into one network. 

The learning of ANNs is generally classified as 

•Supervised learning-ANNs are trained on a set ofinput­
output pairs. The weights are adjusted to minimize error of 
the outputs. Another set of input-output pairs, called testing 
data, is provided to test the effects of training. 

• Self-organizing learning-The network is trained on a set 
of inputs. No guidance is presented to the network about what 
it is supposed to learn. The ANN adjusts the weights to meet 
its own built-in criterion. 
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•Reinforcement learning-ANNs are trained on a set of 
inputs. The target values are not provided for learning; in­
stead, error signals of the output are given to the ANNs. This 
process is analogous to reward or punishment. 

Mapping ANNs 

Of the four kinds of ANN, mapping ANNs have the most 
models. Basically, for mapping ANNs, if Y; denotes the ith 
output, xj denotes the jth input (j = 0,1, ... ' n) and wij 
denotes the corresponding weight, then we have 

where g is the transfer function. Generally, g will be one of 
the following types: 

•Linear function: 

g(x) = x 

• Threshold function : 

g(x) = { -i(or 0) 

•Sigmoid function: 

if x > 0 
else 

g(x) = tan h(x) or g(x) 

X 1 to X,, are the external inputs. X0 is the artificial or the 
bias input, and it is added to simplify the network imple­
mentation. Without it the formula for the network would be 

Y = g( 'V W X - threshold) 
I LJ I} J j 

j = J tll II 

The major models of mapping ANNs are given m the 
following. 

Linear Associator 

The linear associator is one of the earliest basic mapping 
ANNs; it was invented by several people during the period 
1968 through 1972. It can learn at most L input-output vector 
pairs (x 1, y 1), (x~, J2), ... , (x L, YL). When one of these input 
vectors, say xk, is entered in the network, the output vector 
y should be Yk· When a vector xk + E (close to xJ is entered 
into the network, the output vector should be yk + B (close 
to Yk)(J). 

Learning Matrix 

The learning matrix is a crossbar , heteroassociative, nearest­
neighbor classifier. It was applied to problems such as highly 
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distorted handwritten chracters and diagnoses of mechanical 
failures to reduce downtime of machines. 

ADALINE and MADALINE 

ADALINE (Adaptive Linear Element) is described as a com­
binatorial logical circuit that accepts several inputs and pro­
duces one output. MADALINE (Multiple ADALINE) is a 
more comprehensive network consisting of many ADALINEs. 
Both ADALINE and MADALINE are commonly used models 
of mapping ANNs, and generally they operate with a least 
mean square error-correcting learning rule. The applications 
of ADALINE and MADALINE have been developed in con­
trol, pattern recognition, image processing, noise cancella­
tion, and antenna systems. 

Back Propagation 

Back propagation is one of the best-known ANNs. The typical 
back-propagation ANN always has at least one hidden layer. 
There is no theoretical limit on the number of hidden layers, 
but typically there are no more than two. During the learning 
process, the error information is propagated back from the 
output layer through the network to the first hidden layer. 
Back propagation is a very powerful technique for construct­
ing nonlinear transfer functions between a number of contin­
uously valued inputs and one or more continuously valued 
outputs. This property leads to many interesting applications. 
Back-propagation ANNs have been used in solving many real­
world problems such as image processing, speech processing, 
optimization, prediction, diagnostics, control, signal pro­
cessing, noise filtering, and forecasting (1,2, 7). 

Self-Organizing Mapping 

The self-organizing mapping ANNs can be used to sort items 
into appropriate categories. One of the most famous of these 
ANNs is the Kohonen layer, which was developed in Finland 
by Kohonen of Helsinki University of Technology between 
1979 and 1982. The Kohonen layer basically implements a 
clustering algorithm to the network. In the operation, only 
one unit fires and takes a value of 1; the others will be 0. This 
process is accomplished by a winner-takes-all strategy. Self­
organizing mapping can be easily adapted to handle catego­
rization problems (7). 

Adaptive Resonance Theory 

The adaptive resonance theory (ART) was developed by Car­
penter and Grossberg of Boston University in 1987. It includes 
three implementations: ARTl for binary inputs, ART2 for 
continuous-valued inputs, and ART3, which is the refinement 
of ART2. An ART network can classify and recognize input 
patterns without the presence of an omniscient teacher; that 
is, no instructor tells the network to which category each 
particular stimulus input belongs (7). 
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Recurrent ANNs 

In recurrent ANNs the outputs are fed back to the network 
as a part of their inputs. This process is also described as a 
recurrent connection. The major models of recurrent ANNs 
are summarized in the following. 

Hopfield 

The Hopfield network was proposed in 1982 by Hopfield of 
the Biophysics Division of Bell Laboratories. It is a primary 
example of a recurrent network. The Hopfield network acts 
as an associative memory, that is, it passes through a sequence 
of several patterns and chooses one that most closely resem­
bles the input pattern as the output. The stable patterns into 
which the network settles are called attractors, and the pos­
sible states of the network are called the configuration space. 
The sets of the states that eventually transform into the same 
attractor are called basins of attraction. 

The Hopfield networks have been used not only in the 
common areas of ANNs such as image processing, signal pro­
cessing, pattern matching, and prediction, but also to solve 
some classical combinatorial problems such as the "traveling 
salesperson problem." Its ability in optimization should also 
be highlighted. 

Brain-State-in-a-Box 

Compared with the Hopfield network, whose processing units 
are allowed to take only binary values, the brain-state-in-a­
box (BSB) network has processing units that are allowed to 
take on any value from - 1 to + 1. BSB has been used in 
pattern classification, diagnostics, knowledge processing, im­
age processing, and psychological experiments (2). It is re­
ported that one of the BSB applications, the instant physician 
system developed by Anderson of Brown University in 1985, 
is performing surprisingly well (1). 

Bidirectional Associative Memory 

The bidirectional associative memory (BAM) network was 
developed in 1987 by Koskonow of the University of Southern 
California. It allows associations between two arbitrary pat­
terns. A BAM network consists of two layers, with every unit 
in one layer connected to every unit in the other layer. BAM 
applications in image processing, control, resource allocation, 
and optical/electrooptical have been reported. 

Boltzmann Machine 

The Boltzmann machine was developed in 1984 by Hinton of 
the University of Toronto and colleagues. This network is a 
trainable, stochastic version of the Hopfield network. Hidden 
units constitute an important part of the architecture. Boltz­
mann machines have many applications, such as image pro­
cessing, speech processing, temporal processing, prediction, 
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optimization, diagnostics, character recognition, knowledge 
processing, and signal processing (2). 

Recurrent Back Propagation 

Recurrent back-propagation ANNs can recognize dynamic 
patterns whose input vectors change with time; that is, a se­
quence of input vectors X(O), X(l), . .. , X((10 P - 1) are 
represented to the network . A typical recurrent back­
propagation ANN consists of two layers, a functional layer 
and a register layer. It handles a set of time-dependent input­
output data instead of static input-output of back-propagation 
ANNs. 

Temporal ANNs 

The operation of temporal ANNs can be represented by a 
differential equation, and the output and input vectors of the 
network are changed with time. Fewer models of temporal 
ANNs have been developed. Generally speaking, temporal 
ANNs are suitable for dealing with the dynamic types of 
problems . 

Hybrid ANNs 

Hybrid ANNs combine supervised and unsupervised learning 
in one network . We summarize two models . 

Counter Propagation 

The counter-propagation network is a typical hybrid ANN 
initially proposed by Hecht-Nielsen . Counter-propagation 
networks consist of a linear mapping layer on top of a Kohonen 
layer. The Kohonen layer is trained in the usual way, and 
the linear mapping layer is trained by a simplified version of 
delta rule that is called ouster learning. Counter­
propagation networks often run 10 to 100 times as fast as 
back-propagation networks when they are applicable to a 
situation. 

GMDH 

The GMDH ANN combines simple nonlinear processing units 
into an effective multilayer network. The most important fea­
ture of this kind of ANN is that it includes a procedure for 
building a near-optimal network. 

In short, compared with traditional computation methods, 
ANNs behave as if they are depending on some kind of " in­
tuitional reaction." They are concerned not with the principles 
of their operation but with the effects of their behaviors. This 
makes ANNs special and superior in solving certain problems , 
especially for recognition, control, image processing, opti­
mization , and diagnostics . The structures of ANNs seem to 
be problem-dependent-for different types of problems, dif­
ferent structures should be used. In Table 1 we present ap-
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plication problems divided into 11 categories and rate the 
performances of 13 major ANN models in these categories . 

APPLICATIONS OF ANNs IN TRANSPORTATION 
ENGINEERING 

Transportation problems can be divided into five categories: 
planning, operation and control, administration and finance, 
construction and maintenance, and design. The applications 
are identified and the suitabilities of several major ANN models 
in different transportation engineering domains are discussed. 

Planning 

Transportation planning identifies a set of actions that will 
lead to the achievement of given objectives. The prediction 
of traffic conditions is a basic problem of transportation plan­
ning . Two of the most common traffic planning problems, 
trip generation and the origin-destination (0-D) distribution, 
are identified as suitable for the ADALINE and back­
propagation ANN models, respectively. 

Trip Generation 

Trip Generation forecasting analysis predicts the zonal amount 
of traffic. The primary approach used for trip generation fore­
casting now is the regression method, which uses the statistical 
data of the past to establish a mathematical model used to 
compute the number of traffic trips required in the future. 
The ADALINE is identified as being suitable for this prob­
lem. The weights between the inputs and the outputs could 
be considered the regression coefficients in regression analysis 
(linear case). The training data sets are taken from past survey 
data. The output of the network can be a variable or a vector. 
If we take only one output, the model predicts the value of 
trip generation at a specific time in the future. If we take a 
sequence of outputs, it predicts the values of the trip gener­
ation in a time series in the future. This idea is also expected 
to be used in traffic attraction forecasting. 

0-D Distribution 

The trip generation problem described traffic volume pro­
duction for a specific area . The 0-D distribution describes 
the traffic volume between specific areas (called zones) . The 
0-D forecasting is implemented according to the data sets of 
traffic generation and traffic attraction of the zones. A number 
of 0-D forecasting methods have been developed; basically, 
they are a traffic 0-D distribution pattern estimation model 
that predicts the distribution pattern on the basis of three 
factors: the future traffic generation, the future attraction (or 
one of them), and the present distribution pattern. The back­
propagation ANN is identified as suitable for 0-D forecasting. 
The future zonal trip generations and attractions can be iden­
tified as the external inputs of the network, and the outputs 
of the network represent future 0-D distribution. Through 
proper training, which is a process of minimizing the total 
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TABLE I Application Evaluation of ANN Models 
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error of outputs, the noise in past 0-D patterns can be re­
moved. Our prototype development of an 0-D forecasting 
model using a back-propagation network showed reliable 
feasibility. 

Operation and Control 

Operation and control of transportation-deal with problems 
such as traffic congestion diagnosis and control, hazardous 
material transportation, air traffic control, and ground traffic 
signal timing control. Two applications are identified in this 
area. 

Traffic Pattern Recognition System 

Because of the difficulty of dynamic traffic assignment mod­
eling, the most commonly used coordinated area traffic con-
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trol systems are based on time interval-dependent control on 
the assumption that in one time interval the network traffic 
state (called the traffic pattern) is static. Obviously, the cur­
rent method has two major defects. The first is that there is 
no proper criterion to identify the traffic patterns-that is, if 
the traffic pattern is changed we need a criterion that will 
identify the new traffic pattern and measure how much the 
new pattern differs from the old one so that a set of optimized 
control parameters can be presented. The second defect is 
that the tolerance of the traffic pattern changes-that is, when 
the traffic pattern does not change too much until it matches 
another set of control parameters, we usually do not want to 
change the control parameters because the changes may bring 
some traffic disorder. Against these two defects, the traffic 
pattern recognition system is proposed. At present, the ANN 
model used in this system is ARTl, but it will soon be replaced 
with ART2. The ART properties of parallel process and toi­
erance adjustability can provide more reasonable traffic pat­
tern recognition results than the traditional methods can. 
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Automatic Vehicle Identification 

The inefficiency of toll booths has attracted the attention of 
many researchers. Several systems that may replace the func­
tions of toll booths have been developed in the past few years. 
An automatic vehicle identification (A VI) system can provide 
the convenience of electronic vehicle identification, through 
the use of subscribed purchase transponders, as vehicles move 
through a toll plaza or checkpoint without stopping or, in 
some cases, even slowing down. The system automatically 
charges or debits tolls from the drivers' accounts. In 1988, 
such a system was set up on the Dallas (Texas) North Tollway, 
and 15,000 tags were issued. Three A VI toll roads being built 
in Orange County, California, reportedly will feature the most 
extensive use of A VI in the United States (8). 

The most important advantage of the license plate recog­
nition system is that no special devices are required for the 
vehicles passing through. In this system, the ANN is used to 
complete the task of character recognition. Several conven­
tional computing methods are used to complete the statistical 
data processing and calculate the amount of toll fee for each 
motor vehicle that passes the checkpoint. This system is under 
development, and the character recognition software has been 
successfully completed. Another important advantage of this 
system is that it will be very helpful for the 0-D survey. 

Administration and Finance 

The area of administration and finance deals with the sources 
and distribution of the money used for financing transpor­
tation systems and their improvement. Topics include inno­
vative transportation financing techniques; the effect of de­
regulation on different modes, pricing, user payments, and 
cost; and the prioritization, allocation, and distribution of 
funds. Here, potential applications of ANNs in the innovative 
transportation financing field are described . 

Many state and local transportation agencies have used 
innovative transportation financing techniques to cope with 
financial problems. Their efforts to attract private funding, 
along with specific case studies, may be found in published 
sources. A back-propagation ANN can be trained to learn 
the experiences of many state and local transportation agen­
cies that have succeeded in generating funds by using inno­
vative transportation financing techniques. The input to the 
network consists of such parameters as the transportation 
agency's size, financial needs, institutional elements, and the 
mode (i .e ., transit , highway, pedestrian) for which financing 
is requested . The output includes the most appropriate fi­
nancing techniques for the transportation agency to adopt and 
the amount of money that will potentially be generated. 

Construction and Maintenance 

Transportation construction involves all aspects of the con­
struction process, including preparing the surface, placing the 
pavement materials, and preparing the roadway for use by 
traffic. Transportation maintenance starts some time after the 
construction and involves all the required work and proce­
dures to keep the facility in working order. Under this topic 
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the pavement traffic mark recognition system using appro­
priate ANN techniques is proposed. 

Pavement traffic marks can inform motorists, guide traffic 
flow, and ensure traffic safety. The damage sustained by traffic 
marks painted on the roadway surface varies depending on 
the traffic that travels over them as well as the climatic con­
ditions. Investigating the existence and the degree of damage 
to traffic marks is usually expensive and disruptive of the 
normal flow of traffic. The system currently under develop­
ment uses a hybrid ANN (consisting of a Hopfield ANN and 
two multilayer back-propagation ANNs) to recognize the 
damaged traffic mark and classify it into one of several cat­
egories that represent the different degrees of damage. 

Design 

In transportation, design includes the visible elements of the 
transportation facility. It deals with factors such as the grade 
line or profile , horizontal and vertical alignments, pavement 
of roaoway, terminals, and stations. The input to the design 
process includes such parameters as the forecasted design 
demand rate, type of demand, and environmental conditions 
such as weather and temperature. The output consists of the 
specific numerical or the range of values of the design ele­
ments . ANNs can be used for a variety of design problems 
in transportation. The ANN knowledge-storing ability is es­
pecially useful in the development of design supporting sys­
tems. Through proper training of the networks, the models 
can learn to provide suitable output results when provided with 
input values. For human experience-based design supporting 
systems, the most suitable ANN models are ADALINE, 
MADALINE, and back propagation. 

In brief, the transportation applicabilities of ANNs in image 
processing, control, optimization, and forecasting are espe­
cially impressive. For some problems, such as traffic pattern 
recognition, ANNs obviously appear to be stronger than tra­
ditional methods. Some ANNs' unique abilities, such as pat­
tern classification, filled some blanks in transportation engi­
neering such as the traffic mark classification system. Table 
2 shows the ANN models appropriate to transportation en­
gineering applications. 

CASE STUDY 

As a demonstration of the applicability of ANNs in trans­
portation engineering, we aimed trip generation forecasting, 
which is one of the most common transportation planning 
problems, using the ADALINE and the back-propagation 
ANN models. 

Definition of Problem 

Past studies have identified the fact that human traveling ac­
tivities are related to some socioeconomic indexes such as 
income, population, and employment. For 4 specific area (or 
zone) , the trip production can be conjectured from these in­
dexes. The purpose of trip generation analysis is to develop 
a mathematical model that can be used to forecast the traffic 
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TABLE 2 Related ANN Models to Transportation Applications 
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trip production of the forecasting zone according to a number 
of socioeconomic indexes. For example, two indexes, zonal 
households and zonal population, are used in one major Ca­
nadian transport planning study to predict the zonal peak­
hour trip production (9). 

zonal peak-hour 
trips produced = U.3036 (zonal households) 

+ 0.5638 (zonal population) 

Current Solution 

The previous approaches for trip generation forecasting in­
clude two main methods: regression analysis and category 
analysis. The majority of trip generation studies performed 
to date have used multiple regression analysis to develop the 
prediction equations for the trips generated by various types 
of land use. Generally, the least squares method is used to 
determine the constant c and the coefficients. 

Description of ANN Models 

An ADALINE ANN was used in this case study. This very 
simple ANN model has only four input units and one pro­
cessing unit. One of the obvious differences between 
ADALINE and the regression method is the handling of the 
optimization of the weights and the coefficients. The regres­
sion method pursues the coefficients that will produce the 
minimum error on the surveyed data, which can be considered 
the training data sets for the ADALINE model. The training 
of ADALINE pursues the best value of the weights that will 
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TABLE 3 Observed Data of Trips and Index 
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xi x2 x3 x4 
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allow the model to obtain good results on the testing data 
sets, but not on the training data sets. Even if a set of weights 
will allow the model to perform well on the training data sets, 
unless those values of the weights will allow the model to 
reach the approximate error minimum on the testing data 
sets, those weights are not considered good. In fact, this phe­
nomenon is called over training. An ADALINE process such 
as this is expected to achieve better results than the regression 
method does . The belief in the training of ADALINE de­
scribed here is also a general characteristic of ANNs. 

A back-propagation model is also applied. This is a two­
layer model with four input units to match the number of 
indexes and two processing units in the hidden layer. Unlike 
the usual way, which uses the sigmoid function, a linear trans­
fer function is used in this model to match the ADALINE so 
that we can compare the performance of the two models. The 
other purpose is to examine its operation when a linear func­
tion is used. The learning of back propagation is done in the 
usual manner , that is, by using a delta learning rule. 

Computation 

The data sets are shown in Table 3. The first 20 sets of the 
samples were used as the training data, and the next 7 sets 
of samples were used as the testing data for ANN models . 
The other five data sets of samples are used to verify the 
effects of the three methods, and hence we call them fore-
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casting data. Both the training and testing data were put to­
gether for the regression analysis. 

In the training of the AD ALINE model , the mean squared 
error (MSE) is used to indicate how the training is going. 
When iterations were equal to 10,000, we reached the ap­
proximate minimum of which the MSE = 0.000195, and MSE 
= 0.000053. The training of the back-propagation model went 
much faster than the ADALINE. At iteration equal to 2,500, 
t.he minimum MSE on the testing data was detected at 
0.00004242. The MSE on the training data at iteration equal 
to 2,500 was 0.000005035. 

Figure 2 shows the forecasting results obtained using the 
three methods on the forecasting data, respectively. We can 
see that both of the ANN models forecasted values closer to 
the actually observed values than the regression does . The 
MSEs of these three methods are shown in Figure 3. 

Discussion of Results 

The results obtained indicate that ANN models work better 
than the linear regression method in this case. The results of 
ADALINE are slightly closer to the observed values than 
those of back propagation. This is considered to be the result 
of using floating data type in all the computations and then 
the stacked errors caused this small difference. However , the 
ADALINE took 10,000 iterations whereas the back propa­
gation took only 2,500 iterations to reach the total error min-

sample 1 sample 2 sample 3 sample 4 sample 5 

Sample 

~observed value ~regression value 

~ADALINE value ~ Backpro. value 

FIGURE 2 Results of regression, ADALINE, and back propagation. 
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Imm MS error of regression ~MS error of ADALINE 

~ MS error of Backpro. 

FIGURE 3 Comparison of MSE of regression, ADALINE, and back propagation. 

imum on the testing data sets in the training. The training of 
the back-propagation model is much more efficient. 

SUMMARY AND CONCLUSIONS 

The fundamental concepts of ANNs were introduced, and the 
basic differences between ANNs and biological neural net­
works and expect systems were presented. On the basis of 
their unique architecture and learning techniques, ANNs were 
classified into four categories, and under each category, sev­
eral ANN paradigms were explained. A matrix for relating 
each ANN paradigm to 11 attributes, including classification, 
pattern recognition, image processing and diagnosis, was then 
presented. On the basis of this matrix, the applicability of 
different ANN techniques for solving transportation problems 
was evaluated. Finally, a case study demonstrating the ap­
plications of two powerful ANN techniques-back propa­
gation and ADALINE-in solving the trip generation prob­
lem was demonstrated. The results outperformed those obtained 
by conventional regression methods. 

The strong applicability and suitability of different ANN 
techniques were demonstrated in this paper. Many of the 
example problems presented in the transportation application 
section have already been developed or are currently under 
development by the authors. ANNs are envisioned to become 
powerful tools not only for transportation, but also for en­
hancing the current state of such contemporary issues as ar­
tificial intelligence applications and intelligent vehicle­
highway system technologies. 
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Validation of an Expert System: 
A Case Study 

MICHAEL J. DEMETSKY 

The steps taken to verify and validate a prototype expert system 
(TRANZ) for traffic control through highway work zones are 
described. The prototype is viewed as an applied statement of 
the system requirements and a focus for the development of a 
complete knowledge base. The tasks used in the validation in­
cluded (a) revisiting the experts who assisted in developing the 
program, (b) selectively distributing validation copies of TRANZ, 
(c) identifying problems and decisions that interface with and 
affect the work zone traffic control problem, and (d) conducting 
a validation workshop. The workshop was found to be the most 
effective way to review the system because the results represent 
a group consensus, whereas the prior tasks encompassed only 
individual inputs obtained in isolated instances. The informal 
request for reviews from users was completely ineffective. The 
workshop results were interpreted as general comments on the 
overall concept of TRANZ and specific programming modifica­
tions that resulted from erroneous recommendations by TRANZ. 
The general comments indicated that the attendees would not 
completely rely on TRANZ for finding traffic control solutions 
for work zones. However, they did indicate a willingness to work 
with TRANZ in the field and during instructional programs and 
thus to bring it along slowly while carefully validating it. The 
conclusions show the relatively long time needed to continue to 
validate and update an expert system until it correctly addresses 
a good majority of cases. The specific changes recommended by 
the panel demonstrated how the basic prototype can be expanded 
through experience. In the case of TRANZ, the knowledge base 
was expanded by adding new rules. The strategy used of asking 
experts to use the system can quickly expand the set of problems 
that a system addresses via direct expert input. Overall, the val­
idation process must address both the accuracy and the com­
pleteness of the system. 

A critical stage in developing an expert system is verifying 
and validating it as an acceptable piece of applied software. 
It must be proved that the system is an accurate and useful 
representation of knowledge. At present, "bits and pieces of 
a verification and validation methodology currently exist, but 
have not been assembled and standardized due to the many 
applications, design paradigms, development approaches, 
and the stage of development and fragmentation of the 
industry"(J). 

Verification has come to deal with the program text de­
velopment, which is simplified when a shell such as EXSYS 
is used. Validation "is a determination that the completed 
program performs the functions in the requirements specifi­
cation and is usable for the intended purposes" (2). 

This paper focuses on the validation of TRANZ, which is 
an expert system for traffic control in highway work zones 

Virginia Transportation Research Council, Box 3817, University Sta­
tion, Charlottesville, Va. 22903. 

(3 ,4). It describes the steps in the validation process and the 
relevant findings. 

The function of TRANZ is to specify appropriate traffic 
handling strategies for a specified highway work zone oper­
ation. The objectives of traffic control in maintenance work 
zones are (a) protecting the freeway users and the work force, 
(b) moving the maximum volume of traffic (minimization of 
delay), and (c) providing efficiency and economy in work 
procedures. TRANZ achieves these objectives by interpreting 
construction control and roadway factors to recommend ap­
propriate traffic controls. 

BACKGROUND 

In recent years, researchers have been investigating and de­
veloping knowledge-based expert systems for transportation 
engineering applications. These computer programs, how­
ever, are not ready for commerical use. The state of the art 
is a range of prototypes that typically require extensive testing 
and refinement before they are acceptable for regular use. 
These systems typically are used only by the developer or 
sponsoring agency. These prototypes are an applied statement 
of the system requirements and provide a focus for the ulti­
mate development of a complete knowledge base (J). The 
prototypes provide a framework for a continuous process of 
working with experts in supplying the required knowledge. 

Factors that limit the utility of these prototypes are (a) the 
scope of the problem domain addressed by a prototype in 
relation to the appropriate scope of issues influencing deci­
sions (this conflicts with the notion that the narrower the 
scope, the better the expert system), (b) the inability of the 
system to combine rules or other logic representations suitable 
for simple situations into more complex relationships suitable 
for more complex situations, and ( c) the accuracy of the repre­
sentation of the decision process of the expert(s). 

This paper describes the steps taken after a prototype expert 
system was developed to validate the system as a decision aid 
to engineers. 

OVERVIEW OF TRANZ 

Figure 1 illustrates a comprehensive formulation of traffic 
management tasks for highway work zones. This model de­
scribes the work zone scenario and indicates how the traffic 
volume through the work zone is derived after demand man­
agement strategies have been implemented. The TRANZ 
module, in this case, reflects the traffic control plan for the 
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FIGURE 1 Traffic management tasks for highway work zones. 

work area plus detour and delay analysis to examine the ad­
equacy of the work zone to handle the generated traffic . Fig­
ure 2 illustrates the micro decision framework of TRANZ for 
which the rule base was developed. This figure shows the 
range of control options (barrier, cones, drums, signs, vehi­
cles, etc.) and associated conditional variables [roadway type, 
location of work, average daily traffic (ADT), etc.] that in­
teract to produce control requirements. All of the rectangular 
boxes in Figure 2 show places at which a second-level deci­
sion analysis takes place and a further decision tree can be 
established. 

The Virginia Work Area Protection Manual (WAPM) offers 
a selection of typical traffic control plans for certain work 
activities (5). These plans provided an initial collection of 
cases for the prototype system. The decision tree in Figure 2 
provides a framework for extending the W APM knowledge 
box by working with experts who have field experience. 

VALIDATION PROCEDURE 

The overall validation plan for TRANZ actually began before 
the publication and release of the prototype. The prototype 
that was distributed for limited validation by the public is an 
improved version of the original prototype. The actual vali­
dation began with the assignment of a second software en­
gineer to the project. The knowledge engineer of the first 
prototype was a transportation engineer who used an expert 
system shell (EXSYS) to code the knowledge base into rules . 
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The second knowledge engineer was a computer scientist who 
took a more mechanical view of the system and improved its 
efficiency by an informal validation that included correcting 
logical errors, modifying rule specifications and structure, and 
enhancing the user interface. 

The validation consisted of the following: 

1. Revisiting the experts who helped develop the system to 
receive comments about the current prototype, and revising 
the prototype as warranted. 

2. Selectively distributing copies of TRANZ with docu­
mentation and a validation form to Virginia Department of 
Transportation (VDOT) personnel and others requesting it. 
Users were asked to apply the system and report their ob­
servations on the forms. The intent was to compile an ex­
haustive list of case applications to enhance the knowledge 
base. If necessary, respondents were to be contacted by tele­
phone to clarify the data . The information sought included 
the appropriate input data for TRANZ and a description of 
the traffic control plan as implemented. 

3. Performing research on related problems that interface 
with and affect the work zone traffic control problem-This 
would allow expansion of the system so that it encompassed 
a broader and more complete decision problem than the pro­
totype covered. Issues considered included queuing and de­
lays to traffic, traffic diversion strategies (facility demand 
management), detour alternatives, time of day for the work 
effort (including nighttime), delineation of traffic lanes through 
work zones, and worker safety (including applications of new 
technology). 

4. Conducting a workshop with approximately eight experts 
on traffic management through highway work zones to finalize 
the initial validation of TRANZ for field applications. 

The version of TRANZ used in Task 4 is a version that 
reflects the results of the first three tasks. Most of this paper 
will focus on the workshop (Task 4) because it was there that 
the status of the system as an aid to transportation practi­
tioners was tested. The results represent a group consensus, 
whereas the prior tasks encompassed only individual inputs 
obtained in isolated instances. However, summary statements 
about the other tasks are provided. 

EXPERT REVIEWS 

The first step in the formal validation of TRANZ required 
the participation of the knowledge engineer, an expert, and 
two users. The first user was a novice safety engineer who 
was interested in using TRANZ in an office environment for 
consultation and learning. The second user was interested in 
seeing TRANZ used in seminars and short courses in freeway 
work zone safety. 

There were two tests. The first applied to TRANZ to 11 
problems that were used for a short course sponsored by the 
Virginia Transportation Research Council. To these 11 text­
book problems, TRANZ gave correct solutions in all cases. 
This could be expected because the manuals were used in the 
development of the knowledge base, and no judgment was 
required beyond that given in the W APM (5). The second 
test applied TRANZ to six actual problems that were provided 
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FIGURE 2 TRANZ decision framework. 

by the Staunton District of VDOT. In this test, TRANZ and 
the expert disagreed in four of the six cases. 

Bridge Deck Maintenance 

Problem 

A bridge deck operation is being conducted on a two-lane, 
two-way secondary road with ADTof 5,000 and an anticipated 
operating speed of 45 mph. This operation is being conducted 
off of the travelway with the accident factor P greater than 
0.5 (P is the expected number of run-off-road accidents that 
will happen in the particular hazard time, T). 

Results 

In this case, the expert used temporary concrete traffic bar­
riers but agreed that other devices recommended by TRANZ 

SIGNING 

· ACTION, PROCESS, 
OR CALCULATION 

- INPUT/OUTPUT 

<> -
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- QUESTION 

· FLOW DIRECTION 

would also be applicable. However, the expert pointed out 
the fact that TRANZ did not recommend any signs such as 
Construction Ahead or Reduce Speed Ahead. 

Pavement Milling and Plant Mix Operation 

Problem 

A pavement milling operation on one lane of a four-lane 
Interstate highway. 

Results 

In this case, the expert agreed with all TRANZ's recommen­
dations but thought that the recommended values should have 
been 9 on a scale of 0 (impossible) to 10 (certain), and TRANZ 
failed to recommend the necessary signs for this project. 
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Pipe Placement 

Problem 

This pipe replacement project is being conducted on a two­
lane two-way secondary road. About 1,200 vehicles with an 
average speed of 45 mph traverse the site. The value of the 
accident factor P is greater than 0.5, and the operation is 
being conducted off of the shoulder. 

Results 

The expert completely agreed with TRANZ's recommended 
devices but mentioned TRANZ's failure to recommend the 
appropriate signs. 

Excavation Project 

Problem 

Excavation activity with equipment near the roadway is being 
conducted on I-81 off of the shoulder. The operating speed 
of vehicles passing through the zone is about 60 mph, and the 
ADT is more than 15,000. The P value is greater than 0.5. 

Results 

The expert completely agreed with TRANZ's recommended 
device but mentioned TRANZ's failure to recommend the 
appropriate signs. 

Mowing Operation 

Problem 

Mowing operation is being conducted on the inside shoulder 
ofl-81. More than 150,000 vehicles are expected to pass through 
the work zone at an average speed of 60 mph. The P value 
is greater than 0.5 for this project. 

Results 

The expert completely agreed with TRANZ's recommenda­
tion. 

Pavement Patching 

Problem 

Pavement patching on the inside lane of I-81. More than 
15,000 vehicles are expected to pass through the work zone 
with an average speed of 60 mph. The P value is greater than 
0.5 for this project. 
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Results 

The expert completely agreed with TRANZ's recommenda­
tion. 

The results of these six problems directed the knowledge 
engineer to modify TRANZ so that the system's recommen­
dations would agree with the expert. Essentially, the disagree­
ments were associated with the lack of signage in TRANZ's 
solutions. This is an easy modification to make. 

This test was relatively simple in comparison with the eval­
uations that were accomplished in the workshop phase. How­
ever, these tests were beneficial in the early testing ofTRANZ 
because significant improvements resulted from them. 

DISTRIBUTION OF PROTOTYPE 

One of the reasons EXSYS (6) was selected to develop TRANZ 
was that FHWA has a license for the run-time version. This 
made it possible for a limited number of copies of TRANZ 
to be distributed to potential users including members of state 
DOTs outside Virginia. Because TRANZ followed proce­
dures used in Virginia and because procedures for directing 
traffic through or around highway reconstruction zones differ 
among states, the Virginia prototype was directly useful for 
practice only in Virginia. It would need to be modified for 
use in other states, notably California and New York. A form 
for documenting the problems to which TRANZ was applied 
was included in the distribution. Very few cases, however, 
were recorded on the forms and returned. It was concluded 
that this approach was unrealistic, and the workshop strategy 
was initiated to meet the objectives of both tasks. 

PROBLEM INTERFACES WITH TRANZ 

With given data on the job and roadway environment (con­
dition descriptions), various options for traffic management 
are available. Any option will use information obtained from 
a series of appropriate analyses. TRANZ focuses on the traffic 
controls of the affected facility, but additional considerations 
are usually relevant. For example, the design of transit schemes 
for diverting traffic is not included in TRANZ. However, 
TRANZ does interface with detour considerations and con­
struction work-hour choices. These three strategies reduce 
overall traffic on the facility during reconstruction. Given the 
final demand estimate and the condition descriptions that 
have been prepared exogenous to TRANZ, the system then 
defines the appropriate traffic control plan, aids in the eval­
uation of the adequacy of any proposed detour, and calls the 
QUEWZ program (7) to compute delay on the facility. If any 
components of the traffic management plan are inadequate, 
the analyst must go back and alter the demand plans to arrive 
at an acceptable plan. Once an acceptable strategy or traffic 
management plan is formulated, the safety of the traffic flow 
through the work zone should be evaluated. The capability 
to assess safety does not exist in the current TRANZ, but a 
simulation model similar to the QUEWZ program could be 
coupled with it to perform this task. 
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EVALUATION WORKSHOP 

Eight transportation engineers from different divisions of 
VDOT were invited to attend a workshop for validating 
TRANZ. Five representatives from the traffic engineering, 
location and design,and construction divisions and three rep­
resentatives from the district engineers offices participated. 
The Richmond Division Office of FHW A was also repre­
sented. 

Before the workshop, copies of a notebook and a TRANZ 
disk were sent to the attendees . They were to familiarize 
themselves with TRANZ and the issues to be addressed. The 
attendees were requested to document applications (as in Task 
2) for discussion at the meeting. 

The results of the workshop were first stated in terms of 
both comments received and in terms of specific tasks that 
rendered a validated version of TRANZ. 

General Comments 

1. "The TRANZ expert system should be a very beneficial 
tool for engineers dealing with the development of traffic 
control plans ... it should not replace the important aspect 
of engineering judgment and the knowledge and experience 
gained from the individuals who are responsible for the traffic 
control devices in the field. In other words, you should gen­
erally know what the answer will be before applying TRANZ." 
(This indicates a Jack of confidence in TRANZ in that it 
should be used only by experts themselves as a check on plans. 
This concern should be lessened as experience with TRANZ 
is gained.) 

2. "One ... use [of TRANZ] could be to allow students 
in a classroom situation to solve some problems using the 
manual and some using TRANZ, or a combination of the 
two. Feedback from the instructor could then be an asset in 
considering further upgrades ofTRANZ." (This is a necessary 
stage if TRANZ is to become a reliable tool.) 

3. "Once the existing logic is refined, field-tested, and 
the bugs worked out, one desirable feature for considera­
tion ... would be the inclusion of graphics in both the screen 
as well as printed output." (This could be accomplished with 
the integration of a laser disk with TRANZ.) 

4. "When the program is revised, it is recommended that 
the new software be provided to the districts for a further 
evaluation . This should be a good test for the system." 

5. "Traffic engineering and location and design strongly 
support the program and we will be glad to assist in any way 
to implement the project." 

These comments indicate that the attendees would not com­
pletely rely on TRANZ for controlling traffic in work zones. 
However, they also indicate a willingness and desire to work 
with TRANZ in the field and during instructional programs 
and thus to bring it along slowly while carefully validating it. 
These conclusions show the relatively long time needed to 
continue to validate and update an expert system until it cor­
rectly addresses a good majority of cases. 

TRANZ deals with a very complex and open-ended prob­
lem. It will require a Jong period of testing and revision before 
it becomes a complete knowledge system. This clearly re­
quires a continuing effort toward maintaining the expert sys-
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tern, which is not normal for software developed and used 
only at the state level; but it is the norm for many federally 
supported software packages such as HCM and NETSIM, 
which are distributed and supported through McTRANS. 
Maintenance of an open-ended software package such as 
TRANZ is much more critical and consumes many more re­
sources than maintenance for a conventional algorithmic pro­
gram. Accordingly, this issue must be addressed when a state 
DOT plans for the development of an expert system. 

Programming Modifications 

Specific recommendations for improvements in the overall 
program derived from applications of TRANZ to real prob­
lems by experts included the following: 

1. When the program was run, there was some uncertainty 
in selecting the option of whether or not the work crew was 
exposed to traffic. This operation should be given further 
explanation to ensure consistent application, preferably on 
the screen where the question is displayed. For example , "Does 
this mean before traffic control devices are installed?" or 
"Does this mean the crew will be working in the Jane(s) of 
travel?" 

2. Selecting Resurfacing and Shoulder Buildup as the type 
of operation on an Interstate resurfacing job does not give 
the desired level of work zone protection, but selecting Sta­
tionary Operation gave the desired result. The resurfacing 
option should be further explained so that the user will know 
up front when to select this option and precisely what it means. 

3. In certain situations, it is not clear if the recommended 
devices are alternatives or are to be used in conjunction with 
one another. For example, on an Interstate lane closure, Bar­
rier A, Temporary Concrete Parapet, Temporary Concrete 
Traffic Barrier Drums, and Temporary Asphalt Median all 
had a value of 9 on the output screen. Discussions at the 
workshop revealed that drums would be used in conjunction 
with the physical lane closure device but that a Type A device 
would not be used in conjunction with a Temporary Asphalt 
Median . Devices that are alternatives to one another should 
be clearly shown on the output . 

4. Several recommended signs were indicated only by the 
code in the manual such as W20-7 A or W4-2. It would be 
desirable to have a short verbal description with each 
recommendation. 

5. The inclusion of QUEWZ is a favorable option. Perhaps 
the TRANZ manual could include the title page and summary 
pages ii and iii from QUEWZ as information for the operator 
who is unfamiliar with its use. 

6. TRANZ should include quantities for the recommended 
traffic control devices. 

7. New accident data for different classes of roads are used 
by the department to replace the single bar graph listed in 
the Work Zone Safety Short course Notebook for run-off­
roadway accidents. Also, new values for different road sys­
tems by ADT levels are recommended to be used in the 
following formula: 

p= f• l*I 
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where 

p = expected number of run-off-the-road accidents, 
f = accident frequency factor, 
t = particular hazard time, and 
I = length of hazardous fixed object (mi) . 

These changes should be made in TRANZ. 
8. In the question-and-answer process of TRANZ, the fol­

lowing adjustments should be made: (a) define "Barrier A" 
in the answers as "concrete"; (b) define "Barrier B" in the 
answers as "guardrail"; (c) define terms "on travelway" and 
"off travel way," and ( d) "travel way" perhaps should read 
"edge of pavement. " 

These are the key statements made by the panel concerning 
changes that should be made to clarify the TRANZ question­
and-answer process . Appropriate corrections were made in 
the revised version of TRANZ. 

Errors in Recommendations of TRANZ 

TRANZ gave incorrect solutions to the following problems, 
according to the experts: 

1. Problem: Interstate facility, ADT = 20,300 vehicles per 
day (VPD), operating speed = 68 mph; ·replacing existing 
concrete pavement, 2-mi segments, four lanes, close one lane 
while work is under way in the adjacent lane. Solution: TRANZ 
provides different traffic control devices for the inside lane 
and outside lane . W APM 6-79 is used for the inside lane and 
WAPM 6-83 for the outside lane. In this problem, WAPM 
6-83 should have been used for both inside and outside lanes. 
The only difference should be the messages on the signs. The 
WAPM does not provide a typical drawing for both the inside 
and outside lanes for the same type of construction. In other 
words, if the typical drawing indicates the inside lane, then 
the same drawing would apply to the outside with word changes 
on the signs. 

2. Problem: Four-lane divided primary route, ADT 
= 40,000 VPD, operating speed = 35 mph; excavation of a 
10-ft vertical drop trench in the median 3 ft from the edge of 
pavement, 15 ft wide, and 30 ft long. Solution : TRANZ in­
dicates channelizing devices (Group 2 drums) as the solution. 
It appears that signing should also be included in this solution 
and in solutions to similar problems. 

3. Problem: Limited-access roadway; on travelway, re­
surface and shoulder build-up operation. Solution: The sign 
layout provided is wrong. It should be the same as for a 
mowing operation . 

4. Problem: Drop inlet existing in the median of a four­
lane limited-access roadway; 30-day work operation is sta­
tionary and off the travelway; work crew is not exposed to 
traffic ; operating speed = 55 mph; ADT = 37,500 VPD; 
hazard length = 0.3 mi. Solution: A minimum sign layout 
should be given that includes Roadwork Ahead and End 
Roadwork . 

5. Problem: Stationary work off the travelway is being 
conducted for 120 days on a four-lane limited-access highway; 
the work crew is exposed to traffic; operating speed = 65 
mph; ADT = 37,500 VPD. Solution: A barrier is specified 
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by TRANZ. A sign layout should also be displayed. Also, 
the distance from the traveled roadway should be considered. 
On some Interstates, this work could be within 25 ft of the 
traveled roadway. 

6. Problem: Stationary work off the travelway is being 
conducted for 120 days on a four-lane primary highway; the 
work crew is exposed to traffic; variable operating speed 
= 55 mph; ADT = 30,000 VPD. Solution: Same as Solution 
5 except on a primary highway. This work could be behind 
the ditch line but within 10 to 15 ft of the traveled roadway. 

7. Problem: A stationary operation between the travelway 
and ditch line is being conducted on a four-lane primary high­
way for 120 days; the work crew is exposed to traffic; 
operating speed = 55 mph; ADT = 30,000 VPD; median 
width = 50 ft. Solution: Distance from the roadway should 
be a factor. This work could be anywhere from 1to20 ft from 
the edge of the pavement. If it were 1 ft , lights would be 
needed. 

8. Problem: A stationary operation between the travelway 
and the ditch line is being conducted on a four-lane limited­
access highway for 120 days; the work crew is exposed to 
traffic; operating speed = 65 mph; ADT = 37,500 VPD. 
Solution: When work is on an Interstate or divided primary, 
the left shoulder also needs to be considered . The program 
now assumes everything is on the right. 

9. Problem: A stationary operation is being conducted off 
of the travelway on a four-lane Interstate highway for 120 
days; a nonremovable fixed object near the travelway exists 
for 2.5 mi; the work crew is not exposed to traffic; operating 
speed = 65 mph; ADT = 43,130 VPD. Solution: If a barrier 
is specified, there should be a minimum sign layout of Road 
Work Ahead and End of Roadwork. 

10. Problem: The work is a deck replacement on the inside 
lane of a four-lane limited-access highway; the work is to be 
done between 8:00 a .m. and 4:30 p.m. for4 months; the length 
of the work zone is 300 ft; the work crew is exposed to traffic; 
operating speed = 65 mph; ADT = 35,000 VPD. Solution: 
The solution provides devices that are alternatives to one 
another, but it does not indicate what they are. The temporary 
asphalt median recommended is not likely to be used on an 
Interstate highway. 

11. Problem: Resurfacing job on the travelway of the out­
side shoulder on a four-lane limited-access highway; the length 
of the work zone is 10,000 ft; the stationary work crew is 
exposed to traffic; the duration is 90 days; work is conducted 
between 8:00 a.m. and 4:30 p.m.; operating speed = 65 mph; 
ADT = 29,569 VPD; if barriers are used, access openings to 
the construction site will be used by work vehicles entering 
the main traffic flow. Solution: TRANZ provided an incorrect 
solution, according to the experts. The solution should include 
advanced construction signs, taper lane closure, drums or 
cones, 72-in. concrete barriers, and a flashing arrow. Selecting 
"stationary operation in the outside lane" gave the correct 
solution. 

12. Problem: A one-way deck operation on Route 60, which 
is a two-lane undivided primary highway, between 8:00 a.m. 
and 4:30 p.m . for 120 days; the length is 400 ft for a stationary 
operation where the work crew is exposed to traffic; no access 
through the barrier is required; gore areas are not present; 
operating speed = 55 mph; ADT = 3,255 VPD. Solution: 
TRANZ specified a flagger, but in the actual case reviewed , 
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a temporary traffic signal was used; the solution gave Barrier 
B as an option, but these are not used on a bridge deck. 

These changes resulting from the experts' use of TRANZ 
demonstrate how the basic prototype was expanded through 
testing. Specifically, the knowledge base was expanded by 
adding rules. Thus, this evaluation expanded and reexamined 
the knowledge acquisition process. A large rule base presents 
a complex set of possible outcomes based on the application 
of relevant rules. Incorrect recommendations are expected 
from prototype systems. The strategy used here can quickly 
expand the set of problems that a system addresses by way 
of direct expert input. 

QUALIFICATIONS 

At this time, TRANZ can be recommended as either a check 
on a plan for work zone traffic control in Virginia or as a first 
formulation of such a plan. If it is used as a first formulation, 
experienced engineers should continue to verify the recom­
mendations from TRANZ until the user community is com­
fortable with the accuracy ofTRANZ. In either case, TRANZ 
should replace at least one expert in the process and provide 
savings in time and costs. TRANZ can be used in short courses 
or as a pseudotutor for individuals who wish to become fa­
miliar with Virginia's WAPM. Because the WAPM's prob­
lems and solutions have been validated for TRANZ, it can 
help novices in learning to use it or substitute for it. 

Since the purpose of the project from which TRANZ was 
developed was to demonstrate expert system applications in 
transportation engineering, the completion of TRANZ as a 
validated professional tool was beyond the scope of the effort. 
The present version of TRANZ meets the study objective by 
providing a case study that demonstrates 

1. The development of an expert system, which incorpo­
rates standard engineering procedures with expert judgments 
and interpretations; 

2. The programming complexities of combining rules, cal­
culations,and external programs in a complete decision sup­
port system; 

3. The need to identify the role of the expert system in a 
broad system decision framework (i.e., its interaction with 
other decisions and the assumptions governing the scope of 
the system); 

4. The identification of inappropriate (voluntary) and ap­
propriate (controlled) validation procedures; and 

5. The identification of the continuing maintenance and 
support requirements necessary for an expert system to re­
main relevant. 

CONCLUSIONS AND RECOMMENDATIONS 

The results of this study reveal that a complex expert system 
must be patiently developed until it behaves as an "educated 
expert." The evaluation ofTRANZ revealed that it is difficult 
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to quickly develop a system that will accurately handle all 
possible permutations of a problem. 

Widespread distribution of a prototype expert system with 
a request that users validate it resulted in little feedback.This 
pointed to the need for a structured validation process. 

This case indicates that the application of a prototype expert 
system, rather than completely solving a problem, may ac­
tually show a need to expand the scope of the decision prob­
lem. Accordingly, the system design can be expanded to in­
terface with complementary decisions . In this case, traffic 
control strategies are seen to be related to other traffic man­
agement strategies including detours, work-hour choices, and 
transit diversions . 

Finally, an evaluation workshop should be seriously con­
sidered in the evaluation of any expert system. The workshop 
led to an expanded knowledge base rather than to corrections 
of TRANZ's logic. Accordingly, the validation process must 
focus on both the accuracy and the completeness of the expert 
system. 

Overall, the effort in validation of an expert system that 
was discussed herein prompted the following summary rec­
ommendations for agency policy regarding expert system val­
idations in the future . 

1. Personnel and resources need to be budgeted for 3 to 4 
years beyond the development of a prototype to continue to 
evaluate, support, and update the system. 

2. Once a focused prototype is developed, it must be slowly 
modified; it cannot be accelerated. 

3. The validation process should use the workshop as a 
focus to establish a core group of supporters to continue to 
work with the developer to apply the system and include it 
in appropriate training programs. 
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Model for Optimum Deployment of 
Emergency Repair Trucks: 
Application in Electric Utility Industry 

K. G. ZocRAFos, C. DouucERrs, AND L. CHAoxr 

The uninterrupted supply of electricity is an important criterion 
for measuring the quality of service in the electric utility industry. 
An effective method for reducing service unavailability is to re­
duce the response time of emergency repair trucks (ERTs). An 
integrated methodological framework for the optimum deploy­
ment of ERTs is presented. The proposed methodology is based 
on an iterative procedure that involves the partition of a given 
geographical area into service territories and the subsequent sim­
ulation of the emergency repair operations within each service 
territory. A real-world problem is used to demonstrate the ap­
plicability of the proposed methodology. The results of the case 
study suggest that increasing the number of available ERTs from 
one to two decreases the response time by 64 percent, whereas 
an increase from two to three can provide only an additional 8 
percent reduction. The reduction is mainly attributed to reduced 
dispatch time. Another significant observation is the fact that 
during heavy load, the nearest-neighbor dispatching policy pro­
vides better performance than the first-come, first-served policy. 
The proposed model is used by an electric utility company as a 
tool for determining the required number of ERTs and their 
service territories in such a way as to achieve predetermined 
service unavailability objectives. 

Managers of emergency repair operations in electric utility 
companies frequently face decisions related to the optimum 
deployment of their emergency repair fleets. The major ob­
jective of emergency repair operations is that of minimizing 
service unavailability (1,2). Service unavailability can be de­
creased by reducing (a) the frequency of power interruptions, 
(b) the number of customers affected per interruption, and 
(c) the duration of the interruption. The first two approaches 
are related to the design properties and maintenance policies 
of the power distribution network. The third approach relates 
to the deployment of emergency repair trucks (ERTs) . 

This paper is motivated by the problem of deploying the 
ERTs of a large utility company. The main focus is the re­
duction of the duration of electric power interruptions through 
the optimum deployment of ERTs. In particular, this paper 
will address the issue of determining the optimum number of 
ERTs and their service territories in such a way as to achieve 
a predetermined threshold value of power restoration time, 
balance the workload of ERTs, and provide uniform level of 
service to customers. 

K. G. Zografos, Department of Civil and Architectural Engineering, 
University of Miami, Coral Gables, Fla. 33124. C. Douligeris , De­
partment of Electrical and Computer Engineering, University of Miami, 
Coral Gables, Fla. 33124. L. Chaoxi, Transportation Laboratory, 
University of Miami, Coral Gables, Fla. 33124. 

PROPERTIES AND CHARACTERISTICS OF 
ERT DEPLOYMENT PROBLEM 

The properties and characteristics of the ERT deployment 
problem reflect the operations of a large electric utility com­
pany. This utility provided to us data covering its ERT de­
ployment operations from July 1, 1988, to July 1, 1989. Al­
though the particular values of the data represent the operating 
characteristics of this company, the general emerging patterns 
are typical of the emergency repair operations of any large 
utility company in the United States (3). 

The demand for emergency repair services is created from 
incidents causing power interruptions that occur randomly in 
time and space. When a power interruption occurs, one or 
more customers calls a service center to report service una­
vailability. On the basis of the customers' calls, a work order 
(ticket) is created by a computerized system, in this appli­
cation called Trouble Call Management System (TCMS) . This 
ticket is assigned to an emergency repair truck for further 
investigation and repair. The ERTs are mobile servers and 
at the time of dispatch can be located anywhere in a designated 
repair district. 

The time elapsed between the arrival of a service call and 
the power restoration is called service restoration time (SRT). 
For analysis purposes the SRT is divided into the following 
components: ticket creation time (T0), dispatch (T1), travel 
time (T2), and repair time (T3). 

T0 is equal to the time interval between the placement of 
the call and the generation of the ticket. T0 is controlled by 
the TCMS and is almost constant with an average value of 
about 10 min. T0 does not depend on the spatial and temporal 
distribution of calls (3,4). 

T, is equal to the elapsed time between the creation of a 
ticket and the assignment of the ticket to the first available 
ERT. T, depends on the workload assigned to each ERT. 

T2 is defined as the elapsed time between the ticket as­
signment and the arrival of the ERT at the scene of the in­
cident. T2 is a function of the shape and the size of the service 
area and the travel speed of the ERT (3 ,5). 

T3 is defined as the time interval between an ERT's arrival 
at the scene of the incident and the power restoration. The 
duration of the repair time depends on the type of incident, 
that is, severity of the problem, type of failing equipment, 
day versus night repair, adverse versus favorable weather con­
ditions, and the training and expertise of the repair personnel 
(3). 
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The proposed model will consider the reduction of the du­
ration of power interruptions by studying the effect of redis­
tricting and ERT deployment policies on the reduction of T 1 

and T2 • 

In its general form, the ERT deployment problem can be 
defined as follows: 

Given the temporal, spatial, and priority distribution of 
power interruptions, define the number, area of respon­
sibility location, and dispatching policy of emergency re­
pair trucks so as to achieve a set of predetermined service 
objectives. 

PREVIOUS RELATED WORK 

The deployment of ERTs falls into a general category of 
dynamic vehicle routing problems that possess the following 
characteristics: 

• Probabilistic demand over time and space, 
• Probabilistic distribution of service times, 
•Mobile servers, and 
•Minimization of total system time (waiting, travel, and 

service time). 

The problem of the optimum deployment of emergency 
response units has been extensively covered in the literature. 
Particular emphasis has been paid to the allocation and dis­
patching of police patrol units, fire engines, and ambulances 
in an urban environment (5 ,6). 

Common to all these problems is the fact that demands vary 
stochastically, both temporally and spatially. Several methods 
have been used for solving this problem. We can categorize 
the models as queueing, travel time, geometric, and simula· 
tion models (7). 

Queueing models have been developed to determine the 
number of units required to be on duty in order to achieve a 
threshold value of dispatch delay. In queueing models, calls 
for an emergency unit arriving at a service center are placed 
in queue and served on a first-come, first-served basis, or 
according to a priority system , or in more complex models 
according to the dispatching policy at hand-an example of 
which is a model's considering a minimum and a maximum 
number of units required to serve a specific call (8,9). Although 
these models provide a clear insight in the queueing phenom­
ena of spatially distributed servers, they cannot be applied to 
solve the previously defined ERT deployment problem, be­
cause they assume predetermined districts and they require 
multiple-server dispatching and preventive patrolling. 

Travel time models are more appropriate when the degree 
of congestion in the system is low and the travel time domi­
nates the system response time (7). In the development of 
travel time models, the fact that units travel from a depot or 
from a place in the district to the place where they are needed 
is taken into account. In particular, the geography of the area, 
the travel speeds in the appropriate directions, and the lo­
cation of the units are considered (10,11) . Although these 
formulations are closely related to the ERT deployment prob­
lem, they cannot be applied directly for its solution, because 
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they are limited by their first-come, first-served dispatching 
policy and the requirement that servers return to their depots 
after servicing the incident. 

In geometric models the spatial distribution of the calls 
combined with the location of the units and the corresponding 
traveling speeds is taken into account to validate the empirical 
data (12 ,13). These models are not dynamic and stochastic in 
their formulation. 

Simulation models have been used to study the effect of 
proposed administrative, organizational, and technological 
changes on the performance of emergency response systems. 
In simulation models a more realistic picture of the events 
that take place can be achieved since many factors can be 
taken into account and their effect on the performance of the 
system can be studied (6). Existing simulation models are 
problem-specific, and none of them has been developed in 
the context of emergency services in the electric utility 
industry. 

A variety of objectives has been proposed for the optimum 
deployment of emergency service restoration units. Minimi­
zation of response time, equal workload for all units, uniform 
performance in all service territories, and minimum average 
delay have been used to evaluate the performance of various 
emergency response systems (7). 

Essential to the optimal allocation of the emergency units 
is a districting method that considers the distribution of the 
calls for service in time and space (15). 

The location of mobile servers within a service area is also 
a problem related to the design of emergency response sys­
tems. The location of the server affects its response time, 
which is the dominant component of the total system time 
under light workload conditions (3 ,14). Location models for 
the deployment of emergency vehicles have been proposed 
by Charnes and Storbeck (16), Daskin and Stern (17), To­
regas et al. (18), and Brandeau et al. (19). These models deal 
only with the travel time aspects of the emergency response 
system, assuming that a service unit is always available to 
respond to a call in its area of responsibility. Location models 
considering the queueing aspects of emergency response sys­
tems have also been proposed in the literature (20,21). 

Most of the existing models have been motivated by ap­
plications that have substantial organizational, operational , 
and technical differences from the emergency repair operation 
of electric utility companies. For instance, in the electric utility 
industry environment there is no preventive patrolling as in 
police operations (8,9), there is no multiple-vehicle dispatch­
ing as in fire and police operations (5), and the service unit 
does not necessarily return to its home base after an incident 
as in medical emergency systems and fire protection opera­
tions (12) . 

These differences preclude the wholesale application of ex­
isting emergency response models to the electric utility service 
restoration operations (22) . Therefore, a model that reflects 
the service restoration operations of electric utility companies 
should be developed. 

PROPOSED METHODOLOGICAL FRAMEWORK 

The problem of the optimum deployment of ERTs is a com­
plex resource allocation problem that presents serious ana-
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lytical difficulties for its solution. For methodological reasons 
the problem can be decomposed into two interrelated nested 
subproblems: designating response areas (districting) and de­
termining the number of ERTs required to be on duty in each 
district per shift. 

Given the complexity and magnitude of real-world prob­
lems-large and dispersed geographical areas and the tem­
poral, spatial, and priority distribution of calls-it is not pos­
sible to develop an exact optimization algorithm for the service 
restoration problem. Therefore, an iterative procedure com­
bining optimization and computer simulation is proposed as 
a solution. The basic modules and the logic of the proposed 
method are shown in Figure 1. 

The inputs of the proposed procedure are (a) the arrival 
rate of repair calls, (b) the travel time between geographic 
entities (atoms) of the study area, and (c) the number of ER Ts 
that should be available per shift (N). 

The initial module of the proposed methodology involves 
the solution of the districting problem. The objective of the 
districting problem is to partition the area under study into 
areas of primary responsibility, that is, service areas, so as to 
achieve some level or combination of levels of service. Anal­
ysis of the existing operations (22) led to the conclusion that 

N=N+l 

NO 

EXISTING DATA 

ARRIVAL RATES 

TRAVEL TIME FILES 

N = [ N<JJ +I 

OLVE THE DISTRICTING 

PROBLEM 

HOMOGENEOUS AREA. 

WEIGHTED TRAVEL 
TIME 

IN EACH SERVICE 
TERRITORY 

SIMULATE 
DIFFERENT 
POLICIES 

STOP 

FIGURE I Proposed solution approach. 
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the entire area should be partitioned into homogeneous ser­
vice areas according to work load of the ERTs and area cov­
ered by each unit. The basic assumption behind the consid­
eration of such criteria is that service areas with "similar" 
characteristics should have similar performance. 

After the solution of the districting problem, the method 
proceeds by simulating the service restoration operations in 
each of the generated service areas. At this stage, a compar­
ison of the performance of the service restoration operations 
is performed by comparing the simulated values with prees­
tablished target values. If the performance of the system is 
not satisfactory, the number of ERTs (N) is increased by one 
and the entire process is repeated. The process stops when 
the preestablished threshold values are achieved. 

Model for Designing Emergency Repair Districts 

In its general form, the districting problem can be expressed 
as follows: 

Given an area consisting of a number of elementary spa­
tial units (atoms) with a given level of activity, determine 
nonoverlapping contiguous clusters of atoms (districts) 
that "optimize" a set of objectives. 

The districting problem has been used extensively in 
the literature in order to design political districts (15 ,23 ,24), 
school districts (25-27), residential refuse collection dis­
tricts (28), sales territories (29, p.469; 30,31), and in­
spection and repair territories (32 ,33). 

Two basic approaches have been used for the solution 
of the districting problem: implicit enumeration and heu­
ristic algorithms. The first approach formulates the dis­
tricting problem as a 0-1 optimization problem and uses 
an implicit enumeration technique for its solution (15). 
This method involves two stages: the generation of fea­
sible districts and the selection of the optimum districting 
pattern. Although this method is mathematically rigor­
ous, its computational burden is very high. The second 
approach has been suggested in the literature for the 
solution of large-scale districting problems (22 ,32 ,34). 
This approach is based on a generalized formulation of 
the transportation problem. 

A modification of the latter approach is used for the 
mathematical formulation of the emergency repair dis­
tricting problem. The following notation should be in­
troduced before the mathematical presentation of the 
model: 

N = number of centers or service territories; 
M = number of atoms; 

I = set of service territories 1 = {1,2, .. . ,N}; 
J = set of all atoms J = {1,2 ... ,M}; 

X,i = workload of the }th atom assigned to the ith center; 
t;i separation (travel time) of service territory center 

(i) from the center of atom}; 
Ai area of atom}; 

AT, area of service territory i; 
A average area of a service territory; 
Pi = workload of atom}; 



Zografos el al. 

PT1 = workload of service territory i; 
P = average workload of a service territory; 
X.i = number of calls originating at atom j; 
Si = average repair time of calls originating at atom j; 
a 1 = maximum allowable percentage deviation of work-

load of a service territory from the average service 
territory workload P, 0 5 a 1 5 1; 

a 2 = maximum allowable percentage deviation of the area 
of service territory from the average area of a ser­
vice territory A, 0 5 a 2 5 1; and 

m ii = M 0 (very large number) if atom j belongs to an 
enclave and service territory i is not the neighboring 
area of the enclave , and 1 otherwise. 

Since the following relations hold, 

PT1 = LX1; 
j E J 

- ~ PT1 
P = L.J -

1= 1 N 

M x . 
AT= LA__!!_ 

' j=l I pi 

- ~ AT1 A = L.J-
1= 1 N 

the mathematical expression of the model can be written as 
follows: 

Minimize 

F =LL X;/ii (1) 
iEI j E J 

Such that 

jEJ (2) 

(1 ai)°'P 5 L X 1; 5 (1 + aSP i EI (3) 
j EJ 

(1 - a 2)A $ A T1 $ (1 + a 2)A i E I (4) 

(5) 

The districting module uses a static and aggregate measure 
of workload and assumes that this workload is concentrated 
at the centroid of each atom. The shortest travel time t,1 is 
used as a separation measure between the center of a service 
territory i and the center of an atom j. The demand of an 
atom is calculated as the product of the number of repair calls 
X.; and the average repair time of each call. 

Equation 1 is the objective function of the model, and it 
expresses the minimization of the weighted travel time . Equa­
tion 2 requires that the summation of the demand originated 
from an atom j and assigned to all centers i is equal to the 
total demand generated at atom j . Equation 3 suggests that 
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the total workload assigned to each center should be within 
a given threshold value (a1 percent) from the average work­
load of the entire region. Equation 4 requires that the size of 
each service territory should be within a given threshold value 
(a2 percent) from the average. Finally, Equation 5 gives the 
nonnegativity requirements for the workload. 

The solution of the problem described by Equations 1 through 
5 provides the assignment of atoms to the center of each 
territory. At this point it should be noted that the territories 
generated by the solution of Problems 1 through 5 are based 
on the initial selection of the centers. A heuristic iterative 
algorithm based on the procedures proposed by Maranzana 
(34) is used for the solution of the problems. This algorithm 
is summarized as follows: 

Step I 

Determine the number of required service territories (N) . If 
this is the initial iteration of the algorithm, then (N) is de­
termined through the minimum number of required service 
territories (Nd,) corresponding to service day (d) and shift (s) . 
Otherwise, the number (N) used in the previous iteration of 
the algorithm is increased by one (i .e ., N = N + 1) . 

Step 2 

Select an initial set of N atoms to be the centers of the N 
service areas. 

Step 3 

Use the formulation of the linear program 1-5 to find as­
signments of atoms to service territory centers . An atom may 
be split into more than one part, and each part may be as­
signed to a different service territory. 

Step 4 

Within each service territory that results from Step 3, find 
the center that minimizes the weighted travel cost. The fol­
lowing formulas can be used to determine a possible initial 
set of coordinates of the adjusted centers (:X1, yJ (note that 
(x;0 r, yj<1) is the reference point for calculations of distances 
in service territory i): 

(6) 

(7) 

Given the fact that the (:X1, y;) coordinates calculated by Equa­
tions 6 and 7 are optimum for the Euclidean distance metric 
and not for the Manhattan metric (movement is only allowed 
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on the x- and y-axes) used here for the calculation of the 
travel matrix, a search procedure is employed to determine 
the optimum location of the centers for the next iteration of 
the algorithm (35). The search procedure starts from the best 
between the previous center and (:X;, }i;) and stops when no 
better center can be found (22). 

Step 5 

Check if there is an enclave. If an enclave exists solve Problem 
2-5 with the following objective function: 

Minimize 

(1 ') 

and go to Step 3. If an enclave does not exist, go to Step 6. 

Step 6 

For each service territory center i, check if the summation of 
the difference of the x- and y-coordinates between two suc­
cessive iterations differs more than a small value E 1 and the 
positions of all the centers between two successive iterations 
differs more than a small value 1:2 • If yes: go to Step 3, other­
wise stop. 

Apparently, Steps 1 through 6 describe a heuristic algo­
rithm, since the centers of the districts are not known in 
advance. A FORTRAN code has been written for the im­
plementation of the described algorithm (22). The code uses 
the IMSL library for the solution of the linear program 1-5 
in Step 3. 

After the districting problem has been solved for a given 
number of service areas, the performance of the emergency re­
pair operations within each generated district is evaluated using 
the simulation procedure described in the next subsection. 

Simulation of Emergency Repair Operations 

The proposed simulation module simulates the emergency 
repair operations within any service territory designed by the 
districting model. After the calls have been generated, the 
ERTs are dispatched to the locations of the incidents. At this 
stage of the simulation module, each truck can serve only its 
own territory, and there is no interdispatching allowed be­
tween truck areas. Even though this might appear to be a 
constraint, it has the main benefit of the truck driver's fa­
miliarity with the underlying transportation network and fail­
ing equipment that results in reduced travel and repair times. 

Two alternative dispatching policies are simulated by this 
module . The first policy uses a first-come, first-served dis­
patching rule, and the second policy uses a nearest-neighbor 
(NN) dispatching rule. 

CASE STUDY 

A case study related to the emergency repair operations of a 
large electric utility company is presented to demonstrate the 

TRANSPORTATION RESEARCH RECORD 1358 

applicability of the proposed methodology . The service area 
of the case study covers a geographic area of approximately 
65 mi2 • Workload data for the area under consideration were 
obtained from the TCMS data base for a 1-year period and 
for the operations of the second shift (3:00 p.m .-11:00 p.m.). 
Atoms having an area of 1 mi2 were used as the unit of analysis. 

Given the Manhattan-like structure of the underlying trans­
portation network, the Manhattan metric was used to cal­
culate the distances between points of interest in the study 
area. Travel speed data were obtained through personal in­
terviews with ERT operators. 

The proposed methodological framework was applied to 
evaluate the performance of the emergency repair operations 
for three numbers of ERTs and two dispatching policies. 

Concerning the balancing of the workload and area, values 
of tl'. 1 = 0.10 and a 2 = 0.20 were used. Complete balancing 
of area and workload is almost always impossible . Tighter 
balancing of the area frequently leads to enclaves and irregular 
shapes of the service territories. 

The results of the case study are presented in graphical 
form in Figures 2 and 3 for two and three ERTs, respectively. 
Figure 4 shows the existing partition of the study area for 
N = 3. Each square of the background grid is 1 mi2 . The 
numbers in the axes relate to the longitude and latitude values 
of the atoms as they are used by the company under study. 
When a single ERT was considered, the entire area consti­
tuted the service territory. 

The actual percentage deviation from the average workload 
and area and the associated workload and area for each sce­
nario and the existing partitioning are summarized in Table 
1. The improvements compared with the existing partition 
can also be seen. 

The results of the districting scenario were used as inputs 
to the simulation module (i.e., the polygons describing each 
service territory). Two alternative dispatching policies were 
simulated for the three districting scenarios and the current 
configuration. Four hundred days of operation were simulated 
for each scenario. The results of these simulations are shown 
in Figures 5 and 6. 

CONCLUDING REMARKS 

An integrated methodological framework for the optimum 
deployment of emergency repair fleets in the electric utility 

70 

69 

68 

67 

66 

65 

64 

63 

62 

61 

l 
I 

r1-1 / -
v (/ 

66 67 68 69 70 71 72 73 74 75 76 77 78 79 

FIGURE 2 Service territories for two ERTs. 



Zografos er al. 

70 

69 

68 

67 

66 

65 

64 

63 

62 

61 

~ 

I 

I 
rµ / >---

v (/ 

66 67 68 69 70 71 72 73 74 75 76 77 78 79 

FIGURE 3 Service territories for three ERTs. 

70 

69 

68 

67 

66 

65 

64 

63 

62 

61 

I 
I 

f 1--1 

v 
/ 

,.....__ 

(/ 

66 67 68 69 70 71 72 73 74 75 76 77 78 79 

FIGURE 4 Existing service territories. 

TABLE I Results of Districting 
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FIGURE 5 Results of simulation by first-come, first-served 
policy. 
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industry has been presented. The proposed model takes into 
account the structural, operational, and technical character­
istics of the emergency repair services of the electric utility 
industry and expands on work done in the area of emergency 
response operations. 

A real-world case study was used to illustrate the appli­
cability of the proposed methodology. The results of the case 
study suggest that the service restoration time relies heavily 
on the number of available ERTs. A decrease in service res­
toration time of about 64 percent was observed when the 
number of ERTs was increased from one to two. The decrease 
was substantial but not as significant when the number of 
ERTs was increased from two to three . Therefore , the mar­
ginal benefit of adding more servers diminishes after the sec­
ond server. Most of the reduction observed in the service 
restoration time was due to the reduction of the dispatch time 
component. 

Another interesting observation of the derived results is the 
difference in the performance of the ERTs between the two 
dispatching policies. In particular, under heavy workload (see 
Figures 5 and 6 for N = 1) the nearest-neighbor policy yields 
better performance of the system in terms of service resto­
ration time than the first-come, first-served policy. This result 
is in agreement with recent analytical results dealing with the 
solution of the dynamic traveling repairman problem with 
rectangle service territories and uniform load distribution (14). 
Under light load (sec Figures 5 and 6 for N = 2 and N = 3) 
the differences are not substantial. 

The comparison of the existing partition with the proposed 
partition for N = 3 shows more balance in terms of area and 
workload partition. The generation of more homogeneous in 
terms of workload and area of responsibility truck areas has 
resulted in better system performance without increasing the 
number of required servers. The proposed partition results 
in a reduction of 2.5 min in the response time, which is at­
tributed to the reduction of the average travel time due to 
the balancing of the areas and the consequent reduction of 
the dispatch time. Better improvements than the reported 
ones will be observed during periods of high demand since 
this is the time queues build up and balancing the workload 
has a profound impact on the performance of the system. This 
balancing also contributes to better working relationships be­
tween the truck operators and provides better response times 
especially under heavy load conditions. 
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With regards to the models implementation we can say that 
the proposed model provided the utility company with a tool 
for the efficient deployment of the fleet of service restoration 
trucks. Given the fact that the designation of service territories 
is a strategic decision for the utility companies that is estab­
lished for a period of at least 5 years, computational require­
ments of the problem are not a burden for its use and imple­
mentation. Stated otherwise, designating the service restoration 
territories does not require real-time decision making and 
consequently the computational requirements of the district­
ing model do not make the application of the model imprac­
tical. As a final note we would like to point out that during 
the final implementation of the proposed methodology, the 
results provided by the districting model were slightly mod­
ified with the help of the system operators to produce shapes 
of districts that reflect the real world operational conditions 
and constraints. 
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MARK R. McCoRD, OscAR FRANZESE, AND XIAO DuAN SuN 

Multiattribute utility theory il u ed to investigate a upplier s 
value of offering aeromedica l service. U ing joint probability 
function over net revenue , publicity and medical benefit di­
mensions to capture the operating performance of the service and 
a multiattribute utility function with random parameters to cap­
ture the supplier' preferences, it is round thar providing service 
is preferred 10 shuning down the pro~ram for all of _the 1 00 e ts 
of utility paramete rs generated. Using the analysis developed, 
however , it i evident that no one dimension is sufficient to jusrify 
service when the cost of providing the service is considered. The 
revenue dimension come closest, but the roughly 50 percent 
chance of suffering fin ancial losses and the strong aversion to 
these losses lead to the conclu ion that revenues alone are not 
sufficient to continue operation . When u ·ing the analysis to I ok 
at pairs of dimensions, it appear that the revenue-medical benefit 
pair is sufficient to justify service for fewer ~h.an h~lf of ~he ! ,000 
set · of utility parameter and that the pubhClly d1me11 ion 1s ex· 
tremely imporrant in motivating the upplier to provide ervice. 
The results are interpreted 10 form a working bypothesi that 
suppliers must either beUeve thar flying ernerg~ncy mis~ions pro­
vides important publ icity value to the ponsonng ho pt!als or be 
ensured of better financial security if they are to continue to 
provide thi emergency medical ervice. 

The number of aeromedical programs has been increasing 
since after the Korean War; in 1989 there were 200 programs 
in the United States (I) . Aeromedical programs receive re­
quests for immediate service, and aircraft fly medical crews 
from bases (usually hospitals or airports) to patients at acci­
dent scenes or, more frequently, at outlying hospitals with 
inadequate medical facilities. The patients are then secured 
in the aircraft and flown to hospitals in larger cities. Emer­
gency care is provided by the medical flight team on the return 
flight , and speed in reaching the patients and flying them to 
the destination hospital is critical. 

According to a recent study, Columbus, Ohio, ranked in 
the top five U .S. cities in terms of numbers of requests for 
emergency aeromedical service (2, p.12). Two helicopter-based 
programs serve this area: Skymed, which is a consortium of 
the Ohio State University hospitals and Children's Hospital 
In Columbus, and Lifeflight, an older program based at Grant 
Hospital in Columbus. These programs simultaneously com­
pete and cooperate. They compete for "discretionary" pa­
tients who will be flown to the university hospitals if Skymed 
transports them and to Grant Hospital if Lifeflight transports 
them. In times when hospitals are competing for patients to 
generate the associated revenues , having access to these dis­
cretionary patients is thought to be important. The programs 
cooperate in that some patients must go to specific hospitals 

Civil Engineering Department , Ohio State University, 2070 Neil 
Avenue, Columbus, Ohio 43210. 

(e .g., burn patients are treated almost exclusively at university 
hospitals), and the program contacted first will transport such 
patients to the necessary hospital, even if it is the sponsoring 
hospital of the other program. In return, the transporting 
program receives only the flight revenues collected, which are 
generally small compared with the net inpatient revenue . The 
environment is also cooperative in that if one program re­
ceives a request that it cannot serve because its helicopters 
are flying other missions , it turns the request over to the 
competing program. 

The authors have presented a multiobjective analysis de­
signed to help the director of Skymed determine the desira­
bility of leasing additional helicopters to expand the fleet size 
of his program (3) . Currently, Skymed operates one helicop­
ter 24 hr/day . The results of the analysis, which was based on 
multiattribute utility theory ( 4-6), showed that expansion of 
fleet size was warranted, according to the primary dimensions 
of performance supplied: net revenues, publicity to the spon­
soring hospitals, and medical benefits. Some novel features 
developed there showed, however, that the increased value 
associated with these performance dimensions was small enough 
that Jess technical aspects might govern the ultimate decision , 
and we could not argue strongly for expansion from one full­
time helicopter. 

In this paper, we look more closely at the individual per­
formance dimensions in the context of deciding whether to 
supply aeromedical service or not. Later, it is shown that the 
probability distributions over the multicommodity bundles of 
revenues, publicity, and medical benefits are such that existing 
service is preferred to the distribution associated with shutting 
down the program. Then it is asked whether any one of the 
dimensions taken by itself is enough to offset the costs as­
sociated with supplying service; the answer is no. It is seen 
that, although the medical benefits are considered important, 
neither the medical-revenue pair nor the medical-publicity 
pair can justify service when the costs of producing these 
benefits are considered. The implication is that cost recovery 
and publicity are critical to providing service. 

To make the exposition easier, we shall sometimes talk 
about the results as if they are general, but we recognize that 
they are based on one helicopter program. They are also based 
on the preferences of one individual (the executive director) , 
who, in a slightly different application, was faced with pre­
paring an analysis for the true decision makers of the problem. 
Nevertheless , as we shall argue, these results can serve as a 
benchmark for, if not a representative sample of, the industry , 
and we discuss the implications of our findings there. Before 
presenting the new study, however, we review the data on 
which it is based. 
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EVALUATION MODEL 

The evaluation model is the expected utility model (3,4,6, 7). 
In this procedure the analyst first determines a multiattribute 
vector Y = (Y,, Y2 , • .. , Y,.) of the important measures or 
outcomes by which the alternatives are to be evaluated. A 
utility function U(Y) is constructed which maps Y-vectors into 
real numbers between 0 and 1 representing preferences on 
an interval scale . Then, each alternative Xi is mapped into a 
probability mass function P(Y/Xi). (Although using contin­
uous probability density functions is completely analogous, 
we use a discrete approximation to these functions to simplify 
exposition.) This gives the probabilities that the different com­
binations of Y-vectors will result if alternative Xi is imple­
mented. Valuation , then, is over the probability distribution 
P(Y!Xi), and the axioms of the theory imply that the distri­
bution should be valued according to the mathematical ex­
pectation of the utilities of the attribute vectors. Letting EU, 
represent this expected utility valuation associated with al­
ternative Xi, we have 

EU, = 2: p[Y(j)/Xi] * U[Y(j)] (1) 
all j 

where the sum is taken over all possible attribute vectors j, 
given that alternative Xi is implemented, and p[Y(j)/Xi] is 
the probability that vector Y(j) obtains when Xi is imple­
mented. This approach is arguably the most popular for multi­
attribute evaluation when uncertainties are present because 
of the behaviorally appealing assumptions on which it is based, 
the consistency with the assumptions of the methods designed 
to obtain probability and utility functions, and the use of 
performing the expectation operation in Equation 1 and de­
termining the functions ( 4-7). 

The attribute vector Y was determined, and the probability 
distributions P(Y/X) and utility functions U(Y) were esti­
mated for a study to assist Skymed in evaluating the desira­
bility of adding helicopters to its fleet (3). We will briefly 
review the aspects that will be needed for the present study. 

Attribute Vector 

We had several discussions with the executive director of 
Skymed and reviewed the aeromedical literature over the 
course of several months while defining the problem and de­
veloping analytical models. During this time we iterated sev­
eral times on the definition of our attribute vector Y . We 
eventually decided that although there were other consider­
ations to the problem of deciding whether to add helicopters 
to the fleet (such as public perceptions and availability of 
funds in hospital programs), aeromedical operations primarily 
offer three types of benefit: (a) they produce revenues, from 
the flight charges and from the inpatient bills collected after 
treating a patient flown to the sponsoring hospital; (b) they 
offer publicity to the sponsoring hospital, which is important 
in times when there are empty beds and hospitals compete 
for patients; and (c) they provide medical benefits to the 
public by saving lives and decreasing morbidity. We also had 
to acknowledge that, since Lifeflight offers service in the area 
and since certain types of patients (e.g., burn patients) are 
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flown to university hospitals even if Lifeflight transports them, 
some of the inpatient revenues associated with missions flown 
by Skymed would have been collected even if Skymed did 
not exist. Similarly, some of the medical benefits achieved by 
Skymed's transporting a patient would be achieved if Skymed 
shut down and the patients could be flown by Lifeflight. We 
handled these considerations by defining these attributes as 
the extra levels offered, where "extra" was taken to mean 
the amount of the attribute that would be generated if Skymed 
were to operate with a given number of helicopters in its fleet , 
minus that which would be generated if Skymed were to offer 
no service. On the other hand, the publicity associated with 
Skymed's operations would not be generated if Skymed did 
not operate, and we did not have to worry about the extra 
contribution in this case. 

The costs associated with operations were primarily finan­
cial; they included the overhead costs of running the program, 
the fixed costs of leasing and staffing the helicopters, and the 
variable costs associated with flying the helicopter. They all 
would be avoided if Skymed did not exist and could, there­
fore, be subtracted from the extra gross revenues produced 
to form the extra net revenue generated. After many itera­
tions, we decided that the number of patients flown by Skymed 
would serve as the best proxy variable to quantify the publicity 
dimension. We based our quantification of medical benefits 
in large part on pragmatic considerations of data availability. 
From an empirical study (8), we modeled the probability of 
helicopter transportation as being "essential" to a random 
helicopter patient's favorable outcome (probability .16), 
"helpful" to a random helicopter patient's favorable outcome 
(probability .10), or not contributing to the health state of a 
random helicopter patient (probability . 74) . From the de­
scriptions of the categories (8) and discussions with the pro­
gram director, we modeled the "essential" category as one 
in which the patient's life was saved because of the helicopter 
transport and the "helpful" category as one in which the 
patient would not have died without the transport but would 
have avoided a very bad outcome, such as losing a limb. We 
therefore quantified the medical attribute as a two-dimensional 
vector consisting of "extra lives saved" and "extra limbs saved." 

In summary, then, our attribute vector Y was 

(2) 

where 

Y, extra net revenue to the university hospitals gen­
erated from Skymed's operations, 

Y2 number of patients carried by Skymed, 
Y3" = extra number of lives saved from Skymed's opera­

tions, and 
Y3h = extra number of debilitating injuries, such as losing 

a limb, avoided because of Skymed's operations. 

Utility Function 

We used the standard multiplicative utility function ( 4,6) to 
model preferences (3). Actually, as described there, we were 
helping the executive director synthesize the merits of the 
various expansion alternatives so that he could argue these 
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alternatives to the ultimate decision-making board. There­
fore, he had to put himself in his boss's position when thinking 
through the preferences. Although he had no difficulty in 
doing this, the utility functions described in this section were 
elicited not from the decision makers directly responsible for 
the supply of service, but from their proxy. We believe these 
functions to be good first-order estimates of the ultimate 
decision-making board's preferences, however, especially be­
cause we model the parameters of these distributions as ran­
dom variables. The multiplicative utility function Uy can be 
written 

(3) 

where 

u1 , u2 , u3 = unidimensional utilities associated with attrib­
ute levels Y1 = y 1, Y2 =Ji, and (Y3,, = y3", 

Y3b = y3b, respectively [i.e., u1 = u1(y 1), u2 
= ui(y2), U3 = U/YJa, Y3b)]; 

k 1 , k2 , k3 scaling constants, or "weights," of the finan­
cial, publicity, and medical dimensions, re­
spectively; and 

K = overall constant that ensures compatibility of 
the scales of individual dimensions with the 
multidimensional scale. 

This multiplicative form can be shown to follow from certain 
properties of preferences, which appear to hold in many cases 
(4,9) and were shown to hold in our problem (3). 

The utility function over the medical dimension u3 was itself 
a two-attribute additive function: 

(4) 

This additive function is a special case of the multiplicative 
function, and follows from testable behavioral properties ( 4,6) 
that were found to hold in our problem (3). 

The unidimensional utility functions u;(y;) are scaled so that 
the least and most preferred attribute levels considered-call 
them y~ and yj'', respectively-have utilities 0.0 and 1.0 (i.e., 
u;(yD = 0.0; u;(yj") = 1.0; i = 1, 2, 3a, 3b ). Given this scaling, 
one can see from Equations 3 and 4 that uy[y';', y~, (y~"' Ab)] 
= k1; Uy[y\, Y'.Z', (y~"' Y~b)] = kl; Uy[y'1, y~, (Y'.3~, Y3"b)] 
= k3; and from Equation 4 that u3 (y'.3~, y~b) = k". That is, 
the scaling constant k; represents the utility of the multiattri­
bute vector Y, when all attributes are at their least preferred 
levels, except attribute Yi, which is at its most preferred level. 
In this way, the scaling constants have a meaning consistent 
with the underlying theory, and this interpretation leads to 
operational ways of determining these values (3 ,4). 

The single-attribute utility functions can also be determined 
from methods compatible with the underlying expected utility 
theory (4,6,7). We approximated the functions with the fol­
lowing specifications (3): 

-6(106
) < y 1 s 0 (5) 

with 

0.7 < a 1 < 1.0 

with 

u (y ) _ Y3a 
a 3a - 500 

0 s y2 s 3,500 

0 s y3" s 500 

0 s y3 b s 300 
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(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

Because we had to determine least and most preferred lev­
els for the attributes before completing our estimations of the 
probability mass functions, and because we wanted to allow 
for other options than those considered before (3), the least 
preferred level for the financial attribute [ -6(106)$] was lower 
than necessary, and the most preferred levels for the financial 
attribute [ + 9(106)$], the publicity attribute (3,500 patients 
carried), and the medical subattributes (500 lives and 300 
limbs saved) were higher than necessary. These "loose bounds" 
pose no problem, however, because the value of the scaling 
parameters k; will vary with ranges of attributes used. This 
dependence on the attribute range is one reason that the 
scaling constants cannot be used by themselves to indicate 
attribute importance (6). (The least preferred levels of Yi, 
y3.,, and y3b had natural levels of 0.) 

The functional forms and constraints on the parameters also 
represented behavioral properties worthy of mention. The 
parameter a1 represents the utility of breaking even in net 
revenue-that is, U1(0) = a 1-relative to the utilities of 
$6 million and + $9 million. Constraint 9 represents that 
breaking even is extremely important. When it is combined 
with Constraints 5 through 8, one can see a strong decrease 
in marginal utility du/dy 1 once the break-even point is reached. 
Similarly, the convexity of u1 in the net losses domain (d2u/ 
dyr > 0 for y 1 < 0) represents the increased importance of 
getting to zero, and the linearity in the net gains domain (d2u1/ 

dyy = 0 for y 1 > 0) represents the constant marginal utility 
associated with increased revenues once the operation breaks 
even. These conditions came out of our general discussions 
of the relative value for revenues and were reflected in de­
tailed and carefully designed utility assessments (3). 

In determining the utility function for publicity, as quan­
tified by the number of patients carried, we were careful to 
emphasize that the revenues and medical benefits were held 
constant, so that these indirect impacts of patients carried were 
not being valued in this function. Considering Equations 10 and 
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11, one notices decreasing marginal utility (d2u/dy~ < 0) 
for the number of patients carried, because this attribute con­
tributes to the publicity dimension. 

The linear utility functions (d2u3)dy~n = 0) for lives saved 
represents that saving an extra life when 499 people, for ex­
ample, have already been saved is just as important as when 
no one has been saved, and similarly for limbs saved. As 
described earlier (3), we were careful to frame the utility 
question to concentrate on medical benefits to the general 
public and to avoid valuing here the positive publicity asso­
ciated with saving lives or limbs. 

Once the values of the utility parameters are given, the 
utility functions are completely specified. We summarize these 
parameters as a vector e = [a1, bl, b2, k1, k2, k3, kn, K]. 
From the literature (10-14) and extensive experience with 
preference modeling, we knew we could not get exact values 
for these parameters. We therefore used a variety of methods 
to determine bounds on the parameter values and modeled 
a1, b2 , k 1, k2 , k3 , and k" as being random variables from a 
triangular distribution. That is, denoting any of these param­
eters by 8;, the lower and upper bounds of the distributions 
by LB; and UB;, respectively, and the mode of the distribution 
bye,, we had 

fo;(8,) = 0 8; <LB; 

2(8; - LB;) 
(UB; - LB;)(e; - LB;)' 

2(UB; - 8;) 
8; s:: 8; s:: UB; 

(UB; - LB;)(UB; 8;)' 

0 8 ; > UB; (14) 

where f( .) represents the probability density of obtaining level 
8;. We did not model b 1 as random, since the relative shape 
of the utility function in the net losses dimension would de­
pend on a1 , which was modeled as a random variable. Also , 
the overall scaling constant K is determined from the values 
of the individual scaling constants k 1 , k2 , k 3 ( 4,6) and did not 
need to be modeled explicitly. The parameter values of the 
distributions are given in Table 1. 

Probability Distribution 

The probability mass functions P(Y!X) were obtained from 
Monte Carlo simulation and a series of stochastic models . 
Specifically, we encoded the director's subjective probability 
distributions (15) for the number of requests his program 
would receive in the upcoming year, conditional on the num­
ber of helicopters in the fleet. We then used Monte Carlo 
simulations to combine this distribution with a simulation model 
that we developed (16) to model the number of requests that 
could be serviced with given program configurations. This 
produced the density function for the number of patients car­
ried-that is, Y2-if Skymed were to operate X helicopters 
in the upcoming year. 

We then simulated observations from this Y2-distribution 
and input each observation into a stochastic model predicting 
extra net revenue (Y1) and another stochastic model predict-
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TABLE I Parameter Value of Probability Distributions for Utility 
Function Parameters 

Utility Lower Upper 
Function Description Bound Bound Mode 
Parameter LB UB ii a, Unidimensional Utility 0.70 0.95 0.83 

of 0$ 
bi Exponent of Assumed Deterministic 1.60 

Unidimensional Utility 
of Revenue Losses 

bi Exponent of 0.10 1.00 0.60 
Unidimensional Utility 
of Publicity Attribute 

ki Scaling Parameter of 0.43 0.81 0.68 
Financial Attribute 

k2 SQaling Parameter of 0.04 0.43 0.20 
Publicity Attribute 

kJ Scaling Parameter of o.oo k2 0.14 
Medical Attribute 

ka Scaling Parameter of a.so 1.00 0.70 
Lives Saved Sub-
Attribute 

K 'Overall Scaling Deterministic Function of -0.08 
Parameter for ki, kz, kJ 
Mu1ti2licative Function 

ing the number of extra lives saved (Y3.,) and extra limbs saved 
(Y3b). In determining the extra contributions, both models 
considered that some of the Y2 (patients carried) would have 
been carried by Lifetlight had Skymed shut down. The rev­
enue model also had to consider the likelihood that some of 
the patients that Lifetlight would have carried would have 
gone to university hospitals for the special treatments offered 
and some would be discretionary patients, going to the spon­
soring hospital of the aeromedical program providing the 
transport. Once the appropriate number of extra patients was 
determined, revenues were determined from a stochastic model 
on the basis of past revenues and costs generated, and the 
number of lives and limbs saved was determined on the basis 
of probabilities given by Urdaneta et al. (8). 

The specific numbers output from the revenue and medical 
models were then coupled with the specific Y2-value input to 
them to form an "observed" attribute vector [y 1, y2 , (Y 3a, 

y3b)). We repeated this process 1,000 times, forming 1,000 
Y(j) = [y 1(j), Yi}), y3,,(i), J3b(j)] vectors, j = 1, 2, ... , 
1,000. Assigning probabilities of .001 to each of these vectors 
formed P(YIX) for X helicopters. The attribute levels in the 
joint distribution are probabilistically dependent, since the 
values of Y1, Y3.,, and Y3b depend on the value of Y2 input, 
but the marginal distributions can be formed. We present the 
0.25, 0.50, and 0.75 percentile values of the cumulative mar­
ginal distributions for X = 1.0 in Table 2. 

If the program were to shut down, the attribute vector 
would be Y = [0,0,(0,0)) with certainty, by definition of the 
attributes. This vector, therefore, characterized the prob­
ability distribution of offering no service. 

TABLE 2 Quartile Values of Attribute Marginal Cumulative 
Density Functions 

Attribute 
Yi Units F:y'(0.25) FY,1(0.50) FY,1(0.75) 

Yi: Extra Net Revenue $1o6 -0.20 +0.20 +0.40 

Y2: Patients Carried people 850 1050 1100 

Y3a: Extra Lives Saved people 55 75 95 

Y3b: Extra Limbs Saved ~02le 30 50 70 
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ATTRIBUTE IMPORTANCE 

The model reviewed can be used to compare the supplier's 
value of the multicommodity (i.e., net revenue, publicity, 
medical) bundle offered by operating one helicopter in the 
upcoming year to his value of the multicommodity bundle 
offered if the program were to shut down. By operating one 
helicopter (X = 1), Skymed would produce more publicity 
and medical benefits than if it were to shut down (X = 0), 
but it would incur fixed and operating costs that could be 
avoided. Moreover, operating the program with one helicop­
ter would generate important revenues (as Jong as insurance 
companies are willing to reimburse charges for a large enough 
percentage of the patients transported), but it is not obvious 
that these revenues would offset the costs. 

To determine the value of operating one helicopter in the 
upcoming year, we use Equation 1 with the 1,000 Y(j) 
= [yi(i), yi(j), Y3a(i), y3b(j)] vectors (each occurring with 
probability .001) and calculate the expected utility, which we 
call EU(Y): 

l ,OfKJ 

EU(Y) = L 0.001 * U[yi(i), yz(j), YJu{j), Y3b(j)] (15) 
j = l 

The utility function U, given by Equations 3-7, 10, 12, and 
13, depends on the vector of parameters 8. (We do not ex­
plicitly write the dependence on 0 to simplify the notation). 
Using the modes of the parameter distributions (i.e., 8;) from 
Table 1 as our best-guess estimates , which can be thought of 
as point estimates, we obtain EU(Y) = 0.65. 

The expected utility associated with shutting down (pro­
viding no service) is just U[0 ,0,(0 ,0)], since Y = [0 ,0,(0,0)] 
would occur with certainty. Using the utility equations 3-7, 
10, 12, and 13, we see that this expected utility is k 1a 1• Dif­
ferent 8s give different k 1s and a 1S and, therefore, different 
expected utilities of the shut-down alternative. Using the best­
guess S;s gives 0.68 * 0.83 = 0.56. This is less than value of 
EU[Y] determined above, meaning that when the best-guess 
estimates were used for the utility parameters, the multicom­
modity bundle associated with operating one helicopter is 
better than that associated with shutting down. That is, the 
program sees positive value in providing service . 

To acknowledge the difficulties associated with determining 
the utility parameters e, we generated 1,000 observations 
from the distributions of the 8; parameters given in Equation 
14, and Table 1, as described before (3). For each generated 
value we calculated the difference between the expected util­
ity associated with operating one helicopter EU[Y] and that 
associated with operating no helicopters EU[O]( = k 1a 1). We 
then had one EU[Y] - EU[O] value for each of the 1,000 
generated 8-vectors. We present the distribution of these 
values for the first time in Figure 1. Note that all of the 
observations are positive, indicating that for all of the utility 
parameter vectors 0, EU[Y] > EU[O], and it would be better 
to operate one helicopter than to discontinue service. 

Single-Attribute Analysis 

Although the analysis shows that offering service is preferred 
to shutting down when considering the revenue, publicity, 

99 

Frequency 

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 
EU(Y)-EU(Q) 

FIGURE 1 Distribution of [Y] - E U[O] values across 1,000 
0-vectors. 

and medical benefits together, we are interested here in de­
termining whether any single attribute could justify providing 
service when the costs of providing this service are included . 
The fixed o. t associated with operating one helicopter (3) 
are $1.75(10 •) . The varia ble costs depend on the number of 
hours flown, and from the performance characteristics, we 
found that, conditional on flying Yi patients, they could be 
approximated as a deterministic $735Yi (3). Therefore, the 
cost [ c(j)] of providing the service associated with attribute 
vector Y(j) in the probability mass function is 

c(j) = 1.75(106
) + 735yi(j) (16) 

To determine the value of the individual service benefits 
provided by operating one helicopter, we first define the 
following: 

).()()() 

EU[Y,] = L 0.001 * U[y,(j), 0, (0,0)] (17) 

1,000 

L 0.001 • U[ -c(j), Yi(i), (0,0)] (18) 
}= • 

1.000 

EU[Y3] = L 0.001 * U{-c(j), 0, [y3a(j), Y3b(j)]} (19) 
j = I 

EU[Y1] gives the expected utility of the revenues, combined 
with the costs (to form the net revenues y 1), generated from 
operating one helicopter, when there are no publicity or med­
ical benefits (i.e., they are zeroed out). EU[Yi ] giv s the 
expected utility of the publicity, combined with the costs re­
quired to generate this publicity, when the revenues and med­
ical benefits are zeroed out. EU[Y3] gives the expected utility 
of the medical benefits, combined with the costs required to 
generate these benefits, when the revenues and publicity ben­
efits are zeroed out. That is , we consider the value of the 
individual attributes-revenues generated , publicity, medical 
benefits-along with the cost to produce them-by setting 
the other attributes to their alternative shut down levels. Given 
a vector of utility parameters 8, it is straightforward to use 
our utility specifications to calculate these values. 

To determine whether the attribute i is alone sufficient to 
justify service , we substituted EU[O] from EU[Y;] (both being 
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calculated with the same vector of utility parameters 0,). 
Because the utility function is internally scaled (4,6,11), the 
magnitude of the difference EU(Y,] - EU[O] would be fixed 
up to the scaling imposed by U(-6(106), 0, (0,0)] = 0 and 
U( + 9(106), 3,500, 500, 300] = 1 (3). These "dummy" vectors 
are not very meaningful, however (17). We therefore scaled 
the difference by EU(Y,] - EU[O] to form RM,: 

EU[Y,] - EU[O] 
RM, = EU[YJ - EU[O] (20) 

Because EU[Y] - EU[O] is always positive (see Figure 1), 
the sign of RM, would indicate whether the distribution of 
obtaining attribute i taken by itself (but considering the cost 
of obtaining the distribution) when providing service is better 
(RM > 0) or worse (RM< 0) than providing no service. The 
magnitudes of positive RM,s indicate how much (or little) of 
the increased value (expected utility) associated with the full 
set of attributes is obtained when only attribute i is considered, 
where the increased value is considered to be that above the 
value that would be obtained by providing no service. The 
magnitudes of negative RM,s give a feel for how far the value 
associated with attribute i falls short of the shut-down alter­
native, where the scale is again the increased value associated 
with operating one helicopter. 

The distributions across the 1,000 es (Figure 2 and Table 3) 
show that RM 1, RM2 , and RM3 overwhelmingly tend to be 
negative. That is, if considering any of the individual attributes 
in isolation, the preference would be to provide no service. 
This means that direct revenues are not sufficient (RM 1 < 0) 
to provide service. Moreover, the publicity or the medical 
benefits, when taken alone, do not offset the costs (RM,, 
RM3 < 0, respectively) of generating these benefits . 

Importance of Revenue and Publicity 

Service is provided to produce medical benefits. These results 
show, however, that the medical benefits alone do not out­
weigh the costs of providing service. To see if coupling the 
medical benefits (Y3) with either the generated revenues (Y1) 

or the associated publicity (Y2) would be sufficient to justify 
service, we zero out the attribute not coupled. Specifically, 
we form 

l.<IOO 

EU[Y1, YJ] = L 0.001*U{y1(j),0, [y,,,(j),y3h(j)]} (21) 
1=1 

1.0l~l 

2: 0.001 

(22) 

where U is the utility function used before and c(j) is again 
obtained from Equation 16. As before, we subtract EU[OJ 
and scale by EU(Y] - EU(O] to form RM,i: 

_ EU[Y,, Y1) - EU(OJ 
RM,i - EU(Y] - EU(O] (23) 

and the interpretation is as before. 
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FIGURE 2 Distribution of relative value measures for single 
attributes RM, across 1,000 0-vectors: top, RM, distribution; 
middle, RM2 distribution; bottom, RM3 distribution. 

1.00 

All of the terms in Equation 23 again depend on 0-values, 
but they are easy to calculate once these values are given . In 
Figure 3 we present the RMii distributions across the same 
1,000 0-values. The means and standard deviations of these 
distributions are presented in Table 3. There are only a few 
positive observations in the RM23 distribution, indicating that 
the combination of publicity and medical benefits would not 
be sufficient to justify providing service: Revenues must be 
generated to offset the cost of service. As seen by the RM 13 

distribution, the combination of revenues and medical ben-

TABLE 3 Means and Standard Deviations 
or RM Distribution Figures 2 and 3 

Distribution 
Relative Value Distribution Standard 

Measure Mean Deviation 

RM1 -0.21 0.10 

RM2 -2.04 1.41 

RM3 -2.85 1.44 

RM13 -0.02 0.09 

RM23 -1.86 1.36 
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FIGURE 3 Distribution of (top) revenue-medical (RM 13) and 
(bottom) medical-publicity (RM23) across 1,000 0-vectors. 

efits might be enough to justify providing service, but the 
values are negative for many of the 0-values, indicating that 
publicity might be needed to make service attractive in this 
setting. 

DISCUSSION OF RESULTS 

We emphasize again that these results must be considered 
preliminary, because the preference information was elicited 
from the program director, who put himself in the place of 
the real decision makers, for assistance in a slightly different 
problem (3). The director has worked with the decision­
making board for several years, however, and has a good feel 
for its relative preferences in this area. Moreover, our ex­
perience in preference modeling and familiarity with the 
emergency medical industry has led us to believe that this 
preference information is representative of many service sup­
pliers. The general results appear to be consistent across the 
great range of utility parameters allowed. The results may 
also be considered preliminary, since the performance side­
that is, the probability distributions of the attribute vectors 
associated with providing service-is specific to one aeromed­
ical program . We hope to investigate more programs in the 
future, but we have been impressed by the Skymed program 

101 

and believe that our results would be representative of an 
efficient helicopter-based operation. 

The results indicate that aeromedical service is truly multi­
objective in nature. On the basis of revenue , publicity, and 
medical benefits offered, it was desirable to provide service 
for each of the 1,000 sets of preference values used. None of 
these service dimensions taken by itself was sufficient to justify 
operations, however, when the costs of supplying the service 
were considered. From an academic view, it is interesting to 
have identified a truly multiobjective service in this way. There 
are also more practical implications to this multiobjective 
nature . 

First of all, the revenues generated are seen to be critical 
to the supplier. They make the greatest contribution to the 
positive value offered by the service. Without the revenues , 
Figure 3 (bottom) shows that the combined effect of publicity 
and medical benefits falls short of justifying supply of the 
service for all but a few (roughly 1 percent) of the vectors of 
utility parameters. Although the revenues make such an im­
portant contribution to the provision of service, the service 
cannot be considered a profit generator for the sponsoring 
hospital. Figure 2 (top) shows that, taken by itself, the net 
revenue is not enough to justify service. The median of the 
marginal cumulative net revenue function (Table 2) shows 
that there is a 50 percent chance of at least breaking even by 
providing service. Nevertheless , this is not considered suffi­
cient because of the downside financial risks associated with, 
for example, low demand, bad weather, or lack of adequate 
insurance for an important percentage of the patients trans­
ported , and the aversion to losses shown in Equations 5 through 
9. In the current system, the revenues are seen as a means 
to offset the cost of operations, not as profit. 

To improve the revenue component of the service, the pro­
gram could raise flight charges . Industry personnel believe 
that demand for transport is relatively price-inelastic. Raising 
charges would probably not be politically desirable, however, 
because of public concern with increasing health care costs. 
Moreover, it might have a negative net effect in the longer 
term if insurance companies decided that charges were too 
high and decided to stop reimbursing aeromedical transport 
completely. How much reimbursement could be cut before 
providing service becomes undesirable is an aspect we are 
now investigating. 

If it would be difficult to increase revenues to the program, 
the financial desirability could be increased by decreasing 
costs. Fixed costs could be decreased by merging the two 
competing aeromedical systems in the area, an idea that def­
initely did not originate here. Countering this idea is, of course, 
the argument that competition increases long-term efficiency 
and could ultimately decrease costs. The results presented 
here do not contribute to this issue, either for or against. Our 
results show , however, that the publicity to the sponsoring 
hospital provided by flying emergency missions is perceived 
as real and important. Without it, Figure 3 (top) shows that 
the service would probably not be considered desirable . Merg­
ing programs would reduce , if not eliminate , the publicity 
dimension . 

Finally, aeromedical service does provide medical benefits, 
and these contribute to the value of the service. When paired 
with the revenue contributions, there is roughly a 50 percent 
chance of making the service desirable [Figure 3 (top)]. If 
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costs could be recovered with certainty, the positive value 
associated with the medical benefits would, of course, be 
sufficient to justify service. Our model of the supply of med­
ical benefits was based on the only relevant study (8) we could 
find, and there was a need to interpret the study for our needs. 
We are embarking on a sensitivity analysis of the results pre­
sented there, and we have noted a desire on the part of the 
industry to have more studies on the medical contributions 
of aeromedical transport. From Figure 2 (bottom), it appears, 
however, that medical benefits alone are far from sufficient 
to keep programs in the air, and if aeromedical programs are 
to continue to provide this life-saving service, suppliers will 
need to be ensured of improved financial security or continue 
to believe that the service is providing important publicity to 
the sponsoring hospitals . 
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