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Foreword 

The papers in this Record consider several environmental issues including energy, environ
mental analysis, air quality, historic preservation, and noise abatement. 

In the first group of papers, which addresses energy issues, one paper estimates automobile 
fuel consumption in urban areas, another analyzes constraints on ownership and home re
charging of electric vehicles, and the third describes compressed natural gas fleet conversion 
and operation. 

A major environmental concern continues to be wetlands: the first paper in the environ
mental section suggests a wetlands monitoring program, and the second proposes a method 
for identifying, inventorying, and mapping wetlands using aerial photography and geographic 
information systems. The third paper is a further study of the effects of calcium magnesium 
acetate, used as a highway deicing chemical, on groundwater. The final paper on environ
mental concerns analyzes total petroleum hydrocarbons from disposal of road sweepings, 
vactor sludges, and ditch spoils from highway maintenance operations. 

In the third section, papers look at ways to measure and improve air quality and reduce 
emissions from motor vehicles. Highway network travel data and the accuracy of MOBILE4-
based emissions are evaluated. Toll plaza redesign is studied in efforts to reduce carbon 
monoxide emissions. Another paper proposes a methodology for improving the ability of 
current traffic travel speed models to estimate emissions from longer highway segments. A 
companion paper compares vehicular emissions in free-flow and congested traffic using 
MOBILE4 and the Highway Performance Monitoring System. The next paper puts forth 
ways to reduce carbon monoxide levels at drive-up facilities. 

The final two papers describe Finland's Highway and Traffic Museum and present a field 
evaluation of the acoustical performance of parallel highway noise barriers. 

v 
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Estimating Automobile Fuel 
Consumption in Urban Traffic 

T. F. FwA AND B. W. ANG 

A study conducted to develop fuel con umption models for pas
senger cars in the urban traffic of Singapore is described. The 
models were developed using multiple-trip travel data derived 
from a survey itivolving 114 car . Each participating car went 
through three urvey cycles · each cycle covered at least 300 km 
(186 mi) . The entire survey generated l l.557 trip . The day-to
day vehicle usage and travel pattern of participant during the 
period of survey were not affected by participating in the urvey. 
Altogether 16 makes of cars were represented . Three categories of 
data were recorded: vehicle information. fuel consumption. and 1·rip 
diary. The fuel consum·ec1 in each su1vey cycle wa derived Crom 
pump reading . Special measures were taken in survey design and 
gasoline refueling to en ure sufficient accuracy in fuel measure
ment . Test results indicate that the survey approach can be used 
to calibrate a basic average- peed fuel consumption model, and the 
survey data could be used effectively to identify the effects of vehicle
specific parameters and climatic conditions on fuel consumption. 

Many automobile fuel consumption models have been pro
posed by various researchers. These models can be classified 
into two broad categories: (a) instantaneous models that re
late fuel consumption to the time history of speed variations, 
and (b) average-speed models that estimate fuel consumption 
from average speeds of trips (I ,2). Instantaneous models are 
suitable for fuel consumption studies that deal with individual 
intersections or road sections for which detailed information 
on speed variations can be obtained reliably. Average-speed 
models are useful for assessing total fuel consumptions in large 
road networks for which detailed vehicle and journey infor
mation for individual trips is not readily available. 

This study adopts the average-speed approach to model 
automobile fuel consumption in Singapore City. Fuel con
sumption models are established using aggregated multiple
trip travel data derived from a survey involving 114 cars. A 
unique feature of this survey was that no special-purpose fuel 
consumption measurement device was instrumented to mea
sure the fuel consumed in each individual trip. Instead, the 
fuel consumed by each vehicle was derived from pump read
ings when the fuel tank of the vehicle was filled during the 
survey period. The feasibility of using this approach to cali
brate a fuel consumption model for actual traffic conditions 
is examined in this paper. 

BASIS FOR CALIBRATION OF FUEL 
CONSUMPTION MODELS 

This section explains the extension of basic average-speed 
models for single trips to cover the multiple-trip survey of this 

Center for Transportation Research, National University of Singa
pore, 10 Kent Ridge Crescent, Singapore 0511. 

study in which only the final total fuel consumptions of sets 
of multiple trips are known. This forms the basis on which 
the field survey of this study was designed to provide the 
necessary data for calibrating fuel consumption models. 

The most basic form of average-speed model for automobile 
fuel consumption in urban traffic conditions correlates fuel 
consumption with the reciprocal of average journey speed 
(3--6): 

(1) 

where 

F = average fuel consumed for a unit distance in a trip, 
V = average speed of the trip, and 

a0 , a 1 = vehicle-specific coefficients. 

Coefficient a1 is commonly taken to be an estimate of vehicle 
idle fuel rate, and coefficient a0 , to be related to fuel required 
to overcome drag, inertia, and grade resistance (5-8). Equa
tion 1 has been found to give satisfactory estimates of fuel 
consumption for journey speeds between 10 and 60 km/hr 
(approximately 6 and 37 mph). 

In addition to the speed variable, studies have also shown 
that fuel consumption in urban traffic conditions can also be 
correlated with vehicle characteristics, such as engine capacity 
or vehicle mass, in an approximately linear relationship (5,7,8). 
One may, therefore, estimate fuel consumption per unit dis
tance from the following general expression: 

F =a 1 +~+a K v 2 
(2) 

where coefficient a2 and variable K represent the effect of 
vehicle operational characteristics. 

Equations 1 and 2 provide an estimate of the fuel consumed 
by a vehicle in a single trip. For a trip i with trip length and 
average speed equal to L, and V,, respectively, the total fuel 
consumed for the trip is 

L, 
F L 1 = a0L 1 + a1 V + a2K L, 

I 

(3) 

The fuel consumed by the same vehicle for a total of N trips 
is given by 

(4) 
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Fuel consumption rate F can be derived by dividing the 
expression in Equation 4 by the total distance traveled, Ln 
as follows : 

{ 1 N L} = ao + al -L L v' 
T j=l i 

(5) 

The second term in the right-hand side of Equation 5 can be 
simplified as follows: 

a1 =-
Vr 

(6) 

where 

t, = travel time of trip i, 
tr = '2:f"~ 1 t, = total sum of travel times of N trips, and 

V r = Lr = average speed for N trips. 
fr 

Equation 5 can therefore be represented simply as 

(7) 

The coefficients a0 , a 1, and a2 in Equation 7 are identical 
to the corresponding coefficients of Equation 2. This is of 
practical significance because virtually all controlled fuel con
sumption experiments reported used trip-specific data and 
trip-specific relationships (such as Equation 2) to calibrate 
fuel consumption models . The given derivation shows that 
the same form of models could also be calibrated from Equa
tion 7 using aggregated fuel consumption and travel data that 
cover multiple trips. 

The use of Equation 7 allows the volume of fuel consumed 
to be measured after many trips have been made. This reduces 
considerably the level of accuracy needed to achieve in each 
fuel volume measurement. The fuel consumption rate, F, in 
Equation 7 is computed by dividing the total fuel consumption 
over N trips by the total distance traveled in as many trips. 
The average speed, V n is obtained as the ratio of total dis
tance traveled to the sum of travel times of all N trips. It can 
be shown that V r is numerically equal to the travel-time 
weighted average of trip average speeds . 
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DESIGN OF SURVEY 

A major objective of the present study was to calibrate an 
aggregate average-speed fuel consumption model for the ur
ban traffic of Singapore based on actual travel patterns of 
survey participants in actual traffic conditions. 

The entire design of the survey revolves round the choice 
of a so-called survey cycle. A survey cycle defines the time 
period over which appropriate aggregated fuel consumption 
and travel characteristics data are measured. Because no spe
cial fuel measurement device was used in this study, and be
cause the amount of fuel consumed was to be derived from 
pump readings, a logical choice of survey cycle was one that 
began from the time the fuel tank of a study vehicle was filled 
to the time of the next fill-up. 

Length of Survey Cycle 

It is desirable to have a survey cycle cover more than a week 
so that the effects of weekday and weekend travel would both 
be incorporated. Too long a survey cycle is undesired as it 
may impose undue stresses on the participants. From consid
erations of the travel patterns of local car users and the fuel 
tank capacity of normal makes of car in Singapore, it was 
decided that a survey cycle should cover a total travel distance 
of at least 300 km (186 mi). For most survey participants, a 
survey cycle could be completed between 1 and 2 weeks. On 
the average , each cycle would consume about 30 L (7.93 gal) 
of gasoline. 

Recording of Survey Data 

Each survey participant was required to go through three 
consecutive survey cycles. In each cycle, three categories of 
data were recorded: vehicle information, fuel purchase, and 
trip diary. The vehicle information covers year of manufac
ture, original vehicle registration date, make, model, engine 
capacity, curb weight, type of transmission and steering, air 
conditioner, and tire type. Fuel purchase data were recorded 
during each visit to the service station for filling up the fuel 
tank. The data entered were unit fuel price , total purchase 
price, total purchase volume, petrol brand and grade, vehicle 
odometer reading, and time and date of purchase. The trip 
diary contains detailed information of each trip in a survey 
cycle. The trip information includes the date, the times and 
odometer readings at the start and the end of each trip, the 
number of adults and children carried, estimates of the pro
portions of trip distance by type of road taken, and trip 
purpose. 

A trip was considered to have commenced once the engine 
was switched on. The time period during which the vehicle 
engine runs continuously, inclusive of idling and moving phases, 
defines the travel time of the trip. The travel distance of each 
trip is derived from odometer readings in the trip diary. 

Fuel Consumption Measurement 

The quantity of fuel consumed in each survey cycle of a vehicle 
is equal to the amount of fuel needed to fill its fuel tank again 
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at the end of the trip. As illustrated in Figure 1, the study 
required a survey cycle to begin and end at a service station 
at which refueling took place . For each participating vehicle , 
there were four refueling sessions . The first refueling estab
lished the so-called full-tank condition that defined the fuel 
level that each refueling must reach. The amounts of fuel 
consumed in the first, second, and third cycles were equal to 
the respective quantity purchased in the second, third, and 
fourth refuelings. 

In view of the importance in ensuring that the same fuel 
level was reached in each refueling, a set of instructions was 
specially prepared describing in detail the steps to be taken 
during refueling. Each participant was asked to identify vis
ually a reference mark on the wall of the outlet tube leading 
to the fuel tank . Refueling to this reference mark was to be 
achieved in a two-step procedure. First, participants were to 
start refueling by selecting the full-tank option of the gasoline 
pump. At the end of this step, when the pump stopped au
tomatically, the fuel tank would still be able to take in another 
1 to 2 L of gasoline. The second step therefore involved man
ually operating the pump to bring the fuel to the reference 
mark. 

Survey Participants 

The survey required considerable effort on the part of par
ticipants to record the details of every trip over 3 to 5 weeks. 
Great emphasis was therefore placed on selecting survey par
ticipants to ensure that quality survey data were returned. It 

'E -.; 
= ;;; Record Travel Details of 

:§ .s ---' All Trips 
~~~ -&~ ~ Minimum Total Travel 
~g~ Distance dDDkm (166mil 

First 

Survey 

Cycle 

'E -;; = > 
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Distance ll- 3DD km 1166 mil 
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'E -;; 

.~ 0 -5 --~~~ Record Travel Details of :g ~ 
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b al = > 
.5 0 ~ 

]:~ 
&~ ~ 

r-i End of Survey I ~ .,_ -"~ .... == 

FIGURE 1 Main components of survey procedure 
for each participant. 
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was on this ground that the target population of survey was 
restricted to car owners with tertiary education qualification 
and who drove their cars themselves. The study included a 
random sample of 114 willing participants . The sample is be
lieved to be representative of the middle-income car-owners 
of Singapore. It is important to note that the participants' 
day-to-day travel patterns and vehicle usage during the period 
of survey were not affected as a result of participating in the 
survey. 

ANALYSIS OF SURVEY DATA 

Because each participant went through three survey cycles, 
the entire survey produced a total of 342 data points for the 
calibration of Equation 7. The total number of trips included 
was 11,557. This means that there was an average of about 
34 trips in a survey cycle. Altogether 16 makes of car were 
represented. Table 1 presents the frequency distribution of 
engine capacity of the cars that participated in the survey. 
The frequency distribution appears to provide a fair repre
sentation of the size of cars found on Singapore roads. A 
report by the Singapore Registry of Vehicles showed that at 
the end of 1989, 95.9 percent of the passenger cars and vans 
in Singapore had less than 2000 cm3 in engine capacity (9). 
The main features of the travel characteristics revealed by the 
survey are depicted in Figure 2. Each of the three frequency 
distribution plots are derived from 342 data points, one point 

TABLE l Frequency Distribution of Cars by Engine Capacity 

Engine Capacity No. of Cars Percentage 

~ 1,000 cm 3 
29 25.4 

1,001 to 1,600 3 
81 cm 71. 1 

1,601 to 2,000 3 
4 3 . 5 cm 

~JD lo I Meoo= Hl9ml/km ~JO lbl Meon=355 km/h 

~ ~ 

<( 
~ 

~ 20 ~ 20 
~ ~ :;, ~ ~ 

= = ... ;5 10 ~ 10 

~ ~ ~ 

- 1.!l lei Mean' 12 Jkm ~to ldl Mean•Ml.6kg ~ 

~ 30 
~ 
~ JO ~ 

::3 20 ~ : 20 ~ 
~ ::; ... 

~ "" a 
... ... !Z: 10 ... 10 ;;; 

i ~ ... l;'; 
N :;; 

4 8 12 16 20 24 28 Jl 01 06 07 08 09 10 I.I 12 13 
DISTANCE IRAVELLEO PER TRIP lkml VEHICLE WEIGHT llonne) 

FIGURE 2 Frequency distributions of travel characteristics of 
cars surveyed. 



6 TRANSPORTATION RESEARCH RECORD 1366 

TABLE 2 Summary of Statistics of Principal Variables 

Variables Mean 

Fuel Consumption (ml/km) 82 . 0 

Engine Capacity (cm3
) 1,293.4 

Vehicle Weight (kg) 883.7 

Trip Average Speed (km/h) 35.73 

Passenger Load 1. 74 

Age of Car (years) 4.26 

Odometer Mileage (km) 80,840 

from each of the 342 survey cycles. The fuel consumption 
computed lay between 55 and 120 mL/km (approximately 20 
and 50 gal/1,000 mi). The average speed varied from 20 to 
60 km/hr (approximately 12 to 38 mph). Table 2 summarizes 
the statistics of the principal variables considered in this study. 

Calibration of Basic Average-Speed Model 

A regression analysis was performed to fit the basic average
speed model defined by Equation 1 to the survey data. The 
resulted regression equation is 

F (mL/km) = 54.2 + l ,009·8 
VT (km/hr) 

or 

266.7 
F (gal/1,000 mi) = 23.0 + Vr (mph) 

(8) 

(9) 

These equations have coefficients of correlation r .65 
and r2 = .42. The relatively low r2-value is not unexpected, 
because the model represented by Equation 1 is defined for 
a single vehicle type, whereas the survey data were derived 
from 114 vehicles. The regression equations therefore serve 
merely as an assessment of the aggregate fuel consumption 
characteristics of the sample of vehicles studied . Each of these 
vehicles was likely to have a different idle fuel consumption 
rate (and hence different values of coefficient a1) and a dif
ferent vehicle weight and engine capacity (and hence different 
values of a0 ). There were therefore inherent spreads of fuel 
consumption performance among different vehicles. Al
though aggregate models such as Equations 8 and 9 cannot 
be used for accurately describing the fuel consumption char
acteristics of individual vehicles, they are useful for assessing 
the impact of traffic management policies on the fuel con
sumption of the entire traffic stream (1 ,2 ,10). 

It is of interest to compare the values of coefficients a0 and 
a 1 derived above with those obtained in other studies. Table 
3 summarizes the results of a number of studies reported in 
the literature. It is seen that the value of a0 varies from 43.4 
to 121.8 mL/km, and the value of a 1 from 983 to 3780 

Standard Minimum Maximum 
Deviation Value Value 

13.8 50 . 3 118. 3 

248.5 665 1,998 

136.8 570 1,375 

6.91 20.32 61.27 

0.487 1.00 4.75 

2.90 0.14 9.89 

58, 130 2, 180 243,600 

mL/hr. The factors contributing to these variations include 
differences in vehicle design, traffic flow conditions, layout 
of street networks , road conditions, and drivers ' behavior. 

Two different forms of fuel consumption models are found 
in Table 3: vehicle type-specific models and traffic stream 
aggregate models . The vehicle type-specific models suggest 
that, in general , both a0 and a 1 values increase as vehicle size 
becomes bigger. Equations 10, 12, and 17 in Table 3 are 
aggregate models that provide estimates of fuel consumption 
for car populations of the Netherlands, Australia, and the 
United States , respectively . These three models are plotted 
in Figure 3 along with the Singapore model derived in this 
study. From a comparison of the four models, the following 
observations can be made: 

•The overall idle fuel rate (i.e., coefficient a 1) of an av
erage car in Singapore is of the same order as the rates of 
small-capacity cars represented in Equations 11, 15, and 19 
(see Table 3) . It is considerably lower than an average car in 
the United States and Australia. It compares better with models 
in the Netherlands (see Equations lOa and lOb ). 

• A comparison of coefficient a0 of the models also leads 
to a similar conclusion. It may be said that the drag, inertia, 
and grade resistance encountered by an average car in Sin
gapore is comparable to its counterpart in the Netherlands 
but much lower than that in Australia or the United States. 

• In general, the fuel consumption model for an average 
car in Singapore approximates those derived for small cars in 
other studies. These include the small car model (Equation 
11) derived by Biggs and Akcelik for Australian cars (2), and 
Equations 15 and 19 derived by Everall (8) and Evans and 
Herman (12), respectively. 

Further Analysis of Average-Speed Model 

A verification of the average-speed model and an assessment 
of the validity of the fuel consumption survey procedure adopted 
in this study can be made by incorporating vehicle-specific 
variables in the analysis. Assuming that the idle fuel con
sumption rate of a vehicle is linearly related to its engine 
capacity (4), the following covariance model may be used: 



TABLE 3 Values of Coefficients in Average-Speed Model of Equation 1 

a 
Study F(ml/km)=a

0
+ 

1 Eq.No. Remarks v (km/h) 

[1] 1359 (10a) • OECD F = 43.4 + - v- Developed in 1981, average for cars on 

main roads of Netherlands. 

1166 • F = 64.5 + - v- (lOb) Developed in 1981, average for cars on 

other roads of Netherlands. 

Biggs and F 59.0 + 
1280 (11) Developed in 1985, for small in = - v- cars 

Akcelik [2, 7] Australia . 

1600 • in for medium F = 73.8 + - v- (12) Developed 1985, 
cars in Australia, recommended 
as default model for all cars in 
general urban environment. 

F 88.6 + 
1920 (13) Developed in 1985, for large cars in = - v-

Australia. 

OECD [6] F 70.0 + 
990 (14) Developed in 1980, for car model = --v 

Renault R12. 

Everall [8] F 56.4 + 
1159 (15) Developed in 1968, for Vauxhall Viva, = - v-

engine capacity 1057 cm3
. 

F = 85.0 + 1~13 (16) Developed in 1968, for Ford Zephyr, 

engine capacity 1703 cm3
. 

(10] 2825 • FHWA F = 85.2 + - v- (17) Developed in 1981, average model for 

USA cars. 

Chang et al (11] F = 112 + 3780 (18) Developed in 1976, for test car, v 
engine capacity 6600 cm3

. 

Evans and F 45.6 983 (19) Developed in 1978, for test = + -y car, 

Herman (12] vehicle weight 1035 kg. 

F = 121.8 + 
2~20 (20) Developed in 1978, for test car, 

vehicle weight 2488 kg. 

Note: Equations marked with * are aggregate models for the entire traffic 
stream considered; other equations are models derived especially for 
specific vehicle types. 
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(21) 

where 

X; indicator variable that can assume a value of 0 or 
1, for i = 1, 2, ... 113; 

E = engine capacity ( cm3 or in3
); 

b0 ,b 1 = regression constants; and 
(b 2 ); = regression constants, for i = 1, 2, ... 113. 

In Equation 21, X 1 to X 113 are indicator variables that iso
late the effects of the 114 vehicles surveyed. For any given 
data set, only the one X; that represents the vehicle from 
which the data set was obtained can have the value 1; all other 
X; terms equal 0. In other words, the fuel consumption of 
vehicle i is given by 

(22) 

Comparing Equations 1 and 22, it is seen that a0 = b0 + (b 2 ); 

and a 1 = b1E. Equation 22 can therefore be seen as a col
lection of fuel consumption models meant for the individual 
vehicles surveyed in the study. 

Fitting the survey data to the regression model of Equation 
21 yields u coefficient of multiple determinution, r2

, equal to 
.89. This result lends support to the average speed model of 
Equation 1 and the derivation of Equation 7. It also suggests 
that the multiple-trip survey technique employed in this study 
could be effectively used to calibrate fuel consumption models. 

Extended Average-Speed Models 

The model of Equation 22 has limited practical application 
because the use of indicator variables X; could only differ-
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entiate the effects of individual survey vehicles. It does not 
identify the physical parameters that are responsible for the 
differences in the (b 2); coefficients, hence the differences in 
fuel consumption of the vehicles surveyed. Instead of using 
qualitative variables, a number of researchers suggested that 
the drag, inertia, and grade resistance experienced by a ve
hicle was proportional to its weight (1,5, 7,11). This means 
that we can replace Equation 22 with the following model: 

(23) 

where Wis the vehicle weight in kilograms or pounds. 
Fitting the survey data to Equation 23 by regression analysis 

leads to the following expression: 

F (mL/km) 

or 

E (cm3
) 

33.6 + 0.7639 VT (km/hr) 

+ 0.0226 w (kg) 

. £(in3) 
F(gal/1,000 m1) = 14.3 + 3.3065 \I ( h) 

·r mp 

+ 0.0044 w (lb) 

(24) 

(25) 

Taking W as the unladen vehicle weight in this expression 
yields an r 2-value of .54. Adding passenger loads to the in
dividual survey data and entered as values of W made neg
ligible improvement in the r 2-value. Equation 24 or 25 can 
therefore be used to estimate the fuel consumption in the 
urban traffic of Singapore for a passenger car with known 
engine capacity, E, and unladen weight, W. 

Effects of Other Factors 

Besides traveling speed, vehicle weight, and engine capacity, 
the survey data contain additional data allowing the effects 
of several other factors to be evaluated. These include effects 
of vehicle age, power steering, automatic transmission, and 
climatic conditions. Adding these factors to the model of 
Equation 23, however, would only improve the r2-value from 
.54 to .56. For the practical purpose of fuel consumption 
estimation, the simple model of Equation 23 appears to be 
adequate. For the sake of completeness in presentation, the 
effects of the other factors mentioned are briefly discussed in 
this section. 

Vehicle Age and Total Mileage Traveled 

Vehicle age refers to the time in months since a vehicle was 
registered by the first owner. Alternatively, the total odom
eter mileage could be used as an indirect measure of vehicle 
age. These two variables were highly correlated. Either of 
these two variables, when included in the model of Equation 
23, was found to be statistically significant at a 99 percent 
confidence level. The corresponding effect on fuel consump-
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FIGURE 4 Characteristics of Singapore climate based on data from 1967-1986 (16). 

tion rate of vehicle age was an increase of 1.53 mL/km/year, 
and that of total mileage traveled was 0.8 mL/km higher for 
every additional 1000 km-that is, the fuel consumption rate 
increased as the vehicle aged, or as the total mileage coverage 
of the vehicle became higher. 

Power Steering 

The effect of power steering can be included in Equation 23 
by using an indicator variable that assumes a value of one if 
a vehicle has power steering capability and a value of zero if 
it has no such capability. The effect was found to be significant 
at 99.9 percent confidence level. The regression analysis showed 
that power steering on the average caused a vehicle to con
sume 11.3 mL/km more fuel than one without power steering. 

Automatic Transmission 

The effect of automatic transmission was studied by repre
senting it with an indicator variable of the same nature as that 
of power steering. Regression analyses that included this var
iable in Equation 23 indicated that the effect of automatic 
transmission was also statistically significant , though at the 
lower confidence level of 95 percent. Vehicles with automatic 
transmission were found to consume about 0.78 mL/km more 
fuel than vehicles with manual transmission. 

Climatic Effects 

Studies conducted in temperate countries have shown that 
seasmial variations of ambient temperature affect fuel con
sumption rates of vehicles (6 ,11,14). Wet road surfaces on 
rainy days or in winter are also known to lead to higher fuel 
consumption because of increased rolling resistance (6,15) . 
In the present study, average daily temperature and rainfall 
were computed for each survey cycle of each participant from 
daily climatic records provided by the Meteorological Service 
of Singapore. Correlation analyses of the survey data indi
cated that the temperature and rainfall variables were highly 
correlated. Either of the two variables would therefore be 
adequate to represent the climatic conditions of Singapore . 

The effect of either temperature or rainfall, when included 
in the model of Equation 23, was found to be insignificant at 
a confidence level of 95 percent . This is not surprising because 
a uniform climate prevails throughout the Singapore island 
during the whole year. Figure 4 shows the mean monthly 
variations of temperature and rainfall based on meteorolog
ical data collected over 20 years. This finding suggests that 
no seasonal correction factors are needed for the fuel con
sumption models derived in this study . 

CONCLUSIONS 

The analyses performed in this study indicate that the average
speed fuel consumption model (i.e., Equation 8 and Equation 
9) applicable to the general automobile traffic in Singapore 
is comparable to those developed elsewhere for small cars. 
This finding is consistent with the predominantly small engine 
capacity of the car population of Singapore. The relationship 
established is region-specific. It is applicable to the traffic 
flow, road network layout, driver behavior, and road pave
ment and climatic conditions in Singapore. This aggregate fuel 
consumption model is useful for evaluating the energy impact 
of transportation policies or measures that affect automobile 
ownership and use. 

The survey data also allow the effects of vehicle-specific 
parameters and climatic conditions to be evaluated. This was 
achieved by extending the basic average-speed model to in
clude variables representing the parameters of interest. Sta
tistical analyses showed that, in addition to the average trav
eling speed, factors that had significant impacts on fuel 
consumption included vehicle weight, engine capacity, vehicle 
age, and total accumulated odometer mileage, as well as whether 
the vehicle was equipped with power steering and automatic 
transmission. Seasonal variations of climatic conditions in Sin
gapore were found to be too small to have any significant 
effect on fuel consumption rates . 

The test results have shown that the survey approach adopted 
in this study can be used to calibrate the basic average-speed 
fuel consumption model. In addition, the survey data could 
be used effectively to identify the effects of various factors 
on fuel consumption. This approach is cost-effective, and it 
provides a comprehensive picture of vehicle fuel consumption 
in actual traffic conditions. A survey of this nature can be 
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conducted easily by any highway agency without having to 
resort to special measuring equipment. However, this ap
proach cannot be used to study the effects of some factors at 
the microscopic level, such as speed changes, driver behavior, 
road geometry, and pavement surface quality. 
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Home Recharging and Household Electric 
Vehicle Market: A Near-Term Constraints 
Analysis 

KEVIN A. NESBITT, KENNETH S. KuRANI, AND MARK A. DELucHI 

Market-potential studies based on household travel behavior and 
consumer preferences show that electric vehicles may capture a 
share of the hou ehold motor vehicle market. However, most 
studies have ignored the implications of home refueling require
ments on the marke1 potent ia l of lectric vehicles. U ing data 
from the 1985 American Housing urvey, we estimate the number 
of households that· constitute the potential near-term private mar
ket for battery-powered electric vehicles . This c timate is ba ed 
on housing characteristics and general vehicle u age patterns rhat 
are conducive, and probably necessary , to owning an electric 
vehicle. Foremost among these is rhe ability to recharge rhe ve
hicle at home. From rhese criteria we estimare that the potential 
private market for current-technology electric vehicle is appr?x
imately 28 millio.n households- 28 percent of the 1985 housing 
tock. Sensitivity analys of hou chold income and daily com-

mute di ranees sugge ·r that pmchasc price may have a greater 
impact· on the marketability of electric vehicles than driving range . 

Several studies have attempted to estimate the household 
market potential for electric vehicles (EVs). Various ap
proaches have been used in these studies. A common meth
odology relies on models that project vehicle purchase be
havior based on household characteristics and vehicle use 
patterns (J ,2). Discrete choice modes base their estimates of 
the potential EV market on hedonic utility functions (i.e . , 
one's willingness to pay for specific vehicle characteristic ) 
(3- 7). Another approach estimates the largest EV market 
potential based on travel behavior-how many household 
trips could be made in a limited-range EV (8-11). The com
mon assumption among these approaches is that all house
holds (at least all multicar households) belong to the universe 
of potential EV owners. 

In this study we argue that not all households belong to the 
universe of prospective early-market EV purchasers . Instead, 
we estimate this total universe on the basis of four criteria 
not linked to hedonic preferences or economic trade-offs be
tween familiar vehicle characteristics. The resulting subset of 
U.S. households includes only those that have the necessary 
infrastructure to recharge an EV and work commute demands 
that do not preclude using an EV . Analytical approaches that 
define EV markets in terms of travel behavior and consumer 
choices are appropriate and necessary for estimating the initial 
market for EVs. However, analyses of hedonic preferences 
and economic trade-offs should more appropriately be applied 
only to that subset of the total population that have household 
infrastructure and travel characteristics amenable to EV use. 

Institute of Transportation Studies, Department of Civil Engineering, 
206 Walker Hall , University of California , Davis, Calif. 95616 . 

We use the following criteria to measure the large t possible 
initial market for battery-powe red electric vehicle : 

1. Potential EV purchasers must own their primary place 
of residence, 

2. They must have a carport or garage at their primary 
residence, 

3. In addition to the EV, they must have at least one vehicle 
capable of long-distance trips, and 

4. There must be at least one household vehicle that is not 
used to commute more than 80 mi round-trip to work on a 
daily basis. 

We use these criteria as proxies for determining how many 
households can recharge an EV at home and do not have 
commuting demands that would prevent them from using an 
EV. The resulting subset of American households is a good 
approximation of the largest near-term potential EV market 
and represents the target market for EVs. As mentioned , 
these households should serve as the starting point for market 
analyses based on economic considerations , overall travel de
mand, and consumer acceptance. 

We confine this analysis to the near term because the most 
recent data set available that contains all the information 
required for our analysis is the 1985 American Housing Survey 
(AHS) (. everal important questions were omitted from sub
sequent AHSs) . We define the "initial" or "near-term" po
tential EV market as the largest EV market that could be 
developed by the year 2000 given our proposed constraints . 
Hence , the EV performance and recharging capabilities that 
we assume are compatible with existing and likely near-term 
EV technology. Advances in EV technology will significantly 
affect our results only if those advances free EVs from home 
recharging requirements. In the long run , changes in the 
American housing stock could have a profound effect on our 
potential-market estimate . 

This study is not a market development strategy. The target 
market as we define it excludes some households that may 
well be among the early buyers of EVs. For example, one 
can imagine scenarios in which renters or single-car house
holds that are extremely motivated by air quality concerns or 
a desire to experiment with EV technology would buy an 
electric vehicle (12) . However , we believe the number of such 
households will be small in comparison with the total number 
of potential EV-owning households identified in the following 
analysis. In any event, we test the effects of our assumptions 
through a sensitivity analysis. 
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Two previous constraints analyses of household EV mar
kets use AHS data. Hamilton used 1974 data to estimate 
potential noncommercial applications of EVs (13) . Kaiser and 
Graver used 1976 AHS data to estimate the number of likely 
EV-owning households as part of their analysis of electrical 
infrastructure (14). Our analysis differs from these studies in 
three ways. First, we update the data to 1985-the latest AHS 
data set that contains all the variables required for our anal
ysis. Second, we use a different set of criteria to define the 
potential market for EVs. Finally, unlike our analysis, both 
previous studies assume that the EV ownership criteria are 
independent. We show the magnitude of error resulting from 
this assumption using the 1985 data. 

We limit our market-potential analysis to privately owned 
passenger vehicles. The fleet market that has already been 
analyzed in detail will probably constitute a large part of the 
overall initial EV market (15,16). However , even if com
mercial fleets provide the first EV market, recently passed 
legislation gives reason to believe that widespread penetration 
of EVs in the private sector will not lag far behind. 

LEGISLATIVE PROGRAMS DRIVING EV 
MARKETS 

Several recent government actions encourage the use of elec
tric vehicles because EVs provide an excellent prospect for 
mitigating urban air-quality problems. Electric vehicles es
sentially eliminate transportation-generated emissions of car
bon monoxide (CO) and hydrocarbons (HC)-a primary ozone 
precursor (ozone is typically the main component of urban 
smog). Emission of nitrogen oxides (NOx) will also be sharply 
reduced with the implementation of EVs compared with gas
oline vehicles (17,18). 

At the national level, EV implementation will most likely 
be facilitated by the recently passed amendments to the Clean 
Air Act that require certain vehicle fleets (e.g., delivery vans 
and taxis) in ozone and CO nonattainment areas be composed 
partially of clean-fueled vehicles . The law requires that 30 
percent of all light-duty vehicles added to these fleets be clean
fuel vehicles starting in 1998. This requirement increases to 
70 percent by 2000 (50 percent for heavy-duty trucks for every 
year after 1997) (19). The same legislation established a Cal
ifornia clean-fueled vehicle pilot program. This program re
quires that 150,000 clean-fueled vehicles be sold in California 
each year for model years 1996 through 1998 and 300,000 a 
year thereafter. 

California has adopted a program more specifically targeted 
at promoting EVs. In 1998 the state will require that 2 percent 
of the light-duty vehicles that each automobile manufacturer 
sells in California emit essentiillly no pollutants at all . This 
will rise to 10 percent of unit sales (about 200,000 vehicles a 
year) by 2003. Electric vehicles represent the only automobile 
technology currently under development that can meet these 
rigid zero-emission standards. Other states are expected to 
follow California's lead. Already, 12 northeastern states and 
the District of Columbia have committed to proposing reg
ulations based on California's stringent automobile emission 
standards. 

In Los Angeles an initiative has been passed that calls for 
the local sale of at least 10,000 electric and electric-gasoline 
hybrid vehicles by 1995. Three companies were awarded con-
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tracts to produce the 10,000 vehicles, which will consist of 1-
ton vans, 1/4-tone microvans, minivans, pickups, and four
passenger sedans. 

The effectiveness of EVs at fulfilling the air quality man
dates in government legislation depends on the total number 
of vehicle miles of travel that these vehicles can satisfy. This 
in turn depends on the marketability of EVs. The objective 
of our analysis is to determine the largest possible near-term 
EV household market on the basis of home refueling require
ments and compatible commuting behavior. 

STATUS OF TECHNOLOGY 

The current capability and short-term prospects for improve
ments in EV technology and performance affect the possible 
size of the EV market. Technological variables such as re
charging efficiency, battery performance , and total battery 
capacity along with the electrical capacity of a housing unit 
determine the necessary recharging requirements and thus the 
suitability of the structure for recharging an EV. In this section 
we briefly describe the status of EVs and state the EV tech
nology assumptions used in our subsequent analysis . 

We assume the first commercially available EVs will exhibit 
performance characteristics similar to existing prototypes. More 
specifically, they will have a driving range of 100 to 150 mi 
and an efficiency of 0.33 kWh/mi from the outlet. Without 
specifying a battery type, we assume that charging can be 
accomplished at nearly a constant rate (i.e., there is essentially 
no trickle charge), there are no gases emitted during charging, 
there is no significant "memory effect" from cyclic shallow 
discharges, and deep discharges are not detrimental to battery 
life. In general, lead acid batteries, the only battery type 
commercially available for EVs today, do not exhibit all the 
characteristics assumed in our analysis. However, several bat
tery types-including advanced lead acid batteries-are being 
designed and developed specifically to overcome these prob
lems (20). 

Most prototype EVs are equipped with an onboard charger 
integrated into the vehicle electronics. We assume that near
term EVs will be equipped with onboard battery chargers, 
and thus can simply be plugged into a wall outlet. 

We analyze battery-powered EVs because they are the fo
cus of most ongoing EV research and are likely to be the first 
commercially available EVs. However, there are other types 
of EV. One alternative to the battery-powered EV is the 
hybrid EV (HEY). In one type of hybrid, a gasoline tank and 
a small internal-combustion engine are added to the electric 
drive to extend the range of the vehicle. However, regulations 
and incentives encouraging the use of EVs are motivated 
primarily by air quality concerns. If HEVs are to provide 
environmental benefits si111ila1 to those of dedicated EVs, they 
will have to run primarily on battery power-the gasoline or 
diesel engine would have to be used sparingly, perhaps only 
as an emergency backup. In this case home recharging is still 
an essential requirement for HEVs, and the market for hybrid 
vehicles will be similar to that of battery-powered EVs. 

Framework for Analyzing Potential EV Market 

To estimate the number of potential EV households, we de
termine which housing unit conditions are needed to accom-
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modate an EV and identify household travel patterns that 
would preclude using an EV. Our conditions and require
ments are based on insights gained from the literature. Much 
of what we wish to measure is not well understood (such as 
the amount of driving-range reserve that prospective EV buy
ers will demand) or lacks supporting data for a more robust 
analysis (the only measures of household travel in our data 
set are daily work commute distances and modes). In this 
section we lay out the logic for each of our conditions and 
test the sensitivity of the logic to different assumptions. 

Our analysis is based on household and commuting data 
from the 1985 AHS. The AHS is conducted jointly by the 
U.S. Departments of Commerce and Housing and Urban 
Development . The AHS , formerly the Annual Housing Sur
vey, is conducted every 2 years. It contains approximately 
47 ,000 randomly sampled housing units enumerated in the 
1980 census and approximately 6,500 units built since 1980 
(21). The sampling unit is the structure, not the occupants. 

Criteria Definition 

We limit the potential market to those households that can 
recharge an EV at home, even though theoretically there are 
several means by which EVs can be recharged away from 
home . However, these methods are expensive, difficult to 
implement, and will not be developed until there are enough 
EVs to justify a large investment in the necessary recharging 
infrastructure. Furthermore , even if away-from-home re
charging becomes available , it is likely that EV owners will 
do most of their recharging at home; certainly, enough so 
that they will not buy an EV if they cannot recharge at home. 
Battery-powered EVs will not become ubiquitous without home 
recharging. 

Restricting EV Purchases to Homeowners 

Analyses of the EV market seldom distinguish between home
owners and renters even though renters will probably be un
able to recharge an EV at home. Relatively few rental units 
have the necessary facilities for recharging a personally owned 
EV, and it would be expensive to equip parking spaces with 
separately metered recharging outlets. 

Cost estimates for installing multivehicle recharging facil
ities with a 240-V 50-amp electrical capacity range from $100 
to $900 (1991 dollars) per stall , depending primarily on the 
number of recharging stalls , whether the recharging facility 
is installed at a new or existing housing structure, where the 
facility is located relative to the electrical source, and whether 
the charging stalls are opened or covered (14 ,22 ,23). More
over, the landlord would have to agree to put in the recharging 
unit (outlet, wiring , etc.) . 

An investment in recharging facilities would be risky for 
landlords. They are unlikely to provide recharging facilities 
for EV owners unless installation and operation are safe and 
trouble-free, and only if they are certain of recouping their 
investment within a reasonable period of time . The only way 
to guarantee this would be to charge the EV-owning tenant 
enough per month to ensure complete payback within the 
current lease period because subsequent tenants may not have 
use for the recharging station . In most cases , the renter who 

13 

owns an EV would probably be obligated to essentially buy 
the recharging station outright. 

We expect that renters will not assume the installation cost 
of the recharging infrastructure unless they anticipate re
maining at the residence long enough to justify the invest
ment . Although this condition applies to homeowners too, 
the AHS data show that renters generally have a much shorter 
tenure at their residences than do homeowners. 

Furthermore, many apartment complexes do not have the 
parking capacity for EV. Multifamily structures often have 
parking lot capacities designed for one parking space per unit; 
renters who own EVs will require a parking space for their 
second vehicle (as per Criterion 3) in addition to a designated 
space for EV recharging. 

For these reasons we exclude all renters from the initial 
target market. However, it is possible that local utilities may 
assume the cost of recharging facilities on rented properties, 
in which case renters could play an important role in EV 
markets. We perform a sensitivity analysis to show the po
tential market gain when renters are included as prospective 
initial EV purchasers. 

Need for Garage or Carport 

We anticipate that EV owners will want a safe and secure 
covered place close to their houses to charge their vehicles. 
We assume this place is an existing garage or carport. A 
homeowner with no garage or carport could set up a recharg
ing station, but this would involve additional costs . There 
would probably be a relatively long underground run from 
the service panel to the outlet, a recharging pole, weather
proofing for the outlet and pole, and some kind of security 
device (to prevent unauthorized plugging and unplugging). 
All these are extra-cost requirements compared with recharg
ing in a garage. We assume that there would be relatively few 
people willing to set up an outdoor recharging station under 
these circumstances . 

Furthermore, many residences without a garage or carport 
must park their vehicles on the street . EV owners who park 
on the street can not be guaranteed a vacant parking space 
near their outlet even if they could set up a curbside recharging 
station . 

Some homeowners who do have garages or carports cur
rently use them for purposes other than parking vehicles 
(workshops, converted bedrooms, storage, etc.). The AHS 
data specifically exclude garages that have been rendered per
manently unusable for parking vehicles . However, AHS data 
do not identify garages that have not been permanently con
verted for other uses but that nevertheless are not being used 
for vehicle storage. 

Owning a garage or carport does not guarantee the nec
essary electrical infrastructure to recharge an EV. Unfortu
nately , there are no data that enable us to determine how 
many households have an outlet in their garage or carport or 
how much electrical capacity is available within a specific 
dwelling unit. In the absence of these data, we assume that 
households meeting all our criteria either have the necessary 
electrical infrastructure to recharge an EV adequately for its 
intended use, or the occupants would be willing to install an 
electrical outlet in their garage or carport that is capable of 
sufficiently recharging an EV. We summarize the likely costs 



14 

homeowners will incur if they do not already possess the outlet 
needed for EV recharging. 

Cost estimates for installing a 240-V, 50-amp receptacle in 
a carport or garage range from approximately $100 to $675 
(1991 dollars), depending primarily on how far the outlet is 
from the electrical source and whether it is installed in a new 
or existing structure (14,22,23; estimates from local electri
cians, unpublished data, 1991). A 240-V, 50-amp circuit would 
be capable of recharging an EV with our assumed perfor
mance characteristics at the rate of 28.5 mi of driving range 
per hour of charging (36.5 mi of driving range per hour of 
charging if charging is limited to 3 hr or less as per the "con
tinuous load" restrictions stated in the National Electrical 
Code). 

The lower-bound cost estimate represents the best instal
lation scenario (not having to install an outlet at all would be 
the best overall scenario) for which there is sufficient service 
entrance panel capacity and a 240-V, 50-amp receptacle is 
installed close to the panel. The high cost estimate represents 
the opposite situation, in which the panel must be replaced 
and a 240-V, 50-amp receptacle is installed far from the panel. 
Generally, costs for replacing a circuit with one of higher 
amperage and voltage will typically be closer to the lower end 
of the cost range, and installing a receptacle in a new home 
during construction is much less expensive than retrofitting 
an existing house. 

Although the cost of a recharging station in a rental unit 
could be as low as the cost in an owned unit, it is not likely. 
It is more likely that renters would incur costs near the high 
end of the range (as much as $900) to install recharging ca
pability because most rental units are not equipped at all to 
handle vehicle recharging (this is further justification for ex
cluding renters). On the other hand, many people who own 
their residence will probably face few or no additional costs 
to upgrade their electrical infrastructure because they already 
have adequate electrical capacity in their garage. 

All single-family homes with an attached garage built since 
1974 are required by the National Electrical Code to have at 
least one electrical receptacle in the garage that is not dedi
cated to a "permanent" appliance. Furthermore, on the basis 
of an informal survey of electricians nationwide, we believe 
it is likely that most garages and carports have at least a 110-
V, 15-amp outlet that perhaps could be used for recharging 
an EV. Therefore, our assumption that electrical infrastruc
ture requirements in owner-occupied homes will not alone 
prohibit the purchase of an EV seems reasonable. 

Need at Least Two Vehicles 

Because the first-generation mass-produced EVs will require 
several hours to recharge and will have a significantly shorter 
driving range than conventional gasoline vehicles, we assume 
the EV-owning household will keep at least one vehicle that 
is capable of long-distance trips. We posit that every house
hold will want the option of making long trips without having 
to rent or borrow a vehicle (although we acknowledge that 
occasionally renting a vehicle may be the most economical 
solution). Therefore, we assume that the EV will replace an 
existing household vehicle or be added to the household's 
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stock of vehicles, but that it will not be the only vehicle in 
the household. 

Given this assumption, the number of potential EV-owning 
households at any given time (assuming they meet the other 
three criteria) is the number of multivehicle households that 
might add or replace a vehicle, plus the number of single
vehicle households that are in the market for a second vehicle. 
However, we do not have data on the number of single-vehicle 
households that are in the market for a second vehicle. More
over, we do not know to what extent the introduction of EVs 
would affect the rate at which single-vehicle households be
come multivehicle households, or the rate at which multi
vehicle households would become one- or zero-vehicle house
holds. Instead of attempting to estimate these effects, we use 
the number of current (1985) multivehicle households as a 
proxy for the number of potential EV-owning households. 
(We recognize that the percentage of multivehicle house
holds-and hence the potential EV market-appears to be 
growing. Thus, our estimate may be considered a lower bound.) 

It is also possible that some households would be willing 
to rely on an EV as its only vehicle. For example, a household 
that makes long trips only infrequently may be willing to rent 
or borrow a gasoline vehicle to fulfill their long-distance travel 
demands. We do not attempt to estimate the number of house
holds that would be content with an just an EV, but we do 
relax the two-vehicle constraint in a sensitivity analysis. 

Commute Distance Requirement 

The regularity in timing and distance of work commute trips 
allows us to exclude households in which commute distances 
and characteristics of the household's current stock of vehicles 
would prohibit EV ownership regardless of other household 
travel. However, we do not require that the EV be used only 
for commuting purposes. 

Households are excluded from the potential EV market 
only if the number of household members who commute more 
than 40 mi one way to work in a car, van, or truck, or report 
a variable work-trip distance (and hence might travel more 
than 40 mi), is equal to or greater than the number of vehicles 
available to the household. 

This criterion implies that an EV could be used by any 
commuter with a round-trip distance to work of less than 80 
mi. Given an EV with a range of 100 to 150 mi, an 80-mi 
commute would allow a buffer of 20 to 70 mi. The precise 
buffer required depends on what length of reserve the con
sumer will demand to ensure against running out of "fuel" 
and whether daily recharging is viewed as a significant incon
venience. Focus group participants have expressed concern 
about running out of "fuel" while driving an EV (24,25). 
However, some EV purchasers may be willing to accept more 
frequent recharging or a smaller buffer in exchange for a lower 
purchase price. 

It is likely that the required reserve range of an EV will be 
a function of daily travel demands. Therefore, people with 
shorter commutes-say, less than 20 mi round trip-may be 
willing to opt for an EV with less than 50 mi of range if they 
bought it primarily as a commute vehicle. As the role of 
personal automobiles is reevaluated and expectations about 
multipurpose usage of vehicles change, EVs could become 
the most-used vehicles in many households. 
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To summarize, we define the potential near-term private 
EV market to be the subset of households that are occupied 
by the owner, have a garage or carport, have two or more 
vehicles, and do not have commute patterns that preclude the 
use of an EV. Although the criteria we propose are not man
datory for EV ownership, we posit that households not meet
ing all of the criteria will generally be unable to use an EV 
in the near term because of prohibitive travel demands or the 
inability to recharge at home. We believe households not 
meeting these criteria are very unlikely to buy an EV and 
therefore should be excluded from the universe of potential 
near-term EV-owning households for the purpose of further 
analyses. 

RESULTS 

According to our analysis, 27.9 percent of the 1985 U.S. hous
ing stock (27 .89 million out of 99. 93 million U.S. households) 
has the potential to own an electric vehicle. These housing 
units are owner-occupied and have a carport or garage. The 
occupants have at least two vehicles and do not have prohib
itive daily commute demands. This estimate is subject to a 
sampling error of ± 0.36 million households at the 95 percent 
confidence level. The geographical representation of potential 
EV households is generally the same as the total housing 
distribution. 

If, like previous constraint analyses, we had assumed that 
all the criteria were independent (i .e., the same household 
could be erroneously excluded more than once from the po
tential EV market if it failed to meet more than one criterion), 
our potential near-term EV household market estimate would 
be 15 million households. This is 46 percent less than our 
actual estimate of 27.9 million households . 

A comparison of AHS data from 1985 and 1987 suggests 
an upward trend in the percentage of American households 
that can accommodate an electric vehicle. Whereas the hous
ing stock increased only 2 percent between 1985 and 1987, 
the percentage of households that are potential EV pur
chasers, according to our criteria except for household com
mute distances, rose approximately 6 percent in that same 
period. (We did not use the 1987 AHS data set for the com
plete analysis because neither it nor any AHS data set since 
1985 contains information on household commute distances.) 

Sensitivity Analysis 

In this section we examine the effects of relaxing, in turn, 
each of our assumptions about which households can recharge 
and use an EV. The results are summarized in Table 1. 

Case 1: Rental Units 

If we relax the criterion that excludes renters , the total po
tential EV market increases by 15.85 percent, to 32.31 million 
households (Case 1 in Table 1). However, for reasons pre
sented previously, it is highly improbable that a significant 
number of renters would be able to accommodate an EV until 
well after EVs are commonplace. 
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TABLE 1 Sensitivity Analysis Results 

Scenario % of Households 

O Base case -- all criteria 

Base case plus rental units that 
otherwise qualify 

2 Base case plus rental units that otherwise 
qualify minus all households with at least 
one non-relative 

3a Base case minus condominiums and 
cooperatives 

3b Base case minus condominiums and 
cooperatives and households with at least 
one non-relative 

4a Base case plus households with only one 
vehicle that otherwise qualify 

4b Base case plus rental units that otherwise 

27.89 

32.31 

30.67 

27 .42 

26.60 

37.85 

qualify with garage/carport constraint 47.05 
relaxed for all households 

Case 2: Nonrelated Household Members 

Furthermore, we are inclined to exclude renters for another 
reason: many renters share a residence with a nonrelative 
who may own at least one of the household vehicles. Pro
spective EV buyers living in households in which all vehicles 
are owned by unrelated individuals do not meet our two
vehicle criteria. 

Because of the nature of the data, we were unable to de
termine who in the household owns each vehicle. However, 
examination of the rented housing unit composition shows 
that of the 4.42 million rented units that meet the other three 
criteria for EV ownership , 19 .0 percent have at least one 
person who is not related to the head of the household . If we 
assume that the owner of each of these housing units has only 
one vehicle and the rest belong to unrelated individuals (an 
extreme case), our potential renters market estimate de
creases from 4.42 million to 3.58 million. Consequently, the 
number of rented housing units that could accommodate an 
EV (as per the other three criteria) is more appropriately 
given as a range from 3.58 million to 4.42 million households. 

The same type of analysis of owner-occupied households 
revealed that a maximum of only 0.80 million households (less 
than 3 percent of the estimated potential EV household mar
ket) could possibly be excluded given this nonrelative con
straint. Case 2 in Table 1 shows the effect of excluding house
holds with at least one nonrelative. 

Case 3: Condominium and Cooperative Owners 

A strong argument could also be made to exclude owner
occupied condominiums and cooperatives from the potential 
EV market for the same reasons that we exclude renters. 
Basically, condominiums and cooperatives are less likely than 
single-family detached homes to have reserved parking next 
to an outlet. Furthermore, condos and coops that do not have 
an accessible recharging receptacle may be less capable of 
installing one because condo and coop owners are often sub
ject to stringent homeowner association guidelines on per-
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missible changes to the building. If we exclude condos and 
coops, the market potential decreases 1.69 percent to 27.42 
million households (Case 3a). If we further exclude house
holds with nonrelated members (Case 3b), the potential mar
ket drops to 26.60 million households. This represents the 
lower-bound market potential estimate in this analysis. 

Case 4: One-Vehicle Households 

Finally, our assumption that one-vehicle households will not 
purchase an EV excludes 9.96 million households from the 
estimated market. Rejecting this hypothesis would increase 
the total EV household market potential 35.71 percent to 
37.85 million housing units (Case 4a). We expect that there 
are relatively few single-vehicle households willing to replace 
their sole petroleum vehicle with an EV unless car rental 
agencies move to exploit this potential market by serving 
residential areas. If we relax the homeownership requirement 
in addition to including single-vehicle households, the poten
tial market estimate increases to 47 .05 million households 
(Case 4b). This represents the upper-bound market potential 
estimate in this analysis. 

Varying EV Range Requirements 

Another important consideration is the effect of household 
commute distances on EV market size. So far we have used 
commute distances to exclude households from our market 
estimate. Now we will show more specifically how commute 
distances affect our potential market estimate. 

Although we chose an 80-mi round-trip commute distance 
as the cutoff point above which a current-technology EV is 
not likely to be useful for commuting, we recognize that actual 
EVs may have driving ranges that are shorter or longer. It is 
likely that manufacturers will offer EVs that have a range of 
more than 100 mi-already several prototype EVs have 
achieved ranges exceeding 100 mi. On the other hand, some 
individuals may wish to lower their vehicle purchase costs by 
purchasing an EV with a shorter range. 

In Figure 1 we show how varying the shortest household 
commute distance (as per Criterion 4) affects the size of our 
potential market estimate. The x-axis represents the daily 
work-trip distance of the household member with the shortest 
commute. Each column is cumulative-that is, it includes all 
shorter commute distances. Note that the y-axis, the number 

28 

27 

Number of 26 
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24 
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of households, begins at 23 million rather than zero so that 
changes are visible on the graph. 

The greatest change is between households for which the 
shortest round-trip commute is 10 mi or less and those 50 mi 
or less. There is virtually no change in the size of the potential 
market above a 50-mi round-trip commute, which suggests 
that current-technology EVs have two to three times the range 
needed to meet the minimum daily commute demands of most 
potential EV households. The potential EV market increases 
only 0.78 percent (216,334 households) when the shortest 
household commute is increased from at most 50 mi round 
trip to at most 100 mi round trip (this is essentially the same 
as increasing the effective range of an EV commute-vehicle 
from 50 to 100 mi). 

Other studies that estimate EV market potential on the 
basis of vehicle performance characteristics and household 
travel demand indicate that EV range limitations may not be 
critical if a household's desired vehicle range is based on 
satisfying daily travel demands (8,9 ,11). Yet focus group stud
ies and market estimates based on consumer choice models 
using revealed or hypothetical preferences suggest that the 
limited range of an EV is perceived as a significant problem 
(3,7,24,25). One can infer from these studies that, regardless 
of how frequently they actually travel long distances, people 
desire a vehicle versatile enough to make long trips. 

Effect of Income on Market Size 

We did not use income as a variable in identifying the initial 
target market, but it clearly will play an important role, and 
thus we examine the income distribution of our estimated 
potential market. 

There is reason to believe that the life-cycle cost of EVs 
may eventually be less than those of conventional gasoline 
vehicles (18,26-29). However, EVs will probably still have 
higher purchase prices than gasoline vehicles. Batteries are 
currently very expensive and will continue to be so. Further
more, there will be very few inexpensive used EVs available 
until EVs become widespread. The larger initial cost will most 
likely deter households with lower incomes. Not only do lower
income households have less money to spend on new vehicles, 
but there is evidence that suggests that these households use 
a much higher implicit discount rate when making automobile 
purchase decisions (6,30). Because of this, they may be less 
willing to wait for life-cycle cost savings to amortize the higher 
initial cost of an EV. 

:Sl 0 s20 sao s40 sso sso s7o sao s90 s1 oo 
Shortest Round-Trip Work Commute Distance of 

Any Household Member (miles} 

FIGURE 1 Potential EV market versus shortest household work commute. 
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FIGURE 2 Potential EV market by household income. 
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FIGURE 3 Household income distributions. 

Without specifying a cutoff income level below which house
holds would not buy an EV, we show in Figure 2 the distribu
tion of household income levels for our estimated potential 
EV market . The income measure we use is the total pretax 
income (from all sources) for the reference person and all 
household members related to the reference person. (The 
reference person is the housing unit's owner, co-owner , or 
the owner's spouse.) Income is measured in 1985 dollars. 

The number of potential EV-owning households drops 
markedly as the hypothetical income constraint is raised. The 
number of households that meet our four criteria and have 
household incomes greater than $20,000 is 24.70 million; the 
number meeting the criteria and earning more than $100,000 
is only 2.10 million. These numbers are presented only as 
examples, not as conditions or predictions. 

Income and Age of Potential EV Market Versus 
General Population 

Our potential EV market is wealthier than the general pop
ulation of American households (potential market included) . 
The respective income distributions are illustrated in Figure 
3. This comes as no surprise, given that our potential EV 
market is made up of households that own their residence 
and have more than one vehicle available. 

Although we make no attempt to correlate income and EV 
purchase behavior, our results show how income may affect 
the potential EV market if it proves to be a critical factor in 

the decision to purchase. If EV purchases are highly depen
dent on income, our criteria will more effectively define the 
near-term potential EV market. Households not meeting our 
criteria will be even less likely to purchase an EV than pre
viously argued because they generally have lower incomes. 

Senior citizens and retired individuals are often cited as 
good candidates for EVs because they typically drive less than 
the general population. However, households composed en
tirely of retirement-age individuals (at least 65 years old) are 
underrepresented in our market estimate. Households in which 
all members are of retirement age make up 14.14 percent of 
all U.S. households but only 7.0 percent of the potential EV 
market. This does not mean that senior citizens will not be 
among the first to buy an EV; instead, it means that house
holds consisting entirely of retirement-age individuals are less 
likely than the general population to meet all four of our 
proposed criteria. 

CONCLUSIONS 

Summary 

Our assessment of the 1985 housing stock reveals that ap
proximately 28 million households in the United States were 
owner-occupied, had a garage or carport, possessed two or 
more vehicles, and had daily commute demands that did not 
preclude EV utilization. We believe, as per the arguments 
presented in this paper, that given current and likely near-
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term EV technology, each of these households is a candidate 
for EV ownership. Projections of EV market penetration based 
on consumer choice theory, hedonic models, travel demand 
surveys, or other methods should use this subset of households 
as the starting point for their analysis. Market penetration 
studies that include households that face significant physical 
barriers to EV recharging will most likely provide erroneous 
results. 

The findings of this paper agree with other analyses of 
potential EV markets that conclude that driving range, be
yond a relatively short distance, is largely irrelevant to whether 
people could use an EV on a daily basis (8,9,11). However, 
our analysis says nothing about whether those who could use 
an EV, as per our criteria, would actually buy one. 

Our analysis does suggest that EV costs could have pro
found consequences on the success of EVs. The market po
tential rapidly diminishes if lower-income households are ex
cluded, which suggests that reducing EV cost could be more 
effective at enticing a larger market share than increasing EV 
driving range. EV research and development efforts should 
consider this possibility and focus attention on reducing the 
cost of EVs. 

Implications 

In this analysis, the near-term potential EV market is defined 
by four constraints that are used to indicate if a housing unit 
has the capability to recharge an EV and whether or not a 
household's commuting demands would preclude the use of 
an EV. However, these constraints could eventually be over
come by institutional, technological, and behavioral changes. 

Institutional changes could overcome some of the market
limiting effects of our selected criteria. One problem discussed 
in this study is that investments in recharging stations are risky 
for landlords and renters. However, if utilities are allowed to 
include recharging station costs in rates charged for electricity 
(rate-basing), they may be more than willing to pay for re
charging facilities in rental units. The cost of this part of the 
recharging infrastructure could be spread over a larger pop
ulation that would enjoy the air quality benefits of EVs. Al
ternatively, utilities could earn emissions credits for subsidiz
ing recharging stations. 

Technological advances could also mitigate one or more of 
the constraints used in this study. The most significant increase 
in market potential may come from freeing EVs of the home 
recharging requirement. One possibility is to recharge EV 
batteries away from home: however, we do not believe that 
away-from-home recharging will be practicable until battery
powered EVs are ubiquitous. Another technological alter
native is to replace or complement the battery with a fuel 
cell-an electrochemical device that converts stored metha
nol or hydrogen into electricity and that can be refueled in a 
few minutes. Should fuel cell technology progress and a hy
drogen or methanol retail network for the fuel cell vehicle 
develop, then our home recharging constraints may not be 
applicable. However, any solution to the constraint of home 
recharging should be cognizant of the fact that those who can 
recharge at home may consider the convenience a significant 
advantage of battery-powered EVs (12,25). 
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Finally, changes in travel behavior may provide a means of 
overcoming the constraints presented in this analysis. The 
marketability of EVs is dependent not only on how close their 
performance characteristics are to conventional vehicles, but 
also on the willingness of households to adapt their travel 
behavior to EVs. Scientists and engineers continue to strive 
for greater driving ranges, but some households will be learn
ing to adapt to shorter-range vehicles. Incentives that moti
vate changes in travel behavior may expand the potential EV 
market more effectively than technological advances. 
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Economic Evaluation of Compressed 
Natural Gas Fleet Conversion and 
Operation 

DEAN B. TAYLOR, MARK A. EuRITT, AND HANIS. MAHMASSANI 

Increased public concern about' energy efficiency and air quality 
has led to a number of state and federal initiatives that examine 
the use of alternative fuels for motor vehicles. Texas instituted 
an alternative fuels progrrun fo r public fleet operations beginning 
in FY 1991-1992. A life-cycle benefit/cost model fo r ev<1luating 
the economic implica tion of fleet conversion and operation on 
compres ed natural gas ( NG) is presented. The principal benefit 
in a C G-fleet operati n i the fuel cost saving resulting from 
the price differe nce between gasoline/diesel and naturnl gas. The 
costs are classified according to capi ta l infrastructure costs. capital 
vehicle cost , and operating co ts. The benefits and co ts are 
driven by fleet-specific demand panuneters. including number 
and type of vehicles , annual mileage, fu el consumption, and fuel
ing procedure.. ample fleet · imilar 10 those of the Texa De
partment of Transportation are analyzed to l<lentify critical ben
efit/cost elements in th ' model. The ·ample analy is confirms that 
fuel prices, fu eling infrastructure., and vehicle conversion costs 
are the key factors in the life-cycle economic evaluation. 

During the 1980s it became increasingly apparent that trans
portation professionals would have to respond to new envi
ronmental mandates . At the forefront of these mandates was 
the recognition that motor vehicle fuels are a great source of 
undesirable emissions (1). A number of states and the federal 
government took action to investigate alternatives to gasoline 
and diesel fuels. Inherent in these policy directives were not 
only air quality issues but also national security concerns about 
U.S. dependence on foreign oil. Consequently, there has been 
a growing volume of research and demonstration projects on 
the use of alternative fuels . 

Texas, a state rich in natu ral gas, adopted alternative fuels 
legislation (2) requiring all school districts with more than 50 
buses, state agencies with more than 15 vehicles (excluding 
emergency vehicles), and metropolitan transit authorities to 
buy new vehicles that operate on natural gas, propane, meth
anol, or electricity. Affected agencies can receive a waiver of 
this requirement if they can demonstrate that (a) operation 
of an alternatively fueled fleet is more expensive than oper
ation of a gasoline/diesel fleet or (b) alternative fuels are not 
available in sufficient supply . This paper analyzes the first 
area for natural gas. As the analysis demonstrates , it is dif
ficult to show cost-effectiveness for compressed natural gas 
(CNG) as an alternative fuel when excluding externalities. 
This is a serious limitation to an otherwise progressive leg
islative action. 

Center for Transportation Research , Department of Civil Engineer
ing, University of Texas, Austin , Tex. 78712 . 

On the basis of research at the Center for Transportation 
Research for the Texas Departme nt of Transporta tion 
(TxDOT), the authors have developed a model for analyzing 
the cost-effectiveness of CNG as an alternative fuel for fleet 
operations. Basically, the model examines the benefits and 
costs of a CNG-fueled operation over the life cycle of a CNG 
fast-fill station . It is important to note that in this paper the 
model is used only for fleet analysis, not general public policy 
analysis . 

CONCEPTUAL COSTS AND BENEFITS 

As already noted , several positive social impacts result from 
the use of alternative fuels for motor vehicles . Although the 
focus of the benefit/cost analysis is on fleets, it is still important 
to consider the larger social impacts even if they are not dealt 
with in financial terms for the fleet analysis. In the long run , 
all benefits and costs must be considered in evaluating a lter
native fuel policies and their consistency with broader societal 
issues. However, it is important to determine what agencies 
or segments of society incur particular costs or benefits, as 
an input to public policy and budgetary allocation. 

Societal benefits from natural gas may accrue in the fol
lowing areas : urban air pollution , global warming , national 
energy security , regional economic stimulus, fuel toxicity, land 
and water pollution, vehicle safety, and transitions to future 
vehicular fuels , such as hydrogen . These benefits are difficult 
to quantify and incorporate into a fleet-level benefit/cost anal
ysis . Rather than attempt to place a monetary value on these 
benefits, one can determine the minimum value that the broader 
social benefits must assume in order to overcome costs. This 
value could be used as a basis for developing a tax or fee to 
accommodate externalities that typically are not included in 
economic analysis. 

In evaluating the economic fea sibility or implications of 
operating a fleet of vehicles on natural gas, a life-cycle benefit/ 
cost analysis is necessary . The main focus of this analysis is 
from the fleet operator's viewpoint , in particular on cost
effectiveness. Therefore , the narrower monetary benefits and 
costs (listed in Figure 1) to the fleet are analyzed . The benefits 
associated with other important policy goals are not included. 

Benefits 

Monetary fleet benefits are derived from the fuel price dif
ference between natural gas and gasoline (or diesel) and from 



Taylor et al. 

BENEIDS 
A. Fuel cost savings 
B. Maintenance cost savings 

ms:rs. 
A. Capital infrastructure 

l. Compressor 
2. Storage 
3. Dispenser 
4. Dryer 
5. Setup 
6. Land 

B. Capital vehicle 
l. If converted 

a. Conversion kit equipment 
b. Storage tank(s) 
c. Labor 

2. IfOEM 
a. Cost differential 

C. Operating 
l. Station maintenance 
2. Power to drive compressor 
3. Cylinder recertification 
4. Driver and mechanic training 
5. Labor losses from fueling 
6. Texas state natural gas vehicle fuel tax 

FIGURE 1 Summary of principal 
monetary Oeet costs and benefits. 

potential maintenance savings. The former is the primary source 
of monetary benefits, since natural gas is currently cheaper 
on an energy-equivalent basis. Adjusting for possible differ
ences in fuel efficiencies between natural gas and gasoline or 
diesel vehicles, savings are accrued on the basis of the dif
ferential in price between the fuels. Maintenance savings (in
creased oil and spark-plug life are two possibilities) is the 
other potential monetary benefit. Documented proof of main
tenance savings or of its magnitude is currently lacking, though 
anecdotal and theoretical evidence suggest the possibility of 
some savings. It is assumed that the fleet already has gasoline 
or diesel fueling capabilities on-site. These facilities will be 
used less while dual-fuel converted vehicles are used and may 
be eliminated if dedicated original equipment manufacturer 
(OEM) vehicles are fully phased in, but no benefit is given 
in this analysis for reduced operating and maintenance costs 
or for the possible elimination of those facilities . 

Costs 

Monetary fleet costs can be categorized into capital infra
structure costs , capital vehicle costs, and operating costs. 

Capital Infrastructure Costs 

Capital infrastructure costs represent the initial investment 
for an on-site natural gas fueling station and future additions 
for increased capacity. The station design could be slow-fill , 
nurse truck, fast-fill, or a combination. If fast-fill, the station 
design will vary according to the particular fueling scenario 
for a given fleet (for instance, whether all vehicles fill daily, 
in one session, or several sessions, etc.). The station itself has 
six cost components: compressor, storage, dispenser, dryer, 
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setup, and land. Setup costs include all miscellaneous costs, 
such as those for priority and sequencer panels, piping, in
stallation labor, and managerial soft costs. 

Capital Vehicle Costs 

Capital vehicle costs are those above what would be spent on 
a comparable gasoline or diesel vehicle . If the vehicle is con
verted from a gasoline or diesel vehicle, these differential costs 
are divided into three categories: conversion kit equipment, 
storage tank , and labor. The conversion kit costs include those 
for all "under the hood" parts such as air and fuel mixers , 
regulators, and piping. Storage tank costs include the cost of 
on-board tanks and mounting equipment. Labor costs are 
incurred in performing the conversion. If the vehicle is re
placed with an OEM natural gas vehicle, then the capital 
vehicle cost is the price difference between the comparable 
OEM natural gas and gasoline (or diesel) vehicle . 

Operating Costs 

Operating costs include station maintenance, which is per
formed mainly on the compressor; power to drive the com
pressor; costs to recertify cylinders to conform with U .S. De
partment of Transportation (DOT) regulations; additional 
training for drivers and mechanics; labor losses from fueling; 
and the Texas state natural gas vehicle fuel tax . 

Labor losses are incurred with fast-fill fueling , because of 
longer and more frequent fills (a result of current technology). 
If slow-fill is used, labor time savings may result, because time 
is required only to connect and disconnect the fueling probe, 
which is minimal compared with the downtime resulting from 
filling and switching (driving the vehicle up to and away from 
the fueling probe and getting in and out of the vehicle) . More
over, the fueling occurs during idle periods, so no person 
hours are lost due to waiting. 

Texas law requires some state fleets to pay a fuel tax on 
vehicular use of natural gas. TxDOT vehicles are not exempt 
from this tax , and they must also pay state gasoline and diesel 
taxes. Currently, TxDOT vehicles are exempt from federal 
gasoline and diesel taxes , and there is no federal tax on natural 
gas use for vehicles. 

Fleet conversions also generate some nonmonetary costs 
and benefits . Because of the difficulty in quantifying them, 
they are not included in the main economic analysis . Possible 
benefits include safer vehicles and improved public relations 
from capitalizing on the clean air benefits of natural gas. 
Possible costs include the risk involved in investing in a new 
technology (although there are more than 700 ,000 natural gas 
vehicles operating worldwide, there are only about 30,000 in 
the United States) and the negative impact from perceived 
safety problems. 

The costs and benefits discussed represent the significant 
factor for evaluating the economic feasibility of a CNG-fueled 
fleet. Additional work is needed in valuing broader social 
impacts. These issues, although critical from a policy per
spective, are often excluded in more limited applications. 
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FRAMEWORK DEVELOPMENT 

This section presents an overview of the cost-effectiveness 
analysis framework and discusses the underlying assumptions 
and required input data. The analysis applies at the fleet level. 
A fleet is composed of different types of vehicles, each with 
a given set of attributes reflecting performance characteristics 
and use, both of which influence fuel consumption. Most of 
the cost and benefit items are incurred at the individual vehicle 
level, independent of other fleet characteristics. The major 
exceptions are infrastructure capital costs, for which some 
fixed costs are incurred regardless of actual fleet size. 

The detailed expressions for each cost time are not pre
sented here. These are mostly straightforward, and they would 
be too tedious and space-consuming; they have been imple
mented in spreadsheet format and documented elsewhere (3). 
Instead, this section focuses on the principal conceptual re
lations and assumptions, as well as on the input data required 
and the manner in which the various data items affect the 
calculations. Of particular interest is the approach devised in 
this study to estimate the fueling infrastructure requirements 
of the fleet under consideration; these requirements are trans
lated into approximate sizes for the various station compo
nents on the basis of fundamental engineering principles (4) . 

The discussion in this section follows the order in which 
the principal benefit and cost elements are presented in the 
previous section. The principal input data requirements and 
assumptions are then discussed. 

Benefit and Cost Calculations 

The monetary cost/benefit fleet analysis uses a net present 
value (NPV) approach whereby all future costs and benefits 
over the time horizon of interest are discounted to the present 
using a rate that reflects the opportunity cost of capital for 
the particular fleet operating agency. In addition, the cost (or 
saving) per vehicle per year is computed by dividing the an
nualized NPV by the fleet size, in order to compare cost
effectiveness for different fleet sizes and to assist in identifying 
the offsetting level of societal benefits. 

As explained in the previous section, monetary benefits 
derive primarily from fuel cost savings under CNG operation 
relative to gasoline and diesel. At the fleet level, then, savings 
depend on fleet size and composition (in terms of the different 
vehicle categories described} . For a given vehicle type, the 
annual fuel cost savings are given by 

savings = [ 'TlGAs,uPGAS - <XcNG'TlCNG ,cPcNG 

where 

(1) 

aCNG = fraction of total annual miles driven on 
CNG, 0 s aCNG s 1; 

PcNG• PGAs respective prices of CNG and gasoline 
(per gasoline gallon equivalent), for the 
year under consideration; 

'TlcNG,o 'TlGAs.c = respective CNG and gasoline fuel con
sumption characteristics (in gasoline gal
lon equivalents per mile) of the vehicle 
after conversion to dual-fuel operation; 
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'TlGAs.u = gasoline fuel consumption for the vehicle 
before conversion; and 

miles = annual mileage of the vehicle. 

The given expression is modified appropriately to consider 
conversions of diesel-fueled vehicles as well as OEM vehicles. 
It is applied to each year separately over the time horizon of 
interest, allowing increased reliance on CNG over time as 
users become more familiar with converted vehicles and as 
the reliability of the technology is established. This can be 
reflected by increasing the value of acNG over time, or simply 
by using a lower value for the first few years. 

In developing fleet-level estimates, average values (for each 
vehicle type) are used for the vehicle use and consumption 
characteristics. Letting the subscript k denote a particular 
vehicle type, the total fuel cost savings are given by 

.2; (savingshNk (2) 
k 

where Nk is the number of fleet vehicles of type k. 
The other source of cost savings is maintenance costs sav

ings. As noted earlier, these may or may not materialize . No 
particular methodology has been developed here to estimate 
such savings, given the absence of factual evidence to support 
such calculations. Such savings can be input directly in the 
spreadsheet as a per-vehicle amount for each type, allowing 
the analyst to conduct related sensitivity studies. 

Three major cost items were described in the previous sec
tion: fueling (capital) infrastructure costs, vehicle conversion 
(capital} costs, and operating costs. The most challenging to 
estimate are the fueling infrastructure costs, as the literature 
contains little guidance in this regard. A new cost estimation 
methodology was developed for this application. 

This analysis assumes that fleets will provide their own 
fueling infrastructure . Even if this is not the case, and the 
fleet is assumed to fuel at a public CNG filling station, this 
framework can still be used. The CNG fuel prices would then 
be adjusted to reflect public station prices, and all capital 
infrastructure, station maintenance, and station power costs 
would be removed, because they are now incurred by the 
public station and passed on to the fleet in the fuel price. The 
fleet can provide its own fueling infrastructure in several ways: 
(a) slow-fill from pipeline-supplied gas, (b) nurse truck
supplied gas/slow-fill, (c) nurse truck/fast-fill, (d) fast-fill from 
pipeline-supplied gas, and (e) combination slow-fill and fast
fill. Lower costs to the fleet may be possible with the slow
fill option, though one would have to change the fueling 
operation for the fleet. Such a change may not always be 
detrimental, as pointed out in the earlier discussion of possible 
gains in person-hour productivity associated with slow-fill. 
Though this analysis can be performed for any of the natural 
gas fueling options, the rest of this paper deals with the option 
that most closely replicates the service a fleet now receives 
with its own on-site gasoline or diesel stations, namely, con
tinuous fast-fill with pipeline-supplied natural gas. 

The most cost-effective fast-fill (with pipeline gas) fueling 
station design requires compression of natural gas into cascade 
storage [usually in three banks at about 3,600 psi gauge (psig)). 
Vehicles are filled (nominally to 3,000 psig) from the storage 
in cascade fashion to get the maximum amount of gas out of 
storage while still retaining sufficient flow rates to fill vehicles 
in times comparable to those for gasoline and diesel. The size 
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of the compressor and the size of the storage are chosen so 
that the storage is depleted when the last vehicle fuels. With 
depleted storage , another vehicle could still fuel , but it would 
take longer than the required maximum time allowed for 
fueling. It has often been suggested that minimizing the com
pressor size and maximizing the amount of storage will always 
be most cost-effective. Although we have not seen sufficient 
proof of this claim to generalize for all fleets, we assume it 
here for three reasons: (a) if the assumption is incorrect, costs 
are not significantly higher; (b) minimizing the compressor 
size minimizes the peak power required, which benefits 
electrical-rate-setting purposes; and (c) the assumption offers 
computation convenience . 

This analysis features a new cost estimation approach that 
relies on a fueling station design methodology based on under
lying engineering relationships ( 4). The compressor and stor
age sizes directly affect their costs according to cost-size re
lationships empirically calibrated using data reported in the 
literature and received from manufacturers and vendors (5 ; 
unpublished data, Christy Park, Inc.; Cherco Compressors , 
Inc.; Tri-Fuels, Inc., 1991). Following are some of the more 
important assumptions affecting these sizes and, therefore, 
costs. 

The compressor cost-size relationship holds only for com
pressors designed to operate at input gas line (suction) pres
sures of 5 to 7 psig. Significant capital compressor and op
erating (power) costs savings are possible if the fleet has access 
to higher pipeline gas pressures. In fact, it has been reported 
that in Italy cost-effective natural gas filling stations require 
suction pressures of 150 psig (6) . This analysis also assumes 
continuous filling of vehicles in one session per day . This 
maximizes the required storage . If it were assumed instead 
that vehicles fueled in two or three continuous sessions, with 
storage recharge time in between, then the storage size and 
cost would be less. The minimum storage cost occurs if vehicle 
fueling is uniformly distributed throughout the work day. The 
amount of fuel remaining in the vehicle's storage tank when 
fueling is performed must also be assumed . Another factor 
to consider is that these estimates are based on average daily 
fuel needs. In reality, a fleet may want to buy a compressor 
and storage that are slightly larger than estimated here (and 
therefore more expensive) in order to handle their worst-case 
days. 

Finally, the calibrated relation for storage implies that stor
age is available in continuous increments, and this is not so . 
In reality, the fleet will need to purchase an amount of storage 
that is commercially available. This will probably result in a 
slightly higher cost than predicted here. The same is true for 
compressors, because individual companies may offer specific 
compressors at a price lower than predicted here on the basis 
of average patterns. 

Some elements in this methodology tend to underpredict 
and others tend to overpredict station costs. On balance, the 
resulting estimate should be sufficiently close to actual costs 
for the purpose of this analysis. In fact, it produces predictions 
that are similar to other reported natural gas fueling station 
costs (5, 7,8). It also provides the fleet operator with an ap
proximate station design (i.e. , size of compressor and storage) 
and indications of how conversion to natural gas (fueling as
pects only) will affect fleet operation, through comparison of 
fueling session times, number of vehicles fueling daily, and 
labor fueling losses between natural gas and gasoline/diesel. 
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The fueling station design methodology used in this analysis 
breaks each fueling cycle into two distinct time periods: the 
time of the continuous fueling session (T,c"';0 0 ) and the time 
for storage recharge (T,ccharge) before the next session. The 
minimum compressor size ( C"';") is then computed from 

(3) 

where D scss;on is the fleet demand per session. 
The maximum storage size (Smax) is computed from 

(4) 

where U siornge is usable storage or the proportion of storage 
deliverable to vehicles from cascade operation . 

Equation 4 is derived from Equation 3 and from the fact 
that the amount of natural gas used from storage during the 
session must be replaced by the compressor during recharge, 
as shown here: 

(5) 

The underlying assumption in each of these equations is 
that the compressor is running continuously in order to min
imize its size and maximize its productivity. One must have 
values for U,10,agc• T,echarge• T . c •• ;.,0 , and D ,c, ,;00 in order to 
calculate compressor and storage sizes . 

ustornge is a function of desired flow rate and the initial 
vehicle tank pressures (4) . Therefore, values for U,10, age and 
flow rate per dispenser hose (Fhose) must be assumed . T rcchurge 

can be found by subtracting T,"";"" from the fleet fueling cycle 
time, which is normally 24 hr, since fleets typically operate 
on daily cycles. 

T,0 .,;0 0 is computed by assuming that queues of vehicles 
(with vehicles uniformly distributed by type) form at each 
available dispenser hose and that each vehicle type requires 
a certain total fill time (Tve hk1e), which consists of a transition 
time between vehicles (Tswiich) and an actual filling time (Tr; 11 ) . 

The latter is simply calculated as Dvehiclc/Fhose• where D veh;c1e 

is the natural gas demand per fill. 
The average number of vehicles of each type fueling daily 

and D session can be derived, if one knows the on-board storage 
capacity and average annual miles traveled for each . The 
average number of vehicles of each type fueling daily and the 
number of dispenser hoses then gives the number and type 
of vehicles in each fueling queue. 

Dispenser and dryer costs are input directly by the analyst, 
and the station setup cost is considered to be equivalent to a 
percentage of the combined cost of the compressor, storage, 
and dispenser (7,8). 

The other major capital costs are vehicle conversion costs. 
No particular calculations are required here, because the var
ious cost items are supplied directly by the analyst, as will be 
discussed later. 

As reported in the previous section, six operating cost com
ponents are included in the analysis. 

Station Maintenance Costs 

Costs for station maintenance are incurred primarily by the 
compressor and are taken to be directly proportional to the 
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fuel consumed. The unit cost per gasoline gallon equivalent 
is an input to the procedure. 

Power Costs 

Power costs, a significant operating cost component, are a 
function of the cost of electricity per kilowatthour and the 
energy required by the compressor. The cost per kilowatthour 
is an input for the procedure. The energy required by the 
compressor is a function of its motor horsepower (HP), its 
duty-cycle, and the number of hours of operation (obtained 
from the station design methodology) . The compressor HP is 
computed from an equation empirically calibrated from pub
lished data and data obtained directly from manufacturers 
and vendors (3 ,5). Note that in years when tank recertification 
is required for a given vehicle, the consumption of natural 
gas (and therefore the compressor operating hours and fuel 
price savings) is reduced accordingly to account for the num
ber of days that the vehicle cannot be operated on CNG , as 
current methods require that the tank be removed from the 
vehicle and taken off-site for hydrostatic testing. 

Cylinder Recertification Costs 

Costs for cylinder recertification are incurred periodically (every 
3 years for composite cylinders and every 5 years for steel) . 
They are computed on a per-cylinder basis and include costs 
for labor (to remove and replace the cylinder on the vehicle), 
for transportation (to the testing facility), and for the test 
itself. The total cost per cylinder is an input to the procedure. 
Recertification is required by DOT regulations. 

Additional Training 

Additional training, encompassing both driver and mechanic 
training, is directly entered by the analyst in the appropriate 
year it is incurred, if applicable. 

Fueling Labor Lost Time 

The natural gas fueling process is more time-consuming be
cause of its slower fuel dispensing rate and lower on-board 
fuel capacity that requires these vehicles to fuel more fre
quently than gasoline and diesel vehicles (and thus incur the 
switching time between vehicles). The additional CNG fueling 
time relative to gasoline is multiplied by an hourly labor rate 
to obtain the corresponding labor costs . Any differences in 
queue waiting times between CNG and gasoline/diesel are 
ignored. 

Texas State Natural Gas Vehicle Fuel Tax 

This is a tax required for TxDOT and many other state fleets 
by Texas law. The tax is based on the annual mileage driven 
on natural gas and the weight of the vehicle. 

As noted , these calculations have been implemented in 
spreadsheet format. The calculations require fleet data and 
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several assumed values that must be supplied by the analyst. 
These are discussed next. 

Input Data Requirements 

The input data can be broken into five categories: vehicle 
data, fuel prices, fueling station data, fueling labor loss data, 
and miscellaneous factors . 

Vehicle Data 

Four vehicle types are considered in this framework: auto
mobile, light truck (pickups and vans), heavy-duty gasoline, 
and heavy-duty diesel. Each type is characterized by different 
attributes that affect the costs and benefits of CNG conversion 
and operation. The data for a specific fleet consists of its 
composition (number of vehicles, year they are converted or 
an OEM natural gas vehicle replacement is purchased, and 
current gasoline fuel efficiency) and vehicle utilization (av
erage annual miles traveled and ·percentage of this mileage 
using natural gas) by type. Factors to adjust fuel efficiency 
for comparable converted and OEM natural gas vehicles are 
also included here, as are the costs of conversion kit equip
ment, tanks, and labor for conversion and an OEM price 
differential. Other vehicle data include on-board gasoline 
storage capacity, maintenance cost differential, tank recerti
fication cost, number of CNG tanks per vehicle , and salvage 
value differentials. 

Fuel Prices 

Fuel prices are used to calculate the major monetary fleet 
benefit. The pipeline price of natural gas to the fleet in dollars 
per thousand cubic feet (mcf) is used along with the natural 
gas-to-gasoline and natural gas-to-diesel energy conversion 
factors (in the miscellaneous factors section) to compute the 
price of natural gas per gasoline and diesel gallon equivalents. 
These prices are for an amount of natural gas with the energy 
equivalence of a gallon of gasoline or diesel. Also needed are 
the gasoline and diesel prices per gallon. 

Because of the uncertainty involved in predicting natural 
gas, gasoline, and diesel prices over the next year-much less 
over the next 30 years-this paper does not present any elab
orate future predictions. Because natural gas price trends have 
tracked gasoline price trend fairly closely over the past 20 
years (see Figure 2), it is not unreasonable to assume that 
they will continue to do so in the future . This assumption 
might be incorrect if natural gas vehicles take over a significant 
share of the gasoline and/or diesel vehicle market. For flex
ibility and sensitivity analysis purposes, the analysis frame
work permits the consideration of any forecast profile and the 
comparison of different macroeconomic scenario forecasts, 
thereby allowing an assessment of the robustness of a partic
ular fleet conversion decision. 

Fueling Station Data 

The principal parameters introduced in the station cost esti
mation procedure must be supplied by the analyst. In partic-
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FIGURE 2 Fuel price comparison. 

ular, values for the dispenser cost, dryer cost, switch time 
between vehicles, cycle time (i.e., session plus recharge time), 
number of dispenser hoses, station setup cost factor, usable 
storage, and average flow rate per dispenser hose over the 
whole session must be provided. 

Fueling Labor Losses 

The input data required for this calculation are very similar 
to those necessary to calculate the fueling session time for 
natural gas. In particular, values for gasoline and diesel flow 
rates, number of gasoline and diesel hoses, the gasoline/diesel 
switch time between vehicles, and the average hourly labor 
rate must be provided. 

Miscellaneous Factors 

Included here are the number of fleet work days per year, 
the rnst of station maintenance per gasoline gallon equivalent, 
and the percentage of natural gas stored in a vehicle tank 
after the tank temperature stabilizes to around 70°F. During 
a fast-fill, increased tank temperatures effectively reduce the 
capacity of the tank (9). Compression factors allowing the 
calculation of the amount of natural gas in the vehicle when 
it is ready to be filled are also given, as are the volumes of 
natural gas in cubic feet at standard pressure and temperature 
(standard cubic feet, or scf) that have the energy equivalence 
of a gallon of gasoline or diesel. 

The cost of electricity per kilowatthour is the price to the 
fleet under analysis. The national average is about $0.07/kWh 
(13). Also input is the number of days that tanks will be off 

a converted vehicle for DOT recertification. It is assumed 
that by the time OEM natural gas vehicles are widely avail
able, tank recertification will be a part of ordinary state ve
hicle inspection and maintenance programs. Costs for this 
additional testing during inspection will be spread over all 
vehicle types , gasoline, diesel, natural gas, and others, so at 
that time there will be no incremental difference in cost for 
recertification. Finally, the discount rate or opportunity cost 
of capital, used to compute the present values of future mon
etary costs and benefits, is also an input. 

SAMPLE FLEET APPLICATION AND 
SENSITIVITY ANALYSIS 

This section illustrates the use of the previously described net 
present value and sensitivity analyses. First, a hypothetical 
fleet with characteristics favorable to cost-effective operation 
on CNG is analyzed, as an illustration of the type of fleets 
that may be cost-effective. Such favorable characteristics in
clude a large number of vehicles to share in the fixed fueling 
infrastructure costs and a high average annual mileage, gen
erating great fuel price savings per year. Next, fleets more 
representative of TxDOT are analyzed and compared with 
the "favorable" fleet. 

Sample Fleet 

To facilitate comparison, characteristics of the favorable fleet 
are based on TxDOT fleets, with the main differences being 
higher average annual mileage and larger-than-average fleet 
size. The characteristics of this fleet are shown in Table 1. 
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TABLE 1 Characteristics or Favorable Fleet 

Number Average Average 
Vehicle Type of Vehicles Fuel Efficiency Annual Mileage 

Automobile IO 19.0 mpg 22,500 
Light Truck 120 14.0 mpg 22,500 
Heavy-Duty Gasoline IO 5.5 mpg 22,500 

Heavy-duty diesel vehicles are not considered, because their 
conversion is much less cost-effective than gasoline vehicles. 
This is due to higher vehicle costs, both conversion and OEM; 
reductions in fuel efficiencies for CNG over diesel (for ded
icated CNG vehicles); the greater energy density of diesel 
relative to gasoline; and the lower price of diesel to TxDOT 
fleets relative to the price of gasoline ($0.04/gal less). 

Vehicles are assumed to be used for 90,000 mi (i.e., 4 years 
for this fleet). For the first 10 years, OEM gasoline vehicles 
are purchased and converted to dual-fuel CNG operation. In 
Year 11, OEM-dedicated natural gas vehicles a~e assumed 
available for all vehicle types. 

Other important input variables are fuel prices, conversion 
costs, and OEM vehicle price differentials. Fuel prices are 
obviously highly uncertain, and conversion and OEM costs 
are somewhat negotiable and subject to change owing to tech
nological advances and economies available with mass pro
duction and market competition, among other things. In this 
example, constant fuel prices (1991 dollars) are used over the 
entire 30-year analysis period. A gasoline price of $0.89/gal 
(including tax) is assumed, based on the prices paid by TxDOT 
in 1991. Conversion costs and OEM cost differentials are 
drawn from several sources (5,7,14; Natural Gas Resources, 
Inc., unpublished data, 1991) and shown in Figure 3, along 
with all other major input data assumptions. 

Conversion costs 
Automobile 
Light Truck 
Heavy-Duty Gasoline 

OEM vehicle cost differential 

Gasoline fuel price (cents/gallon) 
(constant over entire analysis period) 

Station maintenance cost (cents/gallon)a 
Electricity cost (cents/kWh) 

Vehicle life (miles) 
CNG in a gallon of gasoline (scf) 
Vehicle tank pressure before fill (psig) 

Year OEM vehicles available 
Cylinder recertification cycle (years) 
Analysis period (years) 

Discount rate 
Fuel efficiency decrease for conversions 
Fuel efficiency increase for OEM 
Usable cascade storage 

Average flow rate per hose (scfm) 
Number of dispenser hoses 

Vehicle maintenance cost savings 
Land cost for fueling station 
Additional training cost 
Labor rate per hour 

$1,950 
$2,200 
$3,300 

$900 

89.0 
4.5 
6.3 

90,000 
122.7 

100 

11 
3 

30 

IO% 
5% 

15% 
40% 

300 
2 

$0 
$0 
$0 

$15 

a Values of this factor ranging from 3 to 10 cents 
have been reported@., 1, 2-12). 

FIGURE 3 Input data assumptions. 
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Figure 4 shows a summary of the analysis for the favorable 
fleet with a natural gas price of $1.65/mcf. Under the base 
assumptions of the model, this price is required for operation 
of this fleet to be cost-effective (i.e., for the 30-year NPV of 
savings minus costs to be non-negative). Because actual nat
ural gas prices are quite variable for different fleet locations, 
the· break-even price of natural gas (i.e., the price required 
for cost-effectiveness) is found by performing a sensitivity 
analysis. One can then compare the break-even price with the 
price to any particular location or-as done in these analy
ses-compare the break-even price with plausible natural gas 
prices. Herein, $2.50/mcf is considered to be the lowest plau
sible pipeline-delivered natural gas cost to TxDOT fleets 
(15 ,16). Thus, conversion of this hypothetical fleet is not cost
effective under the base model assumptions. 

It is interesting to note the relative magnitudes of the cost 
items. The 30-year NPV of fueling station infrastructure costs 

SAVINGS 

Gasoline Price Diff. 
Automobiles 

Light Trucks 
Heavy Duty Trucks 

Diesel Price Diff. 

rr-; 
Total Savings 

COSTS 
[nfraslructurc 

Land 

Station setup 
Compressor 
Storage Vessels 

Vehicle 

Conversion Kit 
Tanks 

Labor 
OEM 
Subtotal 

Opera ling 
Station Maint. 
Cylinder Recert. 
Power 
Labor - fuel time loss 

NG Fuel Tax 
Additional training 

Subtotal 

JO year NPV 

$1,569,297 
$75,664 

$1,.569,297 

$0 

($85,153) 
($65,829) 

($240,395) 

($102,971) 
($25,228) 

($127,855) 
($239,386) 

($165,160) 
$0 

($660,599) 

$1,512 

FIGURE 4 Favorable fleet 
analysis summary ($1.65/mcf 
natural gas price). 
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($426,176) and vehicle costs ($481,009) are of the highest 
magnitude, followed by labor-fuel time losses ($239,386), Texas 
state natural gas vehicle fuel tax ($165,160), power ($127,855), 
and station maintenance ($102,971). It should be noted that 
power and station maintenance costs accumulate on a per
gallon basis, and as such directly reduce the savings from the 
fuel price differential. There are no economies of scale for 
these costs, as more fuel is consumed through either annual 
mileage increases or changes in fuel economy. The sensitivity 
of the results to the assumptions used in computing the four 
highest cost items is examined next, along with the sensitivity 
to fleet size, average annual miles traveled per vehicle, and 
discount rate . 

Sensitivity Analyses 

For the sample fleet described, sensitivity to the following 
three relaxations of the base model assumptions are analyzed 
first: 

•Relaxation 1-Eliminate Texas state natural gas vehicle 
fuel tax; 

•Relaxation 2-Ignore labor-fuel time losses; and 
• Relaxation 3-Reduce fueling station infrastructure costs 

by one-third. 

Relaxation 1 is appropriate as a policy instrument for en
couraging greater natural gas use. Relaxation 2 is important 
in order to highlight the value of both fueling station and on
board storage technology improvements. Finally, Relaxation 
3 is used as an approximation of the maximum potential cost 
reductions associated with other fueling scenarios and tech
nologies . The results are shown in Table 2 for the favorable 
fleet. Under relaxations 1 and 2 (jointly), this fleet's conver
sion becomes cost-effective at low-but plausible-natural 
gas prices. 

Sensitivity to the price of natural gas can be examined by 
considering the base case above, where cost-effectiveness oc
curred at a price of $1.65/mcf ($0.20/gasoline-gal equivalent). 
As natural gas price increases to $7 .25/mcf (equivalent to 
the gasoline price of $0.89/gal), fuel price savings approach 
zero (and become slightly negative owing to fuel efficiency 
losses with CNG), resulting in a very high cumulative NPV 
( -$1,567,784). Thus, cost-effectiveness is very sensitive to 
fuel price, since natural gas prices in the middle and at the 
high end of this range are quite plausible (15,16). 

Vehicles in TxDOT fleets are driven in the range of 15,000 
mi year. So, under the 90,000-mi vehicle life assumption used 
in this analysis, they are kept for 6 years. Because there are 
approximately 300 TxDOT locations at which vehicles fuel, 

TABLE 2 Sensitivity Analysis, Favorable 
Fleet 

Relaxations 

None 
1 

1&2 
1, 2, & 3 

Break-Even NG Price (per mcf) 

$1.65 
$2.24 
$3.09 
$3.60 

Note: NG = natural gas. 
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and because TxDOT has about 6,000 gasoline vehicles state
wide (mostly light trucks), the average fleet size is only about 
20 vehicles, as opposed to 140 vehicles in the fleet analyzed 
earlier. Yet fleet variability is such that there are a few lo
cations as large as 140 vehicles. Therefore, sensitivity analyses 
to average annual miles per vehicle and fleet size are per
formed. Fleet size is adjusted by changing the number of light 
trucks and leaving both the number of automobiles and the 
number of heavy-duty gasoline vehicles at 10. Three fleet sizes 
are analyzed . They contain 10, 60, and 120 light trucks, re
spectively, in addition to the 10 automobiles and 10 heavy
duty gasoline vehicles. The results for 15,000 mi/vehicle fleets 
are shown in Table 3. 

The case with 120 light trucks differs from the one previ
ously analyzed only in that the average annual mileage per 
vehicle is assumed to be 15,000 instead of 22,500 mi. The 
results are quite sensitive to this change. The break-even nat
ural gas price is reduced by an amount ranging from $0.71 to 
$1.08/mcf. One must relax all three assumptions for the 15,000 
mi/vehicle fleet to become cost-effective for a low-but plau
sible-natural gas price. 

Results are also fairly sensitive to fleet size. The break
even natural gas price increases as the fleet size increases, 
mainly because of economies of scale in the fueling infrastruc
ture costs. The break-even natural gas price is about $0.20 
less for the 60 light-truck fleet than for the 120 light-truck 
fleet and drops by about another $0.40 for the 10 light-truck 
fleet. Since most of the TxDOT locations are best represented 
by the 10 light-truck fleet, even relaxation of all three as
sumptions does not quite yield a plausibly low break-even 
price for natural gas. Any other combination of relaxations 
yields implausibly low break-even prices. One can therefore 
conclude that it will not be cost-effective to convert most 
TxDOT locations to natural gas, unless more of the base 
assumptions of this analysis can be relaxed or natural gas is 
available at prices less than $2.50/mcf. 

Sensitivity to the discount rate is reported in Table 4 for 
the 10 light-truck fleet with 15,000 average annual miles per 

TABLE 3 Sensitivity Analysis, 15,000-mi Fleet 

Brealc-Even NG Price (per mcO for 

Relaxations lOLTs 60LTs 120LTs 

None 
1 

1&2 
1, 2, & 3 

-$0.03 
$0.75 
$1.55 
$2.49 

$0.37 
$1.22 
$2.06 
$2.75 

Note: NG = natural gas, LT = light truck. 

$0.57 
$1.46 
$2.31 
$2.89 

TABLE 4 Sensitivity to Discount Rate, 
Fleet with 10 Light Trucks and Annual 
Mileage or 15,000 mi 

Discount Rate Break-Even NG Price (per mcf) 

10% 
8% 
6% 
4% 
2% 
0% 

-$0.03 
$0.68 
$1.37 
$2.04 
$2.69 
$3.30 

Note: NG = natural gas. 
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TABLE S Analysis for Immediate 
Availability of OEM Vehicles, 15,000-mi 
Fleet 

Fleet Sire 

lOLTs 
60LTs 

120LTs 

Break-Even NG Price (per met) 

$1.85 
$2.37 
$2.61 

Note: NG = natural gas. 

vehicle, assuming no other relaxations of the base assump
tions. The appropriate discount rate would have to be very 
low (0 or 2 percent) for the majority of TxDOT fleets to be 
cost-effective, and then only with fairly low natural gas prices. 

The final sensitivity analysis reported here is for conversion 
costs. Assumed conversion costs (see Figure 3), which include 
kit. tank(s). and installation labor, are about 30 percent less 
than TxDOT is currently paying, as our analysis assumed a 
more mature natural gas vehicle market in Texas. Neverthe
less, because of claims that conversions can and will be per
formed even cheaper, the limiting case of immediate availa
bility of dedicated CNG OEM vehicles was analyzed for the 
three fleet sizes for 15,000 average annual miles per vehicle. 
This is the best case possible for vehicle costs, because OEMs 
cost less than conversions, tank recertification is not neces
sary, and greater benefits accrue from the increased fuel ef
ficiencies of OEM-dedicated CNG vehicles. The analysis re
sults are reported in Table 5. As expected, the break-even 
natural gas prices are much higher than those when conver
sions are used for the first 10 years. This further confirms that 
the introduction of OEM vehicles is very important, as is the 
reduction of conversion costs until that time. 

Sensitivity to other factors (e.g., maintenance savings, ve
hicle fuel efficiencies, labor costs, electricity costs, power costs, 
station maintenance costs, and cylinder recertification costs) 
can also be investigated using this model. 

CONCLUSIONS 

The analysis has illustrated the primary significance of fuel 
price differential, conversion cost, and fueling infrastructure 
cost in the trade-offs underlying CNG fleet operation deci
sions. This analysis confirms that the actions of the natural 
gas industry and others to push for OEM vehicles, improved 
and lower-cost on-board storage technologies, and improved 
and lower-cost fueling infrastructure represent a good near
term strategy for achieving greater market penetration of nat
ural gas vehicles . 

The analysis has shown that the Texas state natural gas fuel 
tax is a significant cost item. Its removal should be investigated 
as a possible policy measure for improving the effectiveness 
of the Texas alternative fuels legislation. 

The model presented in this paper is a decision support 
tool that allows one to deal with uncertain energy and tech
nological futures through alternative scenarios and sensitivity 
analyses. It allows the proper accounting for the costs and 
benefits to fleets versus society at large, which has implications 
for the budget-setting process. For example, Texas has re
cently approved legislation that mandates some fleet conver
sion to natural gas unless it is not cost-effective for the fleet 
to do so. From the analysis herein, it appears that it will not 
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be cost-effective for most TxDOT fleets to convert to natural 
gas operation with fuel prices, conversion costs, fueling in
frastructure costs, and such comparable to current prices. Yet, 
if the societal benefits are considered to be great enough, the 
required additional funds may be provided to these fleets to 
achieve those objectives. Public policy in this regard could be 
guided by the use of this approach to compute the valuation 
of societal benefits that would make fleet conversion cost
effective. 
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Washington State Department of 
Transportation Wetland Monitoring 
Program 

JAMES A. SCHAFER AND MARY c. 0SSINGER 

The Washington State Department of Transportation (WSDOT) 
is subject to federal, state, and internal directives that require 
the protection of wetlands. The department has responded to 
these requirements by examining alternatives to construction in 
wetlands and by following standard mitigation sequencing. For 
times when <iffecting wetland is unavoidable, WSDOT has created 
replacement wetlands. Compensatory mitigation sites are con
structed to develop wetland characteristics and provide desig
nated functions such as food chain support, ecosystem diversity, 
and wildlife habitat. Documenting the development of wetland 
characteristics and the performance of designated functions is the 
best way to assess the success of a mitigation project. A moni
toring program was established to evaluate wetland mitigation 
sites and examine their progress toward achieving stated objec
tives. These objectives include the successful development of hy
drologic characteristics of a wetland, hydric soils, and wetland 
vegetation. The monitoring program began with the development 
of the Guide for Wetland Mitigation Project Monitoring. This 
document details several monitoring tasks designed to assess im
portant wetland characteristics. Currently, 10 wetlands are being 
monitored. Sites are monitored for 5 consecutive years. and some 
are now in their 4th monitoring year. The monitoring results have 
confirmed that WSDOTs created wetlands are developing wet
land characteristics and are performing some wetland functions. 
Knowledge gained through monitoring has also helped to refine 
and improve site design and construction techniques. 

The Washington State Department of Transportation 
(WSDOT) is subject to federal, state, and internal directives 
that require the protection of wetlands. These include the 
Presidential Executive Order 11990, Protection of Wetlands, 
issued on May 24, 1977; Section 404 of the Clean Water Act, 
which stresses wetland avoidance along with compensatory 
mitigation for unavoidable impacts; and the Washington State 
Governor's Executive Orders of December 1989 and April 
1990, relating to the protection of wetlands. By asking all 
state agencies of Washington to use their "substantive au
thority" in enforcing a no-net-loss policy, the governor's or
ders have added even more impetus to the department's work 
in wetland avoidance and mitigation for nearly all projects. 

WSDOT has tried to carry out the state and federal man
dates during project development by examining alternatives 
to construction in wetlands. A standard five-step mitigation 
sequence followed on all projects with potential wetland in
volvement is to avoid, minimize, restore, compensate, and 

Washington State Department of Transportation, Environmental 
Branch, Transportation Building, Olympia, Wash. 98504. 

monitor results in cases in which affecting wetland is una
voidable. WSDOT has created, enhanced, and restored wet
lands on many projects as a result. 

Compensatory mitigation sites are intended to develop into 
functioning, sustainable wetland systems. Permits have been 
approved on the basis of detailed mitigation plans and the 
trust that WSDOT will create a fully functional replacement 
wetland. The purpose of this report is to describe a meth
odology used by WSDOT to attempt to establish and maintain 
an atmosphere of trust among the resource agencies, as well 
as to fulfill regulatory obligations. 

PROCESS 

When there is a project that has unavoidable wetland impacts, 
WSDOT proceeds with developing substitute wetland re
sources. Substitute resources can be the creation of a new 
wetland or the restoration or enhancement of an existing wet
land. The emphasis in WSDOT's wetland mitigation project 
design is to develop a site that will have wetland hydrology 
and develop recognized and measurable wetland character
istics such as hydrophytic vegetation (plants adapted to satu
rated conditions) and hydric soils. 

The primary objective for most projects is to provide food 
chain support, ecosystem diversity, wildlife habitat, and water 
quality benefits-things a little more difficult to measure, but 
nevertheless essential to the success of a site. These functions 
are expected to develop over a period of time that is agreed 
upon, in advance, with resource agencies in the development 
of a wetland mitigation plan. This document is prepared after 
the highway design is complete; it provides the details of the 
proposed mitigation plan. It is coordinated with and approved 
by agencies before the project permit approvals. 

Maintaining positive expectations at this point in the permit 
approval process is very important to the timely issuance 
of permits that allow WSDOT to proceed with the highway 
project. 

WSDOT has developed a systematic wetland monitoring 
technique that is task-oriented and that gives the department 
an opportunity to examine past performance along with the 
current status of the mitigation sites. A status report on past 
mitigation projects provides a feedback mechanism for re
viewing agencies and is a valuable tool for developing a pos
itive attitude on new projects. 
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WETLAND MONITORING 

The definition of wetland monitoring is as follows: the peri
odic evaluation of a wetland mitigation site to assess the prog
ress toward achieving established objectives relative to the 
development of wetland characteristics and functions. WSDOT 
anticipates this to normally be a 5-year process. 

Monitoring Manual 

WSDOT's monitoring manual, entitled Guide for Wetland 
Mitigation Project Monitoring (2), was the result of a 2-year 
cooperative research project between WSDOT, FHWA, and 
the University of Washington. It was completed in October 
1989 as an operational draft document. 

In this manual, wetland monitoring is divided into five ma
jor areas that set up the framework for the monitoring task: 

• Area A: mapping and hydrologic, 
•Area B: water quality, 
• Area C: soil and sediment, 
•Area D: primary producer, and 
•Area E: consumer monitoring. 

For each section, an introduction and description provides 
background information and lists all of the equipment, sup
plies, and the procedural steps needed to obtain, record, and 
interpret data. 

For example, Task Al is the first task in Area A; Task Al 
is wetland mapping. It is divided into objective, background, 
equipment and supplies, and data interpretation. This is typ
ical of most of the tasks. The objective of the mapping task 
is to produce a map that can be used to locate sampling 
transects and plant communities and to assist with the overall 
evaluation of the mitigation plan. The background section 
states that the purpose is to quantify the areal extent of the 
created wetland and coverage by the different wetland classes 
(i.e., open water, emergent, scrub-shrub, etc.), to note changes 
that have occurred over time, and to use the data for com
parison with the wetland mitigation plan. 

Task A2 in this section is called transect establishment, and 
the methodology is given for determining the number and 
location of permanent transects at the wetland mitigation site. 
Transects are used as points of reference in several monitoring 
tasks. Both field and office procedures are described for laying 
out these reference points. 

Task A3, photographic record, has the objective of pro
ducing a visual record of the development of the created 
wetland over time in a logical and meaningful fashion. The 
appropriate methodology is described. 

Task A4 is water level gauging; its objective is to define 
the hydrologic fluctuation of the wetland over time by in
stalling a staff gauge. Equipment and supplies, equipment 
installation, sampling program design, and data interpretation 
are included in the write-up. Related to this task is Task A5, 
which has to do with crest stage gauging, which amplifies the 
information that was obtained from the previous task. 

The manual continues in this way through the other four 
sections-water quality monitoring tasks, soil and sediment, 
primary producer, and consumer monitoring tasks. Task D, 
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primary producer, involves looking at the plant community. 
Several plant sampling techniques are described to evaluate 
the occurrence and influence of the plants on the mitigation 
site. Task E, consumer monitoring, deals with fish, wildlife, 
and invertebrate surveys, and a considerable amount of de
tailed information is given on types of sampling equipment, 
analytical procedures, and data interpretation. Samples of 
data collection sheets are provided for most procedures. 

Not all tasks are done on every site; the monitoring protocol 
will be based on the wetland mitigation plan objectives and 
the determination of what is appropriate for the site. 

Task Sequence 

The appropriate sequence of monitoring tasks is described 
in the context of a typical field season (May through Septem
ber). 

initial Site Visit and Installation of Transects-May 

After construction and planting are completed at a new mit
igation site, WSDOT visits the area during the first spring 
and permanent markers (steel fenceposts) are installed to 
establish sampling transects. The site is roughly mapped, 
showing the major features of topography, hydrology, and 
vegetation. A staff water gauge is installed in an appropriate 
area of the site. 

Plant Community Mapping and Photography-Once 
Each Field Season 

A rough map of plant communities is drawn, allowing biol
ogists to note major shifts in vegetation patterns over several 
years. Color photos are taken from established points, in
cluding at least one panoramic series of the site. 

Vegetation Sampling-July 15-August 31 

Plants are sampled systematically along permanent transects. 
A typical sampling strategy uses quadrat sampling for the 
herbaceous layer and a line-intercept for trees and shrubs. 
Quadrats are sampled at an interval of every 3 or 6 m de
pending on baseline length. 

Wildlife Surveys-June I-July 15 

Each site is visited three times to count wildlife (primarily 
birds) seen or heard from designated sampling points. Usually 
four stations are established per site with 5-min observation 
bouts at each station. 

Water Quality Measurements-May-September 

During every site visit throughout the field season, water 
temperature, pH, and dissolved oxygen are measured at des-
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ignated points (e.g., inflow and outflow). This can be ex
panded considerably to meet special needs. 

Invertebrate Sampling-June 15-July 15 

Aquatic invertebrate samples are collected at several pre
established points at each site. Sample composition is ana
lyzed later in the lab. A minimum of three stations per site 
are sampled, and a variety of equipment may be used. Results 
are expressed in grams per square meter for an estimate of 
productivity. 

Soil Description-Once Each Field Season 

The soil profile near the water's edge is characterized. Also, 
soil texture and organic content are analyzed during the 1st 
and 5th monitoring years. 

Annual Monitoring Report-September-December 

After all data are analyzed and interpreted, an annual mon
itoring report is written . The report discusses each site sep
arately, comparing the current year's data with those from 
previous years (when available). The progress of each site is 
discussed. Special note is given to the development of wet
land characteristics and to evidence of any problems. This 
report is sent to all pertinent resource agencies and satisfies 
wetland monitoring requirements that were part of the project 
approval. 

DISCUSSION OF RES UL TS 

In the past 6 years, WSDOT has created about 25 acres of 
wetland to compensate for unavoidable wetland losses due to 
highway projects. These mitigation sites include freshwater 
emergent marshes. stream channel relocations, and estuarine 
wetlands. Monitoring of some of these sites began in 1988; 
as of 1991, 11 sites were being monitored. They are required 
to be monitored for at least 5 years. 

The monitoring results demonstrate that the mitigation sites 
are developing into functioning wetlands. All monitored sites 
have met standards of wetland vegetative cover. Good in
vertebrate species productivity has been shown to occur at 
most sites . Wildlife that uses wetlands as primary habitat has 
been observed at all sites. 

In addition to documenting WSDOT's overall progress with 
compensatory mitigation, wetland monitoring has also pro
vided a means to evaluate the success of specific concepts and 
techniques used in the creation of mitigation sites and deter
mine if and where improvements need to be made. Some 
lessons learned follow. 

Need for Biological Expertise During Site Construction 

Sometimes design plans are subject to interpretation by con
struction personnel. They may not understand the concepts 
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and purposes behind the project design . To have sufficient 
wetland hydrology, which is the driving force, site contours 
and drainage control features must be correct. A wetland 
biologist should visit the site during construction to ensure 
that the end product will possess adequate wetland hydrology 
and appropriate substrate to support hydrophytic vegetation. 

Substrate-Soils 

Vegetation takes longer to establish on soils compacted by 
heavy machinery or previous fills. Soils lacking sufficient fine 
sediments and organic material are also undesirable. The best 
success comes when hydric soils are stockpiled from the af
fected wetland and later spread on the surface of newly con
structed wetlands. 

Vegetation Establishment 

The success rate for planting is relatively low for many wetland 
species. For trees and shrubs, wattling (or brush layering) is 
an effective technique for rapidly establishing some shrub 
species (e.g., willows) along wetland edges or stream chan
nels . Natural recolonization by adjacent vegetation commu
nities is an effective method of vegetating new sites that are 
near existing wetlands if one can create good growing con
ditions. Also. stockpiled wetland soils can supply a ready seed 
source of wetland plants . Natural recolonization will be slow 
if the substrate is poor. and weed species may become estab
lished if a seed source is located nearby. 

Potential for Disturbance 

Urban and suburban sites are prone to disturbance by people 
and domestic animals. Since this will decrease the desired 
function of providing wildlife habitat, such sites may best be 
fenced to limit access. 

CONCLUSION 

The WSDOT wetland monitoring program has provided use
ful information about creating wetlands. Using that infor
mation. the department has been able to improve wetland 
design and construction techniques . The results of monitoring 
have also demonstrated to resource agencies that WSDOT is 
complying with their permit requirements. 

In the past, wetland replacement was viewed simplistically 
in terms of the size, type, and location of a mitigation site. 
Increasing emphasis is being placed on the importance of a 
variety of wetland functions as attributes that should be eval
uated independently. In the future, WSDOT expects to de
velop a larger number of specific goals to be met by com
pensatory mitigation sites. To measure success in meeting 
these goals, new monitoring techniques must be developed, 
and monitoring may have to be extended to cover a longer 
period of time at each site. With the foundation of the present 
program, these adaptations should be readily incorporated. 
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Method To Identify, Inventory, and Map 
Wetlands Using Aerial Photography and 
Geographic Information Systems 

MARY c. 0SSINGER, JAMES A. SCHAFER, AND RONALD F. CIHON 

The Washington State Department of Transportation (WSDOT) 
has a need to inventory wetlands along highway rights-of-way. 
Aerial photo interpretation was determined to provide a reason
able compromise between accuracy and cost, so several forms of 
aerial photography were tested. Two test areas were photo
graphed with both true color and color infrared film in three 
scales. Photo interpreters classified wetlands and delineated their 
boundaries, and these interpretations were compared with data 
from field delineations performed by a wetland biologist. A method 
using aerial videography was also analyzed. On the basis of the 
test results and other factors, the preferred inventory method will 
use color infrared film at a 1:12,000 scale. WSDOT devised tech
niques to plot wetland boundaries on existing base maps and 
developed an Oracle data base that will be linked with the map 
files. When this is completed, it will be possible to print maps 
that depict wetland boundaries and classifications. A variety of 
modeling tasks and data analyses will also be possible. The in
ventory will cost approximately $658,000 for 7,030 mi of WSDOT 
right-of-way. The end product should improve early project plan
ning, eliminate problems resulting from late discovery of wetlands 
within project boundaries, and reduce biologist field time. 

In recent years, the state of Washington, along with other 
regional and national governments, has begun to realize the 
value of wetlands. Washington's wetlands benefit the state in 
many ways: they desynchronize peak runoff events, moder
ating surface flows and groundwater supplies; they detain 
floodwaters, helping to reduce flood damage; they trap sed
iments and pollutants, improving water quality in associated 
watersheds; and they provide vegetation diversity and crucial 
fish and wildlife habitat. 

Recognizing the value of wetlands, state and federal leg
islatures have established regulations to preserve them. The 
state of Washington Governor's Executive Order EO 89-10 
proclaimed a state goal of "no overall net loss" of wetlands. 
To meet this goal, development projects must avoid wetland 
impacts, or, if unavoidable, replace any lost wetlands. This 
effort has been hampered by a lack of information about the 
locations, types, and sizes of all the state's wetland resources. 

RESEARCH APPROACH 

Washington State is working toward better understanding and 
management of these resources. The Washington State De
partment of Transportation (WSDOT) has a particularly 

Washington State Department of Transportation, Environmental 
Branch, Transportation Building, Olympia, Wash. 98504. 

pressing need for wetland management because state and fed
eral regulations demand that highway projects must avoid 
wetlands when possible, or mitigate when impacts are una
voidable. The WSDOT Protection of Wetlands Action Plan 
D31-12 (August 1990) directs that WSDOT shall complete a 
statewide inventory of wetlands within highway rights-of-way. 
This pioneering project will identify, classify, and map wet
lands along all 7 ,030 mi of paved state highway. 

Such an inventory will allow more precision and fewer false 
starts during initial planning stages. During project scoping 
and in early stages of project planning, this inventory will 
provide valuable information to aid in those processes. Field 
study time will be reduced. And long-term planning exercises 
could, for the first time, include reasonable estimates of im
pact on the state's wetland resources. 

It is hoped that data from a WSDOT inventory can be 
linked with data from other state agencies to compile a de
tailed and comprehensive inventory of all of Washington's 
wetlands. Such information will provide an important man
agement tool and will allow tracking of the state's resources 
over many years. Also, WSDOT will be better able to eval
uate its own contributions to the goal of no net loss and 
consider remedial action if necessary. 

This research is an attempt to determine the best method 
to inventory wetlands along all state transportation corridors. 
The study includes an overview of current methodology along 
with pilot projects to test the most promising methods. The 
final report, with appendexes, is available from WSDOT in 
Olympia (1). 

State of the Art 

Regional mapping of wetlands is being done on national and 
local scales. Interpretation of aerial photography is the most 
commonly used method because it can be employed over large 
areas with reasonable speed and accuracy. Brown, Howland, 
and others have found aerial photo interpretation to be a very 
effective method, provided that the interpreters are skilled in 
aerial photo interpretation and have a sound understanding 
of wetland ecology (2,3). Several types of film have been used, 
including normal black and white, black and white infrared, 
true color, and color infrared. Carter stated that color infrared 
was the best overall choice for wetland identification but added 
that true color was a good second choice ( 4). Austin et al. 
found that color infrared was best for surface vegetation, 
whereas true color was best for submerged vegetation (5). At 
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present, color infrared is most frequently used for regional 
wetland inventories. 

In large regions, small-scale (high-altitude) photos are gen
erally used as the only feasible way to cover large areas in a 
reasonable amount of time. The best-known work has been 
done nationally as part of the U.S. Fish and Wildlife Service 
National Wetland Inventory (NWI). This survey has mostly 
used 1:80,000 (1 in. = 6,666 ft) and 1 :58,000 (1 in. = 4,833 
ft) color infrared photos. After the photos are interpreted by 
experienced persons, wetlands are plotted on 1:24,000 (1 in. 
= 2,000 ft) U.S. Geological Survey (USGS) topographic 
quadrangles, and these are made available to the public. The 
NWI maps work well to define large wetlands, but the scale 
is not well-suited to handling small areas such as those WSDOT 
deals with on highway rights-of-way. The NWI also purposely 
omitted agricultural land from the mapping exercise. 

Several states have conducted, or are now working on, 
statewide wetland inventories. These are generally on a scale 
similar to the NWI work, although the resolution is often 
much lower. For example, the inventory in Michigan includes 
only wetlands that are at least 10 acres, whereas New York 
maps freshwater wetlands only larger than 12 acres. On the 
other end of the spectrum, some local governments have 
inventoried wetlands very precisely using a combination of 
large-scale (low-altitude) aerial photos and ground checks by 
wetland biologists. Unfortunately, these time-intensive and 
expensive surveys are not practicable for large areas. 

To determine the experience and current thinking of other 
state departments of transportation (DOTs) in the subject of 
wetland inventories, wetland specialists from 15 state DOTs 
were contacted. States selected for the survey were those that 
seemed the most likely to be pursuing wetland inventories of 
their own. However, as of January 1991, none of the DOTs 
of surveyed states had endeavored to develop wetland inven
tories. Maine has come closer than any other state surveyed. 
The Maine DOT is working in cooperation with the Maine 
Department of Natural Resources to inventory the state's 
wetlands. The Maine DOT has funded some of the aerial 
photography, and the two agencies are sharing the photos and 
the results of their interpretations. 

In several states, wetland regulation has prompted state
wide wetland inventories by one or more state environmental 
agencies. The resulting information is generally made avail
able to other state agencies, including the state DOT. How
ever, this information is usually at a smaller scale than that 
required for highway planning, so the information may be 
useful only as a general guideline. When better data are un
available, most DOT environmental sections use NWI maps 
for initial predictions about the presence of wetlands, al
though these maps are generally considered to be rough in
dicators. In later planning stages, field biologists are deployed 
to find wetlands and delineate the boundaries. The field work 
is very time-consuming and is probably part of the reason that 
most state DOT biologists profess that they are always strug
gling to keep up with the workload . 

Research Goals 

Given the usefulness of an inventory of wetlands along WSDOT 
rights-of-way, it remained for WSDOT to choose a method 
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of performing such a task. There are no established proce
dures for inventorying wetlands along transportation corri
dors, although aerial photo interpretation can be considered 
as a starting point. The purpose of this study, then, was to 
determine the best method of using aerial photos to identify, 
classify, and map wetlands. Along with standard aerial photo 
techniques, a new method of computer-enhanced aerial vid
eography was also evaluated. 

Selection of the best method was based on a combination 
of factors, especially accuracy and cost. Once the best method 
was established, techniques were explored for entering data 
into a geographical information system (GIS). It is hoped that 
such a data base will make wetland data easily accessible in 
a variety of formats, including maps and summary reports. It 
will also allow WSDOT to share data with other state agencies 
to produce a more comprehensive picture of the state's 
wetland resources, thereby providing better management 
opportunities. 

Research Approach 

Aerial Photo Interpretation 

Literature review and discussions with experts provided an 
understanding of the current state of the art in performing 
regional wetland inventories. This understanding led to a choice 
of techniques to be tested during the pilot study. Moderate
scale color aerial photography was deemed the most prom
ising for WSDOT needs. Two small study areas were selected: 
1. 7 mi of SR-395, an agricultural area in the Colville River 
valley, and 3.7 mi along SR-18, a forested region with several 
stream crossings (Figure 1). 

Aerial photos were taken in true color and color infrared 
using three scales: 1:24,000, 1:12,000 (1 in. = 1,000 ft), and 
1:6 ,000 (1 in. = 500 ft) . The photography was completed 
during the first week of April 1990. Two sets of prints were 
made so that two interpreters, working independently, could 
identify the wetlands. The two interpreters had very different 
background experience, which allowed some comparison of 
accuracy. Interpreter 1 had 4 years of photo interpretation 
experience, all of which focused on wetland delineation and 
included considerable field work in various wetland types. 
Interpreter 2 had more years of experience in photo inter
pretation, including 4 years interpreting hydrologic features, 
but no actual wetland delineation experience. 

The interpreters used magnifying stereo lenses with stereo 
photo pairs to identify wetlands. Interpretation standards were 
set as follows: 

1. NWI maps and USGS soil maps could be used for col
lateral data. 

2. Wetlands within 250 ft of the road edge were to be clas
sified according to the Cowardin et al. system and their bound
aries drawn on mylar overlays (6). 

3. All wetlands of at least 0.25 acres were to be included. 

To determine the accuracy of the various interpretations, 
the study areas were assessed in detail in the field by a WSDOT 
wetland biologist. The field biologist produced a list of wet
lands bordering the highway, documenting the Coward in clas-
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FIGURE 1 Location map of test areas. 

sification of each wetland and its linear extent along the high
way (6). These data are called the ground-truth in the discussion 
that follows. 

A different WSDOT biologist compared the photo inter
pretations with the ground-truth. The biologist who did the 
comparisons checked some of the discrepancies in the field. 
In all cases that were checked, the ground-truth was found 
to be correct and the aerial photo delineation was in error. 
This supports the premise that the ground-truth accurately 
represents reality. 

Comparison Methods 

To evaluate the accuracy of the aerial photo interpretations, 
a WSDOT biologist compared the photo interpretations with 
the ground-truth. The first step was to record the extent and 
classification of wetlands on the aerial photo interpretations. 
Then the amount of overlap with ground-truth wetlands was 
determined at a rough level of comparison. There was no 
expectation of 100 percent agreement because geographic ref
erencing was not accurate enough to translate wetland posi
tions with complete precision. However, all photo interpre
tations received the same treatment, so different interpretations 
could be compared with one another. 

The comparison between aerial and ground-truth wetlands 
determined the number of aerial-mapped wetlands that rea
sonably matched ground-truth wetlands. Wetlands that were 
incorrectly classified as to type and those more than 50 percent 
underestimated or overestimated were considered partially 
correct, as long as the general location had been correctly 
identified . Upland areas incorrectly classified as wetlands were 
counted as errors. Ground-truth wetlands that were missed 
in the photo interpretation were rated as worst-case errors. 
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Once these rough comparisons were completed, the results 
were used to produce a weighted score for each photo type. 
The scoring formula was based on the following criteria: 

l. It is most important that existing wetlands be found by 
the aerial interpretation, so this criterion was most heavily 
weighted. 

2. It is also important, though less so, that the interpreta
tions should not show wetlands where there are none . 

3. Errors in determining the vegetation type or size of a 
wetland will have a negative effect on the usefulness of the 
data, so such inaccuracies reduced the score, although these 
errors carried the least weight. 

Computer-Enhanced Videography 

As a demonstration project , WSDOT engaged EnviroScan, 
Inc. , to use its aerial video imaging technique to delineate 
wetlands in the same two test areas that were used for the 
aerial photo study. Aerial videotapes were produced using 
four spectral filters: narrow-band chlorophyll a, narrow-band 
carotene, wide-band infrared, and wide-band ultraviolet. Ap
proximately 1,000 ft along one side of the road was taped on 
each pass. In addition, one lower-altitude pass was flown to 
tape a strip 250 ft wide. A computer program was used to 
find and color-code regions on the videotape that had similar 
reflectance values (as represented by 256 shades of gray), 
supposedly areas of similar vegetation. The videos were in
terpreted by a wetland expert just as aerial photos would be . 

The WSDOT research biologist intended to compare the 
EnviroScan wetland delineations with the ground-truth data 
in the same way that the aerial photo interpretations were 
compared. However, the EnviroScan report lacked the in-
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formation required to do a detailed comparison. Therefore, 
this method was evaluated on the basis of a live demonstration 
of the product along with the written report. 

Cartography and GIS 

WSDOT Geographic Services installed new computer equip
ment and software shortly before beginning this research proj
ect. The new system consisted of an Intergraph 6240 Series 
Modular GIS Environment (MGE). Before any attempts to 
handle the data produced by the aerial photo interpreters, a 
sample data set of NWI maps in digitized form were obtained 
from the U.S. Fish and Wildlife Service (Figure 1). Tech
niques and software were developed to input the NWI data, 
in DLG-3 format on 8-mm tape, into the Intergraph system. 

After the NWI data were successfully entered and test maps 
were printed, the cartographers moved on to processing the 
wetland information produced by the WSDOT interpreters. 
Aerial photo overlays for the true color photos in all three 
scales were used in the trial. The work of only one interpreter 
was used. 

There were several steps in processing the wetland data. 
First, an existing 1 :24,000 base map in digital form was scaled 
to fit the scale of the aerial photography, then printed. Sec
ond, wetland boundaries and labels were traced onto the fitted 
base map. Third, the annotated paper map was attached to 
a digitizing table, and standard techniques were used to fit 
the paper map mathematically to the digital base map and to 
trace the wetland boundaries. This produced a new digital 
layer for the base map. 

Once the spatial data were entered, maps could be printed 
in a variety of scales, regardless of the original scale of the 
aerial photography. To deal with the wetland classification 
data, additional work is required to set up an Oracle data 
base to be linked with the base map files. The data base 
portion of the system will allow data analysis and modeling 
using the wetland data. For example, users will be able to 
find out how many acres of palustrine forested wetland are 
present along a specified milepost range on a given highway. 
As of this writing, WSDOT Management Information Ser
vices and Geographic Services are working together to de
velop this data base application. 
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FINDINGS 

Aerial Photography 

Accuracy 

The calculated scores for each of six photo types are shown 
in Table 1. In theory, the higher the score, the more accurate 
the aerial photo interpretation. A perfect match between the 
ground-truth and an aerial interpretation would score 200. A 
negative score results from a large percentage of errors. Al
though these scores provide some method of comparison, they 
are the result of a highly subjective rating system. Therefore, 
it is not pos.sible to use statistical methods to determine a 
percentage error or a significant difference between scores. 

Two photo interpreters worked independently to delineate 
and classify wetlands on the aerial photos. Interpreter 1 was 
experienced in wetland delineation, but Interpreter 2 was not. 
Despite several years of experience with photo interpretation 
and acknowledged expertise, Interpreter 2's lack of actual 
wetland experience was probably responsible for the lower 
level of accuracy of those interpretations. All scores were 
considered when selecting the best method, but the scores of 
Interpreter 1 were probably more representative of photo 
interpretation work that would be done by trained and ex
perienced wetland biologists. 

Scores for both test sections are combined here, although 
the scores for the eastern Washington section were notably 
lower than those for the section west of the Cascades. The 
agricultural land in the eastern test area was particularly dif
ficult to delineate, both in the field and by photo interpre
tation. 

The aerial photos at 1:12,000 produced the most accurate 
results. At the larger scale of 1:6,000, there were more errors 
in which upland areas were incorrectly designated as wetlands . 
At the smaller scale of 1 :24,000, accuracy was only slightly 
less than at 1:12,000, but the interpreters expressed a high 
level of uncertainty in defining very small wetlands on these 
photos. Because the goal of the inventory is to find wetlands 
as small as 0.25 acre, the 1:24,000 scale was rejected. 

Although the 1:6,000 scale provides the most detail, both 
interpreters believed that the 1:12,000 photos had a definite 
advantage over the 1:6,000-the broader scope of the photos 

TABLE I Wetland Interpretation Scores for Two Interpreters and Six 
Combinations of Scale and Film Type 

Scores 
Scale and Film Type Intererel'er One lnte!:Ereter Two Combined Data 
1:6,000 

True Color 72 10 34 
1:6,000 

Color Infrared 18 8 -26 
1:12,000 

True Color 103 38 54 
1:12,000 

Color Infrared 104 72 86 
1:24,000 

True Color 98 43 63 
1:24,000 

Color Infrared 61 15 35 
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made overall drainage patterns and ecological relationships 
more visible. The 1: 12,000 scale seemed to provide the best 
compromise between a detail view (as in 1:6,000) and an 
overview (as in 1 :24,000). The middle scale provided a rea
sonable level of resolution: quarter-acre wetlands were barely 
distinguishable without magnification, although magnification 
was used in the interpretation process. 

There was no definite trend showing one film type, true 
color or color infrared, to be better than another. The higher
scoring film varied with the interpreter, the scale, and the test 
area. When asked about their preferences in working with 
true color versus color infrared, both interpreters marginally 
preferred the true color. These results are surprising, because 
historically, most wetland photo interpretation has used in
frared photography. However, the test photos were taken in 
early April, somewhat early in the growing season for good 
plant definition on infrared film. 

Estimated Costs 

A comparison of costs is presented in Table 2. Aerial photo 
costs are for 7 ,030 mi of highway and are the same for color 
and color infrared. The number of photos required at each 
scale, and thus the cost for materials, doubles with each in
crease in scale. In our limited trial, the interpretation and 
mapping costs were roughly the same for each scale, despite 
the difference in the number of photos, because the lower 
resolution at smaller scales made some aspects of the work 
more difficult and time-consuming. 

Computer-Enhanced Videography 

For our pilot study, the consultants presented a demonstration 
of computer-enhanced images of the SR-395 study area, fol
lowed by a written report with a more detailed analysis of the 
wetlands in the area. The SR-18 study area was not analyzed 
because the aerial videotaping produced inadequate images. 

After careful consideration, this method was rejected be
cause of several shortcomings. The videotapes provided black 
and white images with relatively low resolution. The low
altitude trial showed more detail but also exhibited severe 
vertical distortion, making the landscape appear to undulate 
and obscuring the actual topography. When the videos were 
digitized for computer enhancement, even more resolution 
was lost. 

Although the computer enhancement could highlight areas 
of similar reflectance, the demonstration showed that these 
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areas were not necessarily areas of similar vegetation. And 
not all areas of similar vegetation would always have the same 
reflectance, since reflectance depended on several factors, 
including phenology and environmental conditions. There
fore, despite the computer enhancement of the images, an 
interpreter was still required to look carefully through the 
entire tape. Overall, the computer enhancement required a 
significant amount of manipulation and interpretation by the 
operator, and this interpretation appeared to be more difficult 
than what could be done using color stereo photographs. Re
flectance signatures are just one of many clues used in aerial 
photo interpretation, and with the EnviroScan method the 
other clues, such as texture and topography, were more ob
scure than with color aerial photography. The two aerial photo 
interpreters involved in this study attended the EnviroScan 
demonstration, and both indicated that they could do much 
better with standard aerial photos. 

Other factors also reduced the feasibility of this alternative. 
Selecting the best spectral filter would be very difficult be
cause none of the filters was perfectly suited to discriminate 
a wide variety of wetland vegetation such as we expect to 
encounter in a statewide inventory. Problems with geographic 
referencing and map production may be dealt with in future 
implementations of the system, but at present the techniques 
are untried. The EnviroScan system may have some potential 
for wetland inventory use, but the system has never been used 
for regional wetland identification and mapping, and it seems 
that several bugs remain. 

Cartography and GIS 

Techniques were developed to enter interpreted wetland 
boundaries and classifications as a separate layer of the WSDOT 
Intergraph system. Some additional work will be needed to 
quantify and attempt to minimize inaccuracies inherent in the 
techniques. The available base maps are at 1:24,000 scale, 
and when these are enlarged to fit the larger aerial photo 
scales of 1:12,000 and 1:6,000, any errors are magnified. The 
errors would be greater using the 1:6,000 than the 1: 12,000 
photo scales. Some additional error may be introduced when 
the annotated paper maps are fit to the digital base maps. 
Nonetheless, the maps produced in this trial were deemed to 
be accurate enough for their intended purpose. 

Costs for this portion of the project were almost entirely 
labor expenses. It was determined that computer costs were 
insignificant because this project used equipment and mate
rials already in-house for other WSDOT needs. Labor costs 
did not vary significantly with the different aerial photo scales 

TABLE 2 Estimated Costs of Wetland Inventory of 7,030 mi of State Highway 

Estimated Costsa 

Method 

Aerial photos, 1:6,000 

Aerial photos, 1:12,000 

Aerial photos, 1:24,000 

Materials 

$428,000 

$214,000 

$107,000 

Salaries 

$420,000 

$420,000 

$420,000 

Travel 

$24,000 

$24,000 

$24,000 

Total 

$872,000 

$658,000 

$551,000 

a Costs include aerial photography, wetland delineation, and entry of wetland boundaries and 
associated data into the GIS computer system. 
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used. The task of entering wetland inventory data for the 
entire state highway system would require one full-time Car
tographer 2 working over a 4-year period. 

CONCLUSIONS AND RECOMMENDATIONS 

The WSDOT statewide inventory of highway rights-of-way 
should use color infrared aerial photography at 1:12,000. Re
sults of the pilot project and other considerations show that 
the moderate scale of 1: 12,000 is at least as accurate as 1 :6,000 
and is much less expensive. Although the timing of photog
raphy was not evaluated, all consulted experts agreed that the 
optimum time would be early in the growing season when 
water levels are high and when differences in vegetative re
flectance are maximized. 

The pilot project did not clearly distinguish between the 
accuracy of true color and color infrared photos. The costs 
are the same, so other factors must be considered. Color 
infrared has traditionally been the film of choice in the field 
of wetland delineation from aerial photos. There are some 
disadvantages to using color infrared photos. Infrared film 
requires special shipping and storage procedures that make 
it harder to supply on short notice. Accurate evaluation of 
color infrared photos requires that the interpreter be expe
rienced in reading infrared photos for the particular area under 
consideration, since certain reflectance signatures are relied 
on to distinguish wetland vegetation. 

Despite these drawbacks, there is strong support for color 
infrared from the community of professionals who have been 
interpreting aerial photos over the years. Virginia Carter, 
photo interpretation expert with USGS, and Dennis Peters, 
Northwest Regional Coordinator of the NWI, both claimed 
to have had very good results delineating wetlands from color 
infrared photos and recommended that WSDOT should use 
that film type (personal communications). Considering the 
close results of our pilot study, these recommendations pro
vide sufficient evidence to suggest that we select color infrared 
film as the preferred medium. 

The selected method will cost approximately $93/highway
mi, including the GIS implementation. This investment will 
give WSDOT a valuable planning tool. Designers will be able 
to refer to the inventory and note the presence of wetlands 
during the development of a project prospectus. Biologists, 
planners, and maintenance personnel are expected to make 
frequent use of the maps and other wetland data that will 
ultimately be available. Field delineations will still be required 
for projects that affect wetlands, but these will take less time 
with the inventory data available as a starting place ._ It will 
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also be easier to find suitable mitigation sites. Finally, by 
sharing data with other state and local agencies, the WSDOT 
wetland inventory will contribute to a better understanding 
of Washington's invaluable wetland resources. 
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Calcium Magnesium Acetate 
Degradation in Roadside Soil: 
Acetate Microcostns 

DAVID W. OSTENDORF, SAMUEL J. POLLOCK, 

THOMAS A. PALAIA, AND CAROLYN A. ZUTELL 

Aseptic soil samples from the loam cover of a state highway 
shoulder in southeastern Massachusetts were placed in sterile 
serum bottles, forming a series of aerobic soil microcosms. The 
samples were dosed with reagent grade acetate solutions without 
acclimation, then sacrificed at various time intervals and analyzed 
by gas chromatography in a laboratory determination of the aero
bic microbial degradation kinetics. The acetate degraded rapidly 
in the loam layer, demonstrating that the shoulder has the po
tential to reduce oxygen demand by acetate on groundwater under 
the highway. 

The aerobic degradation of acetate in roadside soils was mea
sured in soil microcosms in this study . The work provides data 
on the fate and transport of the deicing agent calcium mag
nesium acetate (CMA) in the subsurface environment as it 
migrates from plowed snow on the highway shoulders through 
the unsaturated zone to the water table . In this regard, the 
aerobic decomposition of the acetate consumes oxygen in the 
subsurface environment, so that there is concern for potential 
oxygen depletion if an appreciable amount of acetate reaches 
the underlying unconfined aquifer (J) . 

FHW A, in an effort to weigh this possibly adverse impact 
against the many benefits associated with CMA use, has funded 
a series of research projects (2), including a thorough envi
ronmental study of a pilot scale test runoff plot in Washington 
State (3). The FHWA initiative, administered by the New 
England Transportation Consortium (NETC), extends the ef
fort to the field by studying a highway in southeastern Mas
sachusetts that has been deiced with CMA since it opened to 
traffic in August 1987. The laboratory work reported here is 
the first phase of the NETC project, which will feature ad
ditional microcosms, field measurements of acetate profiles, 
and comparative analyses of the Washington pilot scale and 
Massachusetts field scale data. 

FIELD SITE AND SAMPLING METHODS 

The research site is in southeastern Massachusetts along State 
Route 25. The test area is on the north-sloping highway shoul
der that was constructed with native sandy fill covered with 

D. W. Ostendorf, T. A. Palaia , and C. A. Zutell, Environmental 
Engineering Program, Civil Engineering Department, University of 
Massachusetts, Amherst, Mass. 01003. S. J. Pollock, Research and 
Materials Section, Massachusetts Department of Public Works, 
Wellesley, Mass. 02181. 

a nominal 0.20-m layer of loam. The road was opened in 
August 1987 under environmental constraints requiring the 
use of nonchloride deicing chemicals in the survey area, which 
receives plowed snow, airborne drift, and breakdown lane 
runoff (but no travel lane runoff) from the three 3.66-m-wide 
westbound lanes of this divided highway. About 25,000 ve
hicles travel on State Route 25 each day, and CMA has been 
applied at an annual rate of about 0.71 kg/m~ pavement in 
response to 0.94 m of annual snowfall, on the basis of 1987-
1988 data. This loading implies a representative surface CMA 
concentration of 700 mg/L, on the basis of 50 percent of the 
applied agent distributed over 20 m of the northern highway 
shoulder as drift, breakdown lane runoff, and plowed snow. 

Environmental Engineering Program personnel sampled the 
northern slope on June 27, 1991, from the pared wall of a 
soil pit 0.80 m deep located 2.44 m from the edge of the 
breakdown lane. Soil samples of about 0.01 kg were taken 
from the two depths cited in Table 1 with the deepest location 
sampled first, using autoclaved 10-mL Becton Dickinson dis
posable syringe barrels and acid-washed, milliQ-rinsed, au
toclaved 20-mL serum bottles with aerated headspace, Teflon 
closures, and plastic screw caps. The serum bottles were iced 
and sent back to the laboratory for storage and testing in a 
Fisher Scientific Mini Lo-Temp incubator at 5°C. Soil mois
ture, pH, and grain size distributions were also measured at 
the two depths using conventional methodology; the results 
are given in Table 1. 

MICROCOSMS AND CHROMATOGRAPHY 

The serum bottles served as aerobic soil microcosms; they 
were dosed without prior exposure to acetate (no acclima
tion). The spiking liquid was a nominal 1000 mg/L solution 
of reagent grade glacial acetic acid, buffered to its nonvolatile 
(ionic) acetate state with sodium bicarbonate to a pH of 6. 
The spiking solution was added while the bottles were held 
sideways using a Becton Dickinson 3-mL disposable sterile 
syringe with a bevel-tipped 20-gauge needle 0.064 m long in 
five separate injections spaced uniformly over the exposed 
surface of the soil. The soil was gently shaken to mix the 
spiking solution into the matrix with sufficient liquid added 
to bring the soil to about half saturation, facilitating sample 
extraction and analysis without unduly displacing oxygen from 
the porespace. Autoclaved microcosms were similarly spiked 
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TABLE l Soil Characteristics and Calibrated Kinetics 

Depth Mean Grain Fine Moisture Content pH V K 

Size, 
a 

Fraction 
b ~g w~ter m mm 

kg wet soil 
mg/1-hr mg/1 

0.025 0.80 0.152 0.0258 6.5 16.4 148 

0 .153 0.82 0.126 0.0496 5.5 5.29 68 

aAs fit wi th a Van Genuchten (4) distribution. 

bLess than 0.15 mm. 

to check for abiotic losses, and ample headspace existed in 
the microcosms to provide abundant oxygen. 

Replicate bottles and abiotic controls were sacrificed at 
varying time intervals by the addition of 6 mL of distilled 
water to dissolve the microcosm fluid, followed by extraction 
(agitation, centrifugation, and filtration). The filtrate (0.9 µ,L) 
was then injected with a 0.1-µ,L plug of oxalic acid through 
a flash vaporization injector at 200°C into a Perkin Elmer 
Sigma 1 gas chromatograph (GC) using a 2-µ.L Hamilton 7000 
series syringe with a Chaney adaptor. The oxalic acid plug 
lowered the pH to below 2, converting essentially all the 
acetate into its volatile acetic acid form for GC analysis in a 
1.83-m-long, 2 mm ID packed glass column in a constant oven 
temperature of 165°C. A 25-mL/min zero-grade nitrogen gas 
flow carried the separated sample to a flame ionization de· 
tector set at 250°C, and daily calibration curves related in
strument response to acetate concentration. Blanks and rep
licate injections were run routinely to verify quality control 
and instrument performance. Instrument sensitivity was about 
1 mg/L, some three orders of magnitude below the maximum 
extract concentrations observed in the experiments . 

DATA AND REACTION KINETICS 

Figure 1 summarizes the degradation data observed at the 
two depths, along with calibrated Michaelis-Menton kinetic 
curves fit to the observations. Ambient concentrations were 
less than 1 mg/Lat the site. The recovery efficiency from the 
abiotic controls varied between 91 and 118 percent and was 
used to adjust the biotic data as part of the calibration . In the 
assumed abundance of oxygen and nutrients , the substrate 
limited reaction is governed by a half-saturation constant K 
and a maximum reaction rate Vin accordance with Alexander 
and Skow (5). 

de Ve 
(1) 

dt c + K 

mass acetate 
(2) c = 

volume soil water 

with concentration c and time t since spiking began. Oxygen 
limitations would impose an additional multiplying factor on 
the Michaelis-Menton term with its own half-saturation con
stant (6 ). In this absence of this effect, the theoretical deg
radation rate yields a temporal decay of observed concentra-
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FIGURE 1 Observed (circles) and predicted 
(curves) acetate concentration in soil microcosms as 
function of time for loam cover of road shoulder 
0.025 m deep (top) and 0.15 m deep (bottom), 
adjusted for abiotic losses (squares); predictions 
reflect V- and K·values of Table 1. 

tion when Equation 1 is integrated from its initial concentration 
c0 to any subsequent condition (7) 

KI (Co) c0 - c /=-n- +---
V c V 

(3) 

The half-saturation constant and maximum reaction rate 
values cited in Table 1 were used to zero the error mean and 
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standard deviation through a nested Fibonacci curve-fitting 
subroutine (8) . The half-saturation constant varied from 70 
to 150 mg/L, and the maximum reaction rate decreased from 
a high near surface loam value of 16.4 mg/L-hr to a lower 
value of 5 .3 mg/L-hr near the sand interface . The respective 
one- and two-day half-lives implied by Figure 1 represent 
relatively rapid aerobic degradation in a natural setting. 

DISCUSSION OF RESULTS 

The experiments were run without acclimation to prior doses 
of acetate substrate and as such represent the initial response 
the roadside soil to CMA applications early in the salting 
season. Typically, the microbial population would grow in 
response to repeated exposures to the substrate (5), thereby 
increasing the speed of reaction so long as nutrients and oxy
gen are present in abundance . In the latter regard however, 
the high solubility of acetate and relative insolubility of oxygen 
(roughly 10 mg/L) suggest that oxygen may control the speed 
of the reaction in water saturated soil of low permeability. 
Thus the loam cover, which is likely to be saturated near the 
surface with deiced runoff due to its low permeability, may 
not perform at the rapid rates of Table 1 under field condi
tions. The sandy fill is much more permeable than the loam 
and is considerably drier (samples collected in February 1991 
contained a moisture content of 0.035 kg water/kg wet soil in 
the sand compared with 0.17 in the loam). Oxygen should 
not limit the degradation rate in the sand as a consequence; 
a comparable set of microcosms is currently being run on the 
sandy fill to qu antify its kinetics . 

Approximate calculations suggest that there is enough oxy
gen in the unsaturated zone to satisfy the estimated 30 000 
kg of acetate th at annually infiltrates the shoulders and me
dian of the highway in the survey area, which is 1930 m long 
and 100 m wide. The stoichiometry for complete aerobic min
eralization of acetate is given by 

(4) 

Thus 0.95 kg of oxygen are required to consume 1 kg of 
acetate, corresponding to an annual demand of about 28 000 
kg oxygen imposed by CMA application in the study area. 
Allowing for a 30 percent reduction of oxygen through the 
root zone due to ambient plant and soil activity (9), the 5-m
deep, 0.20-air porosity unsaturated zone would contain 37 000 
kg of 0 2 in the absence of CMA loading. Thus aerobic con
ditions are expected to prevail in the unsaturated zone . 

If the microbes are rapid enough (and the infiltration rate 
is slow) , the acetate will degrade before the percolation reaches 
the water table and the deficit of oxygen will not extend to 
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the underlying unconfined aquifer. One would then expect a 
winter deficit of oxygen in the unsaturated zone due to CMA 
degradation, followed by diffusive reaeration in drier summer 
and fall months. Rapid infiltration and slow reactions , on the 
other hand , will permit acetate penetration to the water table 
with a resulting oxygen demand on the groundwater. The 
interaction of reaction and infiltration is currently being mod
eled mathematically in order to quantify the transport pro
cesses and potential oxygen demand at the research site. 
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Total Petroleum Hydrocarbons in 
Highway Maintenance Waste 

CRAIG A. MARTIN, ERVIN HINDIN, AND En HANNUS 

Highway maintena.nce waste con i ting of road weeping , vactor 
sludges, and ditch poil were contaminated by semivolatile and 
nonvolatile hydrocarb ns. The total petroleum hydrocarbon (TPH.) 
cont~nt in road sweepings ranged from 2 to 16 966 mg TPH/kg; 
that m vactor sludges and ditch spoils ranged from 251 to 7690 
and 214 to 2541 mg TPH/kg, respectively. The TPH content of 
the fine .particle-size fraction of the road sweeping was signifi
cantly higher than that present in the coarser fractions. Weath
ered road sweepings had a lower TPH concentration than did the 
fresh sweepings. 

The disposal of road sweepings, vactor sludges, and ditch 
spoils from highway maintenance operations is coming under 
closer environmental scrutiny by federal, state, and local reg
ulatory agencies. These wastes have long been recognized, in 
themselves, as being potentially hazardous materials or serv
ing as surfaces onto which hazardous substances can sorb. 

Because of increasing liability and monitoring costs, mu
nicipal landfills are reluctant to receive the materials because 
they may contain hazardous substances. Consequently, ac
cumulation and storage of these materials occur at highway 
department maintenance sites at which they have become a 
disposal problem. As a result, highway departments are con
cerned with the proper management of these materials. Many 
states have established guidelines for disposal of waste ma
terials. Many states have established guidelines for disposal 
of waste materials emphasizing the protection against con
tamination of surface and ground waters. Because there is 
little information about the contaminants within the waste 
materials, it is difficult to assess if the current waste manage
ment practices are effective. 

The use of motor vehicles on roadways generates wastes 
containing hazardous heavy metals and organic compounds. 
Such heavy metals as lead, cadmium, and zinc are found, in 
a relatively immobile form, in road sweepings, vactor sludge, 
and in spoils from ditches adjacent to heavily traveled roads. 
These wastes contain a wide variety of organic compounds 
from the condensed gases and particulates from the internal 
combustion engine as well as oils and greases lost from the 
vehicles lubricating system. 

The identity of specific organic compounds in the highway 
environment is only fragmentary. Because of the many sources 
of the contaminants, the types of compounds present cover 
a wide spectrum of hydrocarbons. Uncombusted gasoline con
tributes volatile hydrocarbons with low molecular weight such 
as short-chained alkanes and single-ring aromatics. Heavier 

C. H. Martin and E. Hindin, Department of Civil and Environmental 
Engineering, Washington State University, Pullman, Wash. 99164. 
E. Hannus, Washington State Department of Transportation , Trans
portation Building, Olympia, Wash. 98504. 

semi- and nonvolatile hydrocarbons, such as long-chained 
straight and branched alkanes and polycyclic aromatics, are 
found in oil, greases, engine exhaust, asphalt deposits, and 
tire wear. 

Early research of street sweepings is monitored by the 
Chemical Oxygen Demand (COD) and the Biochemical Oxy
gen Demand (BOD) (1,2). These studies focused on the im
pact of biodegradable organic contaminants on receiving waters. 

Polycyclic aromatic hydrocarbons are a group of com
pounds that have been widely documented to be present in 
vehicle exhaust and street dust (3-6). These compounds are 
present in gasoline and oils and are also formed in combustion 
processes. Several members of the polycyclic aromatic hy
drocarbon group are known carcinogens and are on the En
vironmental Protection Agency's (EPA's) Priority Pollutant 
and Washington State's Dangerous Waste lists (7,8). 

The objective of this paper is to document information 
about the characterization and fate of organic contaminants, 
as measured by total petroleum hydrocarbons (TPHs), in wastes 
generated from highway maintenance operations. 

RESEARCH PLAN 

Site Selection 

Samples were collected from waste piles at Washington State 
Department of Transportation (WSDOT) maintenance sites 
and along state highways. A map of the state of Washington, 
showing the sample site locations, is shown in Figure 1. 
Sample-site locations are indicated by filled circles. The num
ber in parentheses following the sample-site name represents 
the number of waste piles sampled at that location. The num
bers shown in large print (1 through 6) represent the six high
way districts within WSDOT. 

Samples were taken from three types of waste material: 
road sweepings, vactor sludges, and ditch spoils. Piles ofvary
ing ages were sampled to investigate the weathering effect on 
TPH concentrations. They ranged from samples of recently 
collected roadside piles to well-weathered piles at highway 
department maintenance sites. The waste piles ranged in size 
from a few to several thousand cubic yards. The type of waste 
material, origin of waste, and age of waste pile were among 
the data recorded. 

Sample Collection 

Samples were obtained by digging into the sides of waste piles 
at five or six locations and removing subsamples. Samples 
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were taken below the pile surface to a depth of about 2 ft. 
Subsamples were then mixed, and a composite sample was 
taken. The samples were placed in glass containers, iced, and 
transported back to the laboratory. Samples were then re
frigerated at 4° C until extracted. 

Total Petroleum Hydrocarbon 

Since a wide range of organic compounds are present in high
way maintenance wastes, a parameter was chosen that would 
measure a broad spectrum of compounds in a single analysis. 
The TPH analysis measures volatile, semivolatile, and non
volatile hydrocarbon compounds, exception for the aromatic 
compounds present in the waste materials. The analysis does 
not identify specific hazardous substances in samples, but 
it is an effective screening method. Because there is no 
established method for measuring TPH in soils, a combination 
of Standard Method 5520E and EPA Method 418.1 was 
used (9,10). This procedure is valid for a TPH concentration 
range of 5 mg/kg to approximately 10,000mg/kg(11). Several 
states use this procedure to analyzing petroleum
contaminated soils resulting from leaking underground stor
age tanks (12). 

A Foxboro Co. MIRAN IA CVF infrared analyzer was 
used in the analysis. The TPH parameter being a relative 
parameter is dependent upon the type of standard used. An 
EPA-recommended standard consisting of a mixture of 
n-hexadecane, isooctane, and chlorobenzene was used (10). 
Benzene, hexane, heptene, used motor oil, and lube oils were 
used as comparative standards. TPH concentrations given in 
this paper were based on the EPA standard. 

Particle Size Distribution 

An experiment was conducted to determine the particle size 
distribution of the waste materials and the concentration of 
TPH in the particle size fractions. The samples were air-dried 
and separated into three particle size fractions by mechanical 
sieving. The three particle sizes used in this study were as 
follows: 

Particle Size 

> 2mm 

< 2 mm> 250 µm 

< 2 mm 

Description 

Coarse fraction consisting 
of gravel and large debris 
Medium fraction consisting 
mostly of small gravel, sand, 
silt, and vegetative matter 
Fine fraction consisting of 
loam and clays 

Samples from each of the categories were analyzed for TPH. 

RESULTS AND DISCUSSION 

Sample Collection 

A total of 39 composite samples were collected. The number 
of samples from each of the three waste categories is shown 
in Table 1. 

Quality Control Analysis 

Quality control analysis was performed using blanks, spiked 
blanks, spiked samples, and background samples to determine 
the accuracy and sensitivity of the analytical procedures. 
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TABLE 1 Summary of Samples by Waste Category 

Type of Waste Pile Number of Samoles 

Road sweepings 26 

Vactor sludge 8 

Ditch Spoils 5 

Several samples were spiked with the EPA-recommended 
standard to further demonstrate the effectiveness of the ex
traction and analytical procedures. Table 2 shows the per
centage recovery of the spiked samples. Low recovery was 
attributed in part to the heterogeneity of the sample and the 
difficulty in determining the "true" TPH concentration of the 
sample before spiking. 

TPH Concentration of Waste Categories 

Samples were analyzed in duplicate; selected samples were 
analyzed in greater replication. The results for each sample 
were averaged. Table 3 shows the range and mean values of 
TPH concentration for samples of each waste type. Both arith
metic and geometric means were determined. This analysis 
was conducted on a wet-weight basis, and moisture content 
was not accounted for. Wet-weight analysis was used because 
drying would result in the loss of volatile substances . 

The results indicated that vactor sludges and road sweepings 
were higher in TPH than ditch spoils. It was apparent from 
the results that TPH concentrations of the waste materials 
vary greatly. Since a wide range of TPH concentrations was 
found in the waste materials, the geometric mean is a more 
accurate estimate of the average value. 

Effects of Waste Pile Weathering on 
TPH Concentrations 

During sample collection, information was obtained that al
lowed categorization by relative waste pile age. Waste pile 
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age was determined using information obtained from local 
WSDOT personnel as well as by visual inspection of the waste 
piles. Although this was a qualitative method of estimating 
age, the sampled materials were separated into three road 
sweeping categories and two vactor sludge groups. 

The freshest road sweepings were those that were found in 
recently swept small piles along the highway. These piles were 
typically less than a few weeks old. The second category of 
road sweepings were piles that had recently been deposited 
at highway maintenance sites. These piles, although generally 
older than the piles found along the highway, were not more 
than a few months old. The last category was for well-weathered 
road sweeping piles found at the highway maintenance sites. 
These piles were typically more than 6 months old. 

The vactor sludges were classified as either wet (fresh) or 
dry (aged) waste piles . Wet sludges contained free water, and 
dry sludges had been allowed to drain and dry. Ditch spoils 
were not classified by age since only five samples were col
lected. Table 4 is a tabulation of the mean and range of 
concentration values for the weathered road sweeping cate
gories and vactor sludges. 

The results indicate that weathering of waste piles of road 
sweepings reduces the concentrations of TPH. These results 
were expected, because natural processes would reduce the 
concentration of contaminants over time. However, the effect 
of weathering was not obvious in vactor sludge samples. 

Particle Size Analysis 

Figure 2 shows the particle size distribution of typical samples 
from fresh sweepings and well weathered sweepings piles. The 
percentage of the fine fraction ( <250 µ,m fraction) in the fresh 
road sweepings was found to be consistently higher than the 
weathered sweepings samples. This was attributed to the loss 
of fine fractions in the older piles by wind or runoff. 

Figure 3 shows the concentrations of TPH in the three 
particle size fractions for the two samples indicated above. 
This analysis was conducted on a dry sample weight basis. 

TABLE 2 Quality Control-Spike Sample Recovery 

Spike Blank Spike Sample TPH Sample TPH % 
Number (mg TPH) no spike plus spike Recovery 

(ma TPH/ka) Cmlsl lof sPikel 

43 100 8082 12184 72 

44 100 16966 21408 79 

1 107 4157 8095 66 

29 116 2467 7204 48 

TABLE 3 TPH Concentrations in Waste Categories 

TPH Concentration Ima ITPH/kal 
Waste Type Arithmetic Geometric Range 

Mean Mean 

Road sweepings 2524 1054 2-16966 

Vactor sludge 2884 1788 251-7690 

Ditch Spoils 954 664 214-2541 
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TABLE 4 Effect of Weathering on TPH Concentrations 

Waste Type 

Fresh roadside 
sweepings 

Fresh sweepings at 
maintenance site 

Well weathered 
sweepings 

Wet vactor sludge 

Dry vactor sludge 

Number of 
Samnles 

5 

9 

12 

5 

3 

< 250 um 
24% 

TPH Concentration 

Arithmetic Geometric 
Mean Mean 

3307 3215 

4560 2870 

671 312 

2503 1604 

1070 2412 

< 2 mm > 250 
55% 

(mg/kg) 

Range 

2410-4157 

825-16966 

2-2009 

251-5787 

553-7690 

< 250 um 
16% 

FIGURE 2 Particle size distribution, weight percent of particle size fractions: left, fresh roadside 
sweepings (Sample 29); right, well-weathered sweepings (Sample 6). 
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FIGURE 3 TPH concentration of particle size fractions. 
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FIGURE 4 Percentage contribution of sample TPH concentration by particle size fractions: left, 
fresh roadside sweepings (Sample 20); right, well-weathered sweepings (Sample 6). 
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Figure 4 illustrates that TPH is more concentrated in the 
finer fractions. This is a common finding with contaminated 
soils. Sorption of organic compounds is highest by clay mineral 
particles that are included in the <250 µm fraction. 

Figure 3 further emphasizes the importance of particle size 
on TPH concentration. In the two samples shown, the coarse 
fraction (>2 mm) makes up almost a third of the sample (by 
weight) and the TPH contribution is only 5 and 6 percent of 
the total sample. 

SUMMARY AND CONCLUSIONS 

This study has shown that highway maintenance wastes con
tained a wide concentration range of TPH. Road sweepings 
and vactor sludges generally were found to have higher con
centrations of TPH than ditch spoils were. 

Weathering of waste piles was found to reduce TPH con
centration. Fresh piles of road sweepings along highways and 
at maintenance sites had much higher TPH concentrations 
than did well-weathered piles. Fresh road sweepings were 
found to have the highest concentrations of TPH compounds. 
Older waste piles were found to have lower concentrations. 
A correlation between waste pile weathering and reduction 
of TPH concentration was not found for the vactor sludge 
piles. The effect of weathering of ditch spoil piles was not 
determined. 

TPHs were found to be concentrated in the smaller particle 
size fractions of the waste materials. The highest TPH con
centrations were associated with the <250 µm fraction. The 
TPH concentration in the >2 mm fraction was generally found 
to be insignificant as compared to the total sample TPH. 
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Impact of Preaggregation of Highway 
Network Travel Data on Accuracy of 
MOBILE4-Based Emissions 

W. THOMAS WALKER 

Preliminary Environmental Protection Agency guidance for the 
generation of mobile ource emis ions ilwentories indicates that 
a link-level computation based on simulated network volumes is 
preferred in urban areas. However, because of the size and com
plexity of some link-level emissions computations, a streamlined 
postprocessor ba cd on 5-km grid aggregates of network vehicle 
miles traveled (VMT) and speed may also be useful to facilitate 
sensitivity testing and refinement f the MOBILE4 parameters 
used ro genera re an emi ions inventory and to plan for emissions 
reductions. The re ult are presented of a cries of accuracy check 
made to en ure that the preaggregation of network VMT and 
speed does not introduce significant errors or biases into the 
resulting emi · ions estimates. These compari o.n al o hed some 
light on network aggregation errors that re ult from generating 
gridded emissions from Highway Performance Monitoring Sys· 
tern VMT and speed data 011 other nonnerwork ources. The 
results clearly how that a po tproces or methodology i adequate 
to calculate emjssions when rhe VMT and peed input a.re strat
ified by highway functional class. This does nor mean that traffic 
simulation networks are not needed for preparing emis. ions in
ventories and planning for emi sions reductions. When available, 
travel simulation are the most consistent and cost-effective way 
to estimate current and (oreca.sted VMT and peed. However, 
for a given network as ignment, using the postproccssor can ex· 
pedite and streamline the calculation of emissions with little los 
of accuracy or consistency. 

In support of air quality planning activities required by the 
Clean Air Act Amendments of 1990, the Delaware Valley 
Regional Planning Commission (DVRPC) has been asked to 
prepare an inventory of mobile source emissions of three 
pollutants-volatile organic compounds (hydrocarbons), car
bon monoxide, and oxides of nitrogen-for the Philadelphia 
ozone nonattainment area. This inventory will be prepared 
for a 5-k grid system that covers DVRPC's Pennsylvania and 
New Jersey counties, as well as Cumberland and Salem coun
ties in New Jersey, Kent and New Castle counties in Dela
ware, and Cecil County, Maryland (see Figure 1). 

It is anticipated that developing the emissions inventory 
will require the use of alternative emissions scenarios using 
different combinations of MOBILE4 parameters and seasonal 
travel factors. MOBILE4 parameters incorporate factors such 
as control device tampering rates, vehicle type and age distri
butions, inspection and maintenance programs, vehicle re
fueling practices, ambient temperatures, cold start percent
ages, and fuel volatility into the emissions calculation. Taken 

Delaware Valley Regional Planning Commission, The Bourse Build· 
ing, 21 South Fifth Street, Philadelphia, Pa. 19106. 

together, these factors have a great impact on the quantity of 
emissions produced. 

Each of the four states in the Philadelphia nonattainment 
area is likely to use a different set of emissions factors con
sistent with their air quality programs. Calibrating the urban 
airshed model will require the reestimation of mobile source 
emissions inputs that reflect the conditions that occurred on 
the day of the episode being modeled. Sensitivity analyses 
will also be useful for preliminary testing and evaluation of 
emissions reduction strategies. 

Figure 2 presents an overview of the proposed emissions 
inventory process. Inputs are shown in dashed boxes, and 
outputs are specified in solid-lines boxes. This process con
tains two emissions calculators shown in the heavy-lined boxes. 
The base case processor obtains simulated vehicle miles trav-

KEtrr 

~ DVRPC REGION 

FIGURE 1 Philadelphia ozone nonattainment area. 
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FIGURE 2 MOBILE source emissions inventory process. 

elect (VMT) and speed data from a computerized highway 
network, calculates link-level emissions that reflect the base 
case set of seasonal and MOBILE4 emissions factors, and 
then allocates the emissions, VMT, and highway speed to 
each 5-km grid traversed by the link. This allocation is based 
on the proportion of the link distance within that grid. VMT 
that occurs on local streets not included in the regional net
work will be separately allocated to grids from county-level 
control totals. 

Preliminary guidance from the Environmental Protection 
Agency (EPA) for the generation of mobile source emissions 
inventories indicates that a link-level computation based on 
simulated network volumes is preferred in urban areas (J) . 
However, the participating state air quality agencies have 
requested that streamlined computational procedures also be 
developed to allow them a hands-on capability to fine-tune 
the MOBILE4 parameters that are used to generate the emis
sions inventories for the portions of the air quality region 
under their jurisdictions. For this reason, the postprocessor 
is included in the inventory process to recalculate grid-level 
emissions that reflect alternative sets of emissions factors. 

The postprocessor emissions calculator is a simple matrix 
manipulator that considers MOBILE4 emissions factors by 
speed range and two highway demand matrices aggregated 
from link-level data by the base processor. These matrices, 
one containing VMT and the other average speed, are cross
classified by grid and highway functional class (freeway, ar
terial, and local/collector). Emissions for a given grid are 
calculated by multiplying the VMT for each functional class 
by the emissions factor appropriate for the average speed of 
that roadway class. Both base and postprocessors produce 
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state- and county-level VMT, speed, and emissions summaries 
to assist in controlling and interpreting the inventory process. 

A postprocessor is required to expedite the development 
of emissions scenarios because of the large size and diverse 
nature of the highway travel inputs to the base case processor. 
Ultimately, this calculation will use data from three highway 
networks containing about 60,000 links, Highway Perfor
mance Monitoring System (HPMS) data for three rural coun
ties, and off-network VMT grid allocations for 14 counties. 
Although it is shown as a single box, the base case processor 
involves a number of separate computer programs, some of 
which must be run on a mainframe computer. Although the 
computation time and disk storage requirements for the link
level computation are not large for a modern mainframe (about 
5 min on an IBM 4361 and 5,000 K of disk storage), the 
postprocessor reduces this time to about 8 sec and data storage 
to about 200 Kand, more important, allows the downloading 
of both data and computation to a microcomputer for distribu
tion to state and local air quality agencies. 

However, using the postprocessor for this requires that a 
series of accuracy checks be performed to ensure that the 
preaggregation of VMT and speed from individual highway 
links to 5-km grids does not introduce significant errors or 
biases into the resulting emissions estimates. If speeds on 
individual links vary widely within a given grid, the nonlin
earity of emission factors with respect to speed could cause 
significant differences. This paper presents the results of a 
series of accuracy checks that compared network-generated 
emissions with corresponding results from the postprocessor 
program. These accuracy comparisons will also shed some 
light on network aggregation errors that result from gener
ating gridded emissions estimates from HPMS VMT and speed 
data and other nonnetwork sources. However, one should 
remember that gridded VMT based on HPMS data will also 
contain significant statistical errors because of the crude meth
ods used to allocate county totals to grids and the small sample 
of highway links that are counted as part of this FHWA 
program. 

DVRPC'S REGIONAL TRAVEL SIMULATION 

The travel simulation models in use at DVRPC follow the 
traditional steps of trip generation, trip distribution, modal 
split, and travel assignment (minimum path, equilibrium ca
pacity restraint for highway). They use computer programs 
included in the federally sponsored Urban Transportation 
Planning System (UTPS). The 1987 travel simulation, used 
as a basis for this analysis, was prepared from traffic zone
level socioeconomic trip generation inputs (households , au
tomobile ownership, employed residents, and employment by 
place of work) extrapolated from the 1980 census and highway 
and public transit networks updated to include all facilities 
opened to traffic in 1987. This 1987 travel simulation is doc
umented in detail in a commission report (2). Of particular 
interest to this exercise is the highway network and simulated 
traffic volumes and the method used to convert link-level 
simulated volume/capacity ratio into average operating speed. 
The 1987 simulated highway volumes were validated with 
traffic counts using FHWA screenline methods. 
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FIGURE 3 DVPRC 1987 highway simulation network. 

Figure 3 displays a regional plot of the links included in the 
1987 highway network with the 5-km grid system to be used 
for airshed modeling superimposed. The highway network 
covers only the DVRPC region shown in crosshatch in Figure 
1. This network is very large, covering the 3,580-mi2 DVRPC 
region at an average density of about 110 network arcs per 
5-km grid. 

Overall, the network (see Table 1) contains 1,449 traffic 
centroids, more than 12,500 nodes, 22,500 two-way links and 
2,211 one-way links, which generate 47 ,227 network arcs for 
purposes of minimum path building and highway assignment 
(a two-way link generates two arcs; a one-way link, one arc). 

TABLE 1 1987 Highway Simulation Network Statistics 

3,846.8 Square Miles 

1,449 

Area Covered 

Traffic Centroids 

Nodes 12,533 (including centroids) 

Two-way Link Cards 

One-way Link Cards 

Network Arcs 

Average Arcs/Grid 

22,508 (including centroid connectors) 

2.211 

47,227 

109.6 

Highway Route Miles 

Computerized Total Open %in 

functional Class Network ill Tuffu; Network 

Freeway 739 739 100.0 

Arterial 4,348 4,348 100.0 

Collector /Local 1,580 14,464 10.9 

TOTAL 6,667 19,551 34.1% 
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This network contains some 6,667 centerline-mi of roadway, 
which constitutes virtually all freeways and arterial facilities 
but only 11 percent of the local roads. These local facilities 
are mostly minor streets within local communities, industrial 
parks, and residential subdivisions. Local roads usually carry 
small traffic volumes and, in total, are thought to contribute 
about 12 percent to regional VMT, despite making up about 
two-thirds of the region's roadway mileage (3) 

Emission factors calculated by MOBILE4 vary with vehicle 
operating speed to a very significant degree. For this reason, 
the amount and distribution of the mobile source pollutants 
are influenced by the accuracy and sensitivity of the method 
used to convert network measures of highway congestion into 
operating speed. Highway travel time studies conducted by 
the commission have shown that the so-called FHW A re
straining curve has a severe tendency to underestimate op
erating speeds in the Delaware Valley region (by as much as 
50 percent). This speed function is intended to facilitate the 
simulation of accurate link volumes (via capacity restraint) 
more than to produce realistic operating speeds. The use of 
this function to estimate simulated operating speeds would 
result in severely overestimated emissions. The FHW A re
straining curve is given by 

T = T0[1.0 + 0.15(V/C)4] 

where 

T = adjusted link travel time, 
T0 = unloaded link travel time, 
V = assigned volume, 
C = capacity of the link, and 

maximum VIC = 4.0. 

For this analysis, a complex but more accurate set of curves 
was used to estimate simulated operating speeds. These curves 
were taken from a report prepared by Creighton, Hamburg, 
Inc., for FHW A ( 4). A separate set of curves was used for 
freeways and arterials. The freeway curves relate peak-hour 
link operating speed to the link speed limit, capacity, and 
peak-hour simulated vehicular volume. The arterial curves 
relate peak-hour link speed to the speed limit, capacity, traffic 
signal density (per mile), a free-flow speed, and the p<>ak
hour simulated link volume. The freeway curve required no 
modification for use in the DVRPC region. The arterial curve, 
however, required the addition of a minimum speed of 8 to 
10 mph (depending on area type) to the Creighton, Hamburg 
formulation to adequately replicate DVRPC's travel time sur
vey data. The revised curves are determined by the following 
equations: 

Modified Creighton, Hamburg surface arterial equations: 

S( ) - -----'3 ''-60_0 __ w,,n -

(3 ·!~0) + 12.5n 

f(n) 

f(n) 

-0.336n3 + 3.905n2 
- 16.116n 

0.69n - 39.14 if n;::: 5.5 

if n < 5.5 
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For ds ~ 0.8 cs 

a = S(w,,n) + dJ(n) 

For 1.4cs > ds > 0.8cs 

m 

b 

S(w,,n) + 0.8cJ(n) - Sm 
-0.6 

2.333S(w,,n) + l.867csf(n) - l.333S,,, 

mds 
a = - + b 

cs 

Fords 2:: 1.4cs 

where 

a = average surface arterial speed (mph), 
ds = surface arterial volume per lane (vehicle/sec), 
n = number of signals per mile, 

ws = surface arterial speed limit (mph), 
cs = surface arterial capacity per lane (vehicle/sec), 

S(w,,n) = free-flow speed for a given speed limit and given 
number of signals per mile, 

f(n) = rate of speed change with volume, and 
S,,, = minimum speed (mph). 

Modified Creighton, Hamburg freeway equations: 

3,600 s = ~~~~'--~~~-

Ki exp ~- + ( K d) 3 600 
cf w1 

where 

S = average freeway speed (mph), 
wf = speed limit on freeways (mph), 
cf = freeway capacity per lane (vehicle/hr), 
df = freeway volume per lane (vehicle/hr), 

Ki 0.4, 
K 2 = intermediate value, and 
Sc = speed at capacity. 

Peak-hour link volumes were estimated from simulated daily 
volumes through the use of a peak-hour percentage (by func
tional class and area type) taken from traffic counts collected 
within the region. Speed limits, signal densities, and free-flow 
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TABLE 2 Effect of SO Percent Across-the-Board Increase in 
Highway Traffic on Regional Average Vehicle Speed 

1987 

Traffic 50% Traffic % 

Estimates 1.!!sr= Diffe rence 

Vehicle Miles of Travel (OOO's) 72,590.8 108,885.9 50.0 

Vehicle Hours of Travel (OOO's) 3,393.8 6767.2 99.4 

Average Speed (mph) 21.4 16.1 - 24.8 

speeds were input as a table lookup by functional class and 
area type. DVRPC travel time surveys have found that daily 
speeds are on average about 10 percent higher than peak
hour speeds. Recent travel time surveys seem to indicate that 
the modified Creighton, Hamburg curves given may under
estimate actual speeds by about five percent, because drivers 
have become more acclimated to operating their vehicles under 
congested conditions (5). For this reason the speeds output 
by the curves were increased by up to five percent (subject 
to the minimum speed and speed limit) in the emissions com
putations that will be described. 

Table 2 presents regional travel and average speed statistics 
for the 1987 travel simulation and for a test run that assumed 
an across-the-board 50 percent increase in vehicular travel. 
On an average day, about 72,590,800 VMT occur on the 
highways included in the 1987 simulation network. This travel 
volume consumes about 58 percent of the theoretical daily 
capacity of the roadways, which results in 3,393,800 vehicle
hr for an overall average speed of 21.4 mph. A 50 percent 
increase in the traffic volume/capacity ratio reduces the av
erage speed by about 25 percent to 16.1 mph. Although this 
VMT growth is arbitrary-some suburban and rural areas are 
likely to grow faster and urban areas to grow slower in a long
range horizon-it is interesting to see the effect of this 
increase and corresponding speed reduction on regional 
emissions. But first we must document the emission factor 
scenarios that will be used to test the postprocessor calculation 
method. 

MOBILE4 EMISSION FACTOR SCENARIOS 

Emission factors produced by the MOBILE4 computer pro
gram vary significantly depending on the settings of various 
policy and climatic options that are included to tailor the 
output to seasonal conditions and to state and local emissions 
control programs (6). Therefore, a thorough testing of the 
postprocessor methodology requires that a series of emissions 
factor scenarios be tested. This will ensure that findings apply 
to all MOBILE4 outputs that may be generated during the 
development of emissions reduction strategies. Generally, a 
base scenario reflective of summer conditions in the Delaware 
Valley was specified, and from this base selected MOBILE4 
options were tested one at a time. Although the MOBILE4.0 
model used herein is now superseded by MOBILE4.1, the 
range of variation in emission factors generated by the ex
treme parameter settings in these sensitivity tests far exceeds 
the differences between MOBILE4.0 and MOBILE4.1 in 
practical applications. Therefore, the conclusions reached in 
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this analysis will still be valid for MOBILE4.1 and future 
versions of this emissions model. 

Base Case Conditions 

The base case is a generalization reflective of 1989-1990 sum
mer emission factors in the Delaware Valley region. It is not 
possible to have one set of base factors for the entire air quality 
region, because inspection procedures, Stage II recovery sys
tems, and so forth vary between the four constituent states. 
However, for testing purposes, we assume that the base and 
in-use Reid vapor pressure (RVP) of gasoline sold in this low
altitude region was 11.5 psi (although it was reduced to 9.0 
during 1990) and that daily temperatures varied from 70 to 
94°F. In addition, a computerized, decentralized inspection 
and maintenance program based on an ideal emissions test 
was assumed to be in effect for all vehicle types except heavy 
truck. This program was assumed to begin in 1984 with a 6 
percent waver rate and a 93 percent compliance rate. Re
fueling emissions were assumed to be uncontrolled and the 
default (EPA-supplied) VMT accumulations by vehicle type 
and age were used. 

Alternative Emissions Scenarios 

Nine emissions scenarios were tested that cover the significant 
policy and climatic parameters of MOBILE4. The first two 
scenarios substituted RVPs of 15.2 and 7.0 for the 11.5 as
sumed under the base case. These are the maximum and 
minimum RVP values allowed in MOBILE4.0. The winter 
temperature scenario substituted a daily range of 20 to 45°F 
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(VMT was held constant for this exercise, although on av
erage, winter VMTs are thought to be about 5 percent lower 
than summer). The high-altitude scenario increased the alti
tude from 500 to 5,500 ft. The fifth scenario eliminated the 
inspection and maintenance program, and Scenario 6 substi
tuted an antitampering program for inspection and mainte
nance. The heavy-truck scenario increased the combined heavy 
gas and diesel truck percentage from the EPA default of 4.9 
percent to 25 percent. Twenty-five percent trucks is thought 
to be representative of the maximum value found on specific 
general-purpose public highways. The final scenario uses fac
tors that reflect the emissions control devices that are antic
ipated to be installed in vehicles in calendar year 2020. 

Table 3 displays the mean values and standard deviations 
of the MOBILE4 emission factors that resulted from this 
series of scenarios. Despite the significant reductions in emis
sions brought about by the catalytic converter and other 
vehicle-mounted pollution control devices, carbon monoxide 
(CO) is still the principal pollutant produced by vehicular 
travel. MOBILE4.0 factors at the average speed (21 mph) for 
CO range from 3 to 5 times the values for volatile hydrocar
bons (HC), which in most cases are significantly higher than 
the factors for nitric oxides (NOx). The large standard devia
tions with respect to vehicle speed associated with CO emis
sions factors indicate that the quantity of this pollutant pro
duced varies significantly with speed, with larger factors 
generally being produced at low speeds, and with much smaller 
factors at higher speeds. HC emissions factors also vary with 
speed, but to a lesser degree, and NOx factors have the least 
variation with vehicle operating speed and follow a U-shaped 
curve. 

Changes in gasoline vapor pressure mainly affect HC emis
sions (by up to 70 percent), although CO emissions are also 

TABLE 3 Sensitivity of MOBILE4.0 Emissions Factors to Selected Scenario Options 

<--CO--> <--HC--> <-- NOX --> 

GM/Mile Mean/Std GM/Mile Mean/Std GM/Mile Mean/Std 

Emissions Scenario @21 mph' Deviation' @ 21 mph' Deviation' @ 21 mph' Peviaiion' 

Base Case' 24.8 28.6/27.4 5.5 5.8/2.2 2.1 2.2/0.3 

RVP 15.2 27.3 31.4/29.9 9.5 9.8/2.3 2.1 2.2/0.3 

RVP 7.0 20.7 24.1/23.3 2.9 3.2/2.0 2.1 2.2/0.3 

Winter Temperature' 28.5 32.5/30.8 2.5 3.0/3.0 2.6 2.7 /0.3 

High Altitude 33.9 38.3/33.6 6.7 7.1/2.3 2.0 2.1/0.3 

No Inspection & Maintenance 31.7 36.9/35.7 5.9 6.3/2.6 2.2 2.3/0.3 

Substitute Anti-tampering Only 28.8 33.5/32.4 5.5 5.9/2.3 2.2 2.3/0.3 

25% Heavy Truck" 26.4 30.1/26.9 5.3 5.6/2.1 4.7 5.0/0.8 

Calendar Year 2020 14.4 13.1/ 7.7 3.4 3.6/1.2 1.3 1.3/0.3 

'The mean simulated traffic speed from the 1987 network assignment was 21.4 mph. 

'Mean and standard deviation over 53 emission factors calculated by whole mile per hour increment from 3 to 

55 mph. 

'Base case includes an RVP of 11.5 PSI, summer temperature (70-94° F), default vehicle mix (4.9% heavy truck), 

1990 Calendar Year, and low altitude. 

'20°-45° F. 

'7.5% heavy duty gas truck and 17.5% heavy duty Diesel truck. 
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affected. Winter temperatures increase CO emissions by some 
15 percent and NOx by 24 percent but reduce HC emissions 
by more than 50 percent. The high-altitude option causes large 
increases in CO (37 percent) and HC emissions (22 percent) 
but reduces NOx emissions slightly. 

Inspection and maintenance programs tend to reduce all 
pollutants, with the biggest effect on CO (28 percent) and the 
smallest on NOx (5 percent). The emissions improvement 
brought about by antitampering programs appears to be lim
ited to CO and NOx emissions (16 and 5 percent, respec
tively). A high concentration of heavy trucks more than dou
bles average NO, emissions (123 percent) but tends to slightly 
reduce HC emissions (by 4 percent) and to increase CO emis
sions by just over 6 percent. 

By 2020, great reductions in vehicle emissions rates are 
anticipated. CO emissions factors are to be cut by another 42 
percent, and HC and NO, emissions each by 38 percent. 
Significantly, the standard deviation with respect to speed is 
also to be reduced dramatically; therefore, much of this pol
lution relief will occur even if increased highway congestion 
significantly reduces prevailing highway vehicle operating speed 
over time. 

As of this writing, EPA is still developing refinements to 
MOBILE4. However, taken together, the given emissions 
scenarios are adequate for postprocessor testing because they 
effectively cover the range of factors likely to be produced 
by MOBILE4 (and its successors) during emissions inventory 
development and in planning for air pollution reductions by 
state and local air quality planners. 

POSTPROCESSOR VERSUS LINK-LEVEL 
EMISSIONS ESTIMATES 

The postprocessor recalculated 5-km grid-level emissions based 
on gridded VMT and average speed stratified by highway 
functional class (freeway, arterial, and local/collector). These 
grid-level VMT and speed data were tabulated by the base 
processor from network link volumes and speeds. Off
network VMT is not included in either emissions calculation 
in order to focus the analysis on link volume/speed aggre
gation phenomenon. The inclusion of off-network VMT would 
reduce postprocessor errors because this VMT surcharge is 
allocated from county control totals and is therefore a constant 
by grid for both the link-level and postprocessor emissions 
calculators. 

Base Case Scenarios 

Table 4 shows that the errors in emissions attributable to 
postprocessor aggregation are minimal. Regional totals pro
duced by the postprocessor are within 0.5 percent of the link
level-based estimates for all three pollutants. At the grid 
level, the percentage root mean squared (RMS) errors are 
less than 3 percent; the coefficient of determination (R2

) be
tween emission estimates is essentially LO (i.e., perfect co
linearity). Theil tests indicate that almost all mean squared 
differences are attributable to scatter (UC) and that only min
imal differences result from systematic variation in mean (UM) 
or standard deviation (US) (7). 
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TABLE 4 Stratified Postprocessor Error Statistics Under Base 
Case Emissions Scenario 

Regional Total Emissions (Tons/Day) 

Post-Processor 

Link Level 

% Difference 

-CO-

1722.6 

1716.4 

0.4 

-HC-

392.7 

392.7 

Grid Level Emissions Error Statistics 

-co-

RMS Error (KG) 110.71 

% RMS Error 2.78 

Coef. of Determination (R') 0.9999 

UM 

us 
UC 

Theil Tests 

-co-

0.02 

0.00 

0.98 

-HC-

8.22 

0.90 

1.0000 

-HC-

o_oo 
0_02 

0.97 

-NOX-

159.l 

159.6 

- 0.3 

-NOX-

6.89 

1.86 

0.9998 

-NOX-

O.Q3 

0.05 

0.92 

These errors are insignificant for emissions reduction plan
ning and are far less than the expected errors in the underlying 
emission factors or link-level VMT and speed estimates. Fun
damentally, because of continuity of development patterns 
and connectivity in the highway system, the situation rarely 
occurs when one freeway or arterial in a 5-km grid is un
congested with high operating speeds while another of the 
same functional class in the same grid has low speeds resulting 
from severe congestion. Prevailing traffic conditions tend to 
apply to all highways of a given functional class within a grid. 

Grid-level speed differences do occur by functional class, 
however, because of differences in access policies from abut
ting land uses and other design criteria. Freeways generally 
have higher speeds than arterials, which in turn generally 
operate at higher speeds than local streets. Table 5 compares 
link-level emissions with those produced by an alternative 
postprocessor that omitted the stratification by functional class. 
The omission of speed differences by functional class signif
icantly increased the postprocessor errors in emissions. This 
is particularly true for NO., which is now underestimated 
by 2.3 percent at the regional level and has grid-level per
centage RMS errors in excess of 5 percent. There are now 
significant Theil components for errors in mean and standard 
deviation. CO is also significantly affected by the loss of the 
functional class stratification, but to a somewhat lesser degree. 
HC is relatively unaffected by the simplification to the 
postprocessor. 
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TABLE 5 Postprocessor Error Statistics Without Disaggregation 
by Highway Functional Class 

Regional Total Emissions (Tons/Day) 

Post-Processor 

Link Level 

% Difference 

-CO-

1728.0 

1716.4 

0.7 

-HC-

392.8 

392.7 

Grid Level Emissions Error Stati~tics 

-co-

RMS Error (KG) 172.00 

% RMS Error 4.32 

Coef. of Determination (R2
) 0.9994 

UM 

us 
UC 

Theil Tests 

-co-

0.03 

0.11 

0.86 

-HC-

11.28 

1.24 

0.9996 

-HC-

O.Dl 

0.01 

0.98 

-NOX-

155.8 

159.6 

. 2.3 

-NOX-

- 19.98 

5.40 

0.9995 

-NOX-

0.18 

0.20 

0.62 

This result is somewhat surprising given the small standard 
deviation with respect to speed in the NO. emission factors 
(Table 3). But one should remember that it is emission factor 
differences in the prevailing range of highway operating speeds 
(15 to 35 mph), not overall variation, that count. CO emission 
factors do have a large standard deviation with respect to 
speed, but this variation largely results from geometric in
creases as speeds decrease below 8 or 10 mph. Very few 
roadways in the region operate at speeds this low. 

To test the applicability of the stratified postprocessor in 
congested roadway conditions that may occur in a long-range 
forecast, all simulated link volumes were increased by 50 per
cent and the speed and emissions calculations reexecuted. 
Table 6 compares the postprocessor output (functional class 
stratified) with the corresponding link-level emissions esti
mates. Generally, the errors both at the regional and grid 
levels have increased only slightly over those reported in Table 
4 for 1987 highway data. The stratified postprocessor meth
odology appears to remain applicable when analyzing long
range forecasts. 

However, the effect of the reduced "speeds under the 50 
percent VMT increase on regional emissions is also of con
siderable interest. For the base case scenario, a 50 percent 
increase in travel increases regional CO emissions by 95.3 
percent , HC emissions by 65.6 percent, and NOx emissions 
by 55 .2 percent. Although the 50 percent increase in travel 
is arbitrary for a long-range growth estimate, it is not out of 

TABLE 6 Effect of 50 Percent Increase in VMT on 
Postprocessor Errors 

Base Case Regional Total Emissions (Tons/Day) 

Post-Processor 

Link Level 

% Difference 

-co-

3365.8 

3351.7 

0.4 

-HC-

650.7 

650.2 

Base Case Grid Level Emissions Error Statistics 

-CO-

RMS Error (KG) 259.19 

% RMS Error 3.33 

Coef. of Determination (R ') 0.9996 

-HC-

20.44 

1.36 

0.9999 

Percent Growth From 1987 VMT Estimate 

Emissions Scenario 

Base Case 

Year 2020 

-CO-

95.3% 

-5.9% 

-HC-

65.6% 

3.4% 
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-NOX-

247.5 

247.7 

. 0.1 

-NOX-

7.33 

1.28 

0.9999 

-NOX-

55.2% 

-7.1% 

line with the rapid traffic growth rates that occurred in the 
Delaware Valley region during the 1980s. 

Given increasing funding restraints on highway construction 
dollars, it is most unlikely that highway capacity can be in
creased by anything approaching 50 percent even in the long 
run. Improvements in vehicular emissions control technology 
must be relied on to prevent these geometric increases in 
vehicular pollution . Regional emissions totals calculated from 
the year 2020 scenario emissions factors (also in Table 6) 
indicate that anticipated additional vehicle emissions controls 
are just about adequate to handle this 50 percent increase in 
VMT. Despite traffic growth, CO and NO. emissions decline 
by 5.9 percent and 7.1 percent , respectively, whereas HC 
emissions increase by 3.4 percent. The national pollution con
trol program improvements in emissions control technology 
included in MOBILE4.0 appear to be able to absorb about 
a 50 percent increase in travel in calendar year 2020 without 
significant increases in mobile source emissions even if fuel 
volatility is not reduced . 

Alternative Emissions Factor Scenarios 

None of the emissions factor scenarios produced significant 
errors in emissions totals. Only the year 2020 scenario pro-
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TABLE 7 Differences in Regional Emissions Totals (ton/day) by MOBILE4.0 Scenario 
Option 

<-CO-> <-HC-> <-NOX-> 

Post % Post % Post % 

Scenario Proc Liok DiU hoc. Link Dj[f, Proc Link Di ff 

Base Case 1,722.6 1,716.4 0.4 392.7 392.7 159.1 159.6 - 0.3 

RVP 15.2 1,895.7 1,887.7 0.4 683.7 683.8 159.1 159.6 - 0.3 

RVP 7.0 1,443.3 1,439.7 0.3 207.1 207.0 159.l 159.6 -0.3 

Winter Temp. 1,970.l 1,960.4 0.5 175.2 175.3 0.1 194.8 195.4 . 0.3 

High Altitude 2,358.3 2,374.6 - 0.3 482.0 481.9 150.3 150.7 - 0.3 

No Insp. & Maint. 2,209.6 2,203.3 0.3 426.0 426.0 162.3 162.8 - 0.3 

Substitute Anti-tamp. 2,006.4 2,000.8 0.3 398.8 398.8 160.4 160.9 - 0.3 

25% Heavy Truck 1,859.8 1,851.0 0.5 380.8 379.9 0.2 355.7 357.5 - 0.5 

Calendar Year 2020 920.7 891.8 3.2 248.7 248.7 92.l 91.3 - 0.9 

TABLE 8 Grid-Level Emissions Errors by MOBILE4.0 Scenario Option 

<-CO-> 

RMS % 

Error RMS 

Scenario (kg.) Error R' 

Base Case 110.71 2.78 0.9999 

RVP 15.2 122.45 2.80 0.9997 

RVP 7.0 92.51 2.77 0.9997 

Winter Temperature 128.66 2.83 0.9997 

High Altitude 141.95 2.61 0.9998 

No Insp. & Maint. 142.30 2.78 0.9997 

Substitute Anti-tamp. 129.35 2.79 0.9997 

25% Heavy Truck 121.27 2.82 0.9997 

Calendar Year 2020 149.19 7.21 0.9996 

duced errors noticeably larger than the base case, and this 
was limited to C0-3.2 percent regional overestimate with 
7.21 percent RMS error by grid (see Tables 7 and 8). Other
wise, both regional and grid-level error statistics presented 
are without exception comparable to those from the base case 
scenario. Regional totals differ by 1 percent or less, and grid
level RMS errors, by 3 percent or less. 

CONCLUSIONS 

Clearly, postprocessor methodology is adequate to test all 
emissions factor reduction strategies that can be generated by 
MOBILE4. When the postprocessor VMT and speed inputs 
are stratified by functional class, the magnitude of error in 
emissions estimates as a result of link and speed aggregation, 
even at the grid level, is very small. However, aggregation 
errors increased substantially when the functional class strata 
were removed. 

This does not mean that traffic simulation networks are not 
needed for preparing emissions inventories and planning for 

<-HC-> <-NOX-> 

RMS % RMS % 

Error RMS % Error RMS 

(kg.) Error R' (kg) Error R' 

8.22 0.90 1.0000 6.89 1.86 0.9998 

8.66 0.55 1.0000 6.86 1.85 0.9998 

7.49 1.56 0.9999 6.95 1.88 0.9998 

11.27 2.77 0.9997 8.13 1.79 0.9998 

8.97 0.80 1.0000 6.52 1.87 0.9998 

9.87 1.00 1.0000 6.96 1.84 0.9998 

8.73 0.94 1.0000 6.96 1.87 0.9998 

9.44 1.07 1.0000 23.98 2.89 0.9996 

4.41 0.77 1.0000 4.72 2.23 0.9999 

emissions reduction. Travel simulations are the most accurate 
and cost-effective way to estimate gridded VMT and speed. 
HPMS data bases contain far too few observations to be sta
tistically reliable at the grid level. Even when supplemental 
traffic counts are available, the process of calculating VMT 
and allocating it to grids can be extremely tedious and labor
intensive. Generalized lookup tables of link volumes must 
still be used for most roadways because it is not feasible to 
take a current traffic count on each of the many thousands 
of highway links that exist in an urban area. Travel simulation 
models produce volumes for all links in the network in a 
systematic way. Current simulated volumes are subject to 
screenline validation with traffic counts. Simulated forecasted 
volumes quantify the impact of projected land use changes 
and new highway facilities in a consistent fashion. 

However, for a given network assignment, using the 
postprocessor can expedite and streamline the calculation of 
emissions with little loss of accuracy or consistency. This ca
pability is very useful when conducting sensitivity tests that 
are needed for refining and customizing the MOBILE4 pa
rameters and options to be used for inventory development 
and for testing possible emissions reduction strategies. 
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Toll Plaza Design To Minimize Carbon 
Monoxide Levels at Roadway 
Rights-of-Way 

ALICE LOVEGROVE AND STEVEN WoLF 

Compliance with national and state ambient air quality standards 
is an important consideration in designing a toll plaza. With the 
increased focus on air quality created by the enactment of the 
Clean Air Act Amendments of I 990, air quality concerns must 
now be regarded along with other design criteria. Meeting am
bient air quality standards can often require the acquisition of 
additional right-of-way (ROW) around the toll plaza. This ap
proach, which increases the distance between source and recep
tor, is often impractical in terms of land use and cost. Some toll 
plaza design concepts have been developed at existing and pr_o
posed toll plazas to achieve lower pollutant concentrations while 
minimizing ROW requirements. By designing the plaza to elim
inate the overlap of high-emission zones and by introducing au
tomatic vehicle identification toll gates, the ROW needed to avoid 
an air quality violation can be greatly reduced. 

With the enactment of the new Clean Air Act Amendments 
of 1990, air quality concerns must be regarded along with 
other highway design criteria. In designing a toll plaza, com
pliance with national and state ambient air quality standards 
is an important consideration . Meeting these standards may 
require additional right-of-way (ROW) to maintain an ade
quate distance between the toll plaza and either existing or 
planned sensitive land uses. This study discusses toll plaza 
design concepts that have been developed to achieve lower 
air pollutant concentrations while minimizing required ROW 
acquisition. 

These concepts are applicable to existing roadways with 
limited ROW (i.e., near sensitive land uses) and to new 
roadways for which the land acquisition costs for ROW are 
very high. 

BACKGROUND OF CLEAN AIR ACT 

The Clean Air Act Amendments of 1990 direct the Environ
mental Protection Agency (EPA) to implement strong envi
ronmental policies and regulations that will ensure cleaner air 
quality. These amendments will affect all proposed transpor
tation projects. According to Title I , Section 101, Paragraph 
F, "No federal agency may approve, accept or fund any trans
portation plan, program or project unless such plan, program 
or project has been found to conform to any applicable (state) 
implementation plan in effect under this act." Title I of the 
amendments defines conformity as follows: 

Parsons Brinckerhoff Quade & Douglas, Inc., One Penn Plaza, New 
York, N.Y. 10119. 

• Conforming to an implementation plan's purpose of elim
inating or reducing the severity and number of violations of 
the National Ambient Air Quality Standards (NAAQSs) and 
achieving expeditious attainment of such standards; and 

• Ensuring that such activities will not 
-Cause or contribute to any new violation of any NAAQS 

in any area, 
- Increase the frequency or severity of any existing vio

lation of any NAAQS in any area, or 
-Delay timely attainment of any NAAQS or any required 

interim emissions reductions or other milestones in any area. 

CARBON MONOXIDE: HEALTH IMPLICATIONS 
AND ST AND ARDS 

Toll plazas have traditionally been known as areas with high 
carbon monoxide (CO) levels. CO is the pollutant of concern 
for projects involving congested roadways. High CO levels 
around toll plazas are caused by queueing at and accelerating 
from the plaza. 

CO is a colorless and odorless gas. It is a localized problem; 
high concentrations are normally limited to locations within 
a relatively short distance (300 to 600 ft) of a heavily traveled 
roadway. Because of the increased source strength at a toll 
plaza, this distance can increase to 1,000 ft. 

Exposure to CO can lead to serious health risks. CO is a 
relatively insoluble compound that easily enters the tiny air 
sacs, or alveoli, in the lungs along with oxygen. Once in the 
lungs, CO diffuses through the alveolar walls, entering the 
bloodstream . In the bloodstream, CO joins with hemoglobin 
to form carboxyhemoglobin. Hemoglobin normally bonds with 
oxygen, but it has an affinity for CO that is about 210 times 
greater. This bonding causes a decrease in the oxygen supply 
in the blood. As shown in Figure 1, this can have serious 
health implications. On the basis of this information , EPA 
established NAAQSs for CO and several other pollutants . 
The standards for CO are 9 ppm for 8 hr and 35 ppm for 1 
hr. These standards are levels to which pollutant concentra
tions should be reduced to avoid undesirable effects . The 
primary goal of these standards is to protect public health. 
The secondary goal is to protect the nation's welfare and 
account for the effects of air pollution on soil, water, vege
tation , and other aspects of general welfare. 

This study will use the 8-hr standard to determine the min
imum ROW necessary for each configuration to avoid sur
passing the regulated levels . 
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FIGURE 1 Effects of exposure to CO on man. 

CO LEVELS AT TOLL PLAZAS 

Emission of CO from a vehicle in grams per mile is very high 
at lower speeds and idling. CO emission also greatly increases 
during acceleration. All these vehicular operating conditions 
are present at toll plazas. Because of this, CO levels near toll 
plazas are often extremely high. To avoid air quality viola
tions, ROW must often be increased. This places sensitive 
receptor sites beyond the area in which CO levels would ex
ceed the standard. For all practical purposes, this approach 
is a condemnation of the land; it is also inefficient in both 
cost and land use. A better way to achieve compliance with 
the air quality standards is to have the air quality and civil 
engineers work together to design a toll facility that meets 
standard toll requirements and minimizes CO levels. 

METHODOLOGY 

Four toll configurations were analyzed. Each configuration 
was divided into transition and queueing zones, as shown in 
Figure 2. The high-emission zones shown in this figure are 
the queue zone and the acceleration zone . Each toll design 
is based on the location of these areas. 

For each toll configuration, a minimum ROW distance 
needed to avoid an air quality violation was determined. The 
minimum ROW required is defined as the distance between 
a receptor and roadway needed to achieve a predicted CO 
concentration below the 8-hr standard of 9 ppm. The ROW 
distances required for each toll plaza design were compared 
to the ROW requirements without the toll plaza. Each toll 

deceleration queue Toll 

FIGURE 2 Transition and queueing zones. 
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plaza design alternative was then ranked in terms of the ROW 
required to meet air quality standards. 

The analysis of the air quality impact of each toll config
uration used emission and dispersion modeling programs. Pol
lutant dispersion analysis uses a line source air quality model 
that simulates the physical conditions in the study area. It is 
based on the assumption that the dispersion of pollutants 
follows a Gaussian, or normal, distribution. The model used 
for this analysis was CALINE4. A complete explanation of 
the mathematical formulation, basic assumptions, and limi
tations of the model are given elsewhere (1). 

Parameters for the air quality analysis are presented in 
Table 1. The analysis considered wind directions ranging from 
0 to 360 degrees to determine the worst-case level , which was 
calculated for each receptor. These values, used for all scenar
ios, were based on design conditions used to evaluate major 
highway projects in California. Emission factors used 
were determined through the California emissions program 
EMFAC7C. This program, using vehicle mix, temperature, 
California registration and fleet information , and other pa
rameters, determines an average emission factor for a vehicle 
traveling at a specified speed. Although this information is 
specific for California, the resulting trends can be applied 
nationwide. 

TABLE I Parameters for Toll Analysis 

Parameter Value 

Volume-
Peak DlrectJon 3850 
Off Peak Direction 2300 

Free Flow Speed 55mph 
AVI Speed through gate 30mph 
Number of Manual Lanes 

NoAVI usage 10 
Wrth AVI usage 5 

Percent of AVI usage 50% 
Number of AVI Lanes 5 
Average Queue (#of vehicles/gate) 10 
Wind Speed .5 m/s 
Stability Class 7 
Surface Roughness 100cm 
Ambient Air Temperature 50F 
Persistence Factor 0.7 
Vehicle Mix 

Autos 75.00% 
Light Duty True ks 19.00% 
Medium Duty Trucks 4.20% 
Heavy Duty Trucks 1.80% 

Vehicle Operating Mode 
Hot Start 2.00% 
Cold Start 10.00% 

acceleration 
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Emission strength and the distances at which they were 
applied were determined on the basis of the CALINE4 dis
persion model for predicting air quality pollutant concentra
tions near roadways. The actual emission strength values will 
vary depending on the defined roadway configuration and use. 
For this analysis, using the parameters in Table 1, the emission 
zones ranked from highest to lowest strength were the queue 
zone, 30- to 55-mph acceleration zone, 0- to 30-mph accel
eration zone, and the deceleration zone. 

The emissions for the acceleration zones were calculated 
using the following equations from the CALINE4 model (J) : 

EFA = BAG2 * 0.76 * e0•
045

•As (at rest) (1) 

EFA = BAG2 * 0.027 * e0 ·098• As (moving) (2) 

Average acceleration rates were taken from the CALINE4 
mode surveillance driving sequence data. The modal accel
eration speed product (AS) was determined to be 30.3 m2

/ 

hr2-sec for the 0- to 30-mph acceleration zone (Equation 1) 
and 61.2 m2/hr2-sec for the 30- to 55-mph acceleration zone 
(Equation 2). Both of these values were within the acceptable 
ranges of the equations. 

The total strength of these zones is determined by the com
bination of source strength and area in which they apply. The 
distance over which acceleration takes place is greater than 
the distances needed for queueing. The combination of dis
tance and source strength makes the acceleration zones the 
areas of most concern for this analysis. 

The toll configurations were also analyzed with the intro
duction of automatic vehicle identification (A VI). A VI is a 
system used for identifying vehicles passing a specific point . 
Other expressions for this system include electronic toll and 
traffic management and electronic toll collection. This system 
allows vehicles to pass a point-in this case , a toll collection 
facility-and be identified and charged for passage, all with
out stopping. The system may be optical or electronic. The 
driver would receive a monthly bill or would have the toll 
amount deducted from an account each time the registered 

FIGURE 3 Concept 1. 
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vehicle passed the collection point. This system can reduce 
pollutant emissions resulting from vehicles using this system 
since it will eliminate the queue and reduce the amount of 
acceleration emissions. 

ALTERNATIVE TOLL PLAZA DESIGNS 

The first configuration is the traditional straight line design 
(Concept 1) shown in Figure 3. The second (Concept 2), 
shown in Figure 4, is a staggered design in which acceleration 
zones overlap . The third (Concept 3) , shown in Figure 5, is 
a staggered design with no overlapping zones . Concept 4, 
shown in Figure 6, is based on Concept 3; it has separated 
manual and automatic toll gates . 

Analysis 

The first part of the analysis determines the ROW require
ments for each toll configuration, and the second part con
siders the effects caused by the use of A VI to each of the 
four designs. The pay-in-one direction toll concept was not 
analyzed in this study. This concept will generally reduce 
ROW requirements , but care must be taken when it is ana
lyzed because of the potential change in traffic patterns that 
may occur if a toll-free route is available nearby. Because of 
this, the concept was not studied. 

Although the distances shown in the analysis are specific 
for these examples, the trends illustrated can be applied to 
similar scenarios. 

Concept 1: Traditional Design 

Traditionally, toll plazas have been designed as straight strings 
of gates crossing both directions of traffic (Figure 3). As shown 
in this figure, the queue zone and the opposing acceleration 
zone are parallel. These two zones generally emit the highest 

A i.:s 



FIGURE 4 Concept 2. 

FIGURE 5 Concept 3. 

FIGURE 6 Concept 4. 
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amounts of CO. These zones also combine to create a band 
of high CO concentrations. This increased source strength 
will require more space to dissipate, thus increasing the ROW 
beyond the area right next to the source. 

As shown in Figure 7, a ROW to avoid a violation of the 
8-hr CO standard under this concept would require roughly 
750,000 ft2, with a maximum distance of 510 ft from the edge 
of the roadway. The ROW maximum distance without the 
toll would be only 20 to 30 ft. For an existing roadway this 
type of land requirement may be impossible to attain. In such 
a situation, one way to reduce the ROW would be to introduce 
A VI. Figure 8 shows the ROW with the introduction of A VI 
technology. It was assumed that 50 percent of the vehicles 

30-55 0-30 
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entering the plaza area used A VI. The required ROW to 
avoid a violation of the 8-hr CO standard is about 680,000 ft2 
of land, with a maximum distance of 490 ft from the edge of 
the roadway. This is more than a 9 percent reduction in land 
requirement when compared with no AVI usage. 

Concept 2: Staggered, Acceleration Overlap 

The two directions can also be staggered, as shown in Figure 
4. This design creates an overlap of each direction's accel
eration zone. The acceleration zone is an area of high emis
sions and thus creates an area of very high pollutant concen-

deceleration 
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FIGURE 7 ROW for Concept l . 
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tration . This increased concentration takes more space to 
dissipate, increasing the ROW around the overlap area (Fig
ure 9). Although this area is greater than the area needed for 
Concept 1 in this zone, the ROW for Concept 2 returns to 
its free-flow width in a shorter distance. Thus Concept 2 could 
be used in areas where a large ROW is attainable within a 
short span of roadway. 

FIGURE 9 ROW for Concept 2. 
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FIGURE 10 ROW for Concept 2 with A VI. 
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Figure 10 illustrates the ROW using Concept 2 with A VI 
technology. The required ROW distances were not reduced 
using this method. This is due to the continuing contribution 
of the acceleration zone from the A VI vehicles. The A VI 
vehicles were assumed to decelerate from 55 to 30 mph and 
then accelerate from 30 to 55 mph. The acceleration of the 
A VI vehicles combines with the opposing traffic flow's queue 

O•-'O 
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30-55 

queue decel~ratlon 
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to create a very high emission source-higher than the zone 
created with no AVI usage. This leads to slightly higher ROW 
requirements. 

This design concept exaggerates the required ROW zone 
by overlapping each direction's acceleration zones, so no sig
nificant improvement is gained by using this concept and A VI. 

Concept 3: Staggered, No Overlap 

Figure 5 illustrates the staggered design introduced in Concept 
2, but here the acceleration zones are separated so that they 
do not overlap. This design greatly reduces the necessary 
ROW needed to avoid an air quality violation. By using this 
design, the high-emission acceleration zones are separated. 
This design leads to a peak ROW distance of 390 ft and a 
total area requirement of approximately 635 ,000 ft2 (Figure 
11). This is a 15 percent savings of land acquisition when 
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compared with Concept 1 without A VI. The introduction of 
A VI technology to this concept reduces the ROW even more, 
resulting in an area requirement of approximately 500,000 ft2. 
This is a 26 percent decrease in land requirement using no 
AVI (Figure 12). Concept 3 with A VI also results in a 33 
percent decrease in land requirements compared with Con
cept 1 and a 26 percent decrease compared with Concept 1 
with A VI. This design results in the smallest ROW require
ment when compared with Concepts 1 and 2. 

Concept 4: Concept 3 Design with Lane Separation 

Concept 4 uses the principles <levelupe<l in Concept 3 anti 
adds lane separation. As shown in Figure 6, Concept 4 stag
gers the traditional toll gates so that there is no overlap of 
the acceleration zones. It also separates the A VI tolls from 
the manual tolls. As shown in Figure 13, this design reduces 
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FIGURE 13 ROW for Concept 4. 

the ROW requirements to about 331,000 ft2-which reduces 
land requirements by more than 33 percent when compared 
with Concept 3 using AVI. This design, however, requires 
more land for the roadway design. It would best be applied 
to a wide roadway on which the lanes could be easily 
separated. 

CONCLUSION 

The trends illustrated by the toll designs in this analysis all 
have specific applications . The choice of the design will be of 
paramount importance in the reduction of ROW . Existing 
roadways that are introducing tolls could minimize the ROW 
requirement due to air quality considerations by used A VI as 
illustrated with Concept 1. Concept 2 could be used along a 
roadway that has available ROW in a limited location. Thus 
this design may be useful in very specific situations. Concept 
3 requires a smaller ROW than the previous concepts and 
appears to be the most applicable to a large number of road
way designs . The introduction of A VI to this concept further 
reduces the needed ROW, increasing the concept's feasibility. 
Concept 4 requires an even smaller ROW than Concept 3. 
It, however, requires more land for the actual construction 
of the roadway. This design could be applied to roadways on 
which there are more than three lanes or on which the size 
of the median would provide additional space. 
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The addition of a toll facility, regardless of design, will most 
likely increase CO levels on both a micro (local) and meso 
(regional) scale level. Steps should be taken to minimize this 
impact . Air quality considerations are usually taken into ac
count after the toll plazas have been designed. This often 
leads to costly mitigation and redesigns. By having the air 
quality and civil engineers work together at the initial design 
stage, the best design that satisfies both groups can be 
developed. 

This analysis highlights some of the design elements that 
can be used to allow for a functional toll plaza design that 
meets air quality standards using the least amount of ROW. 

REFERENCES 

1. P. Benson. CAL/NE4-A Dispersion Model for Predicting Air 
Pollutant Concentrations Near Roadways. FHWA/CSArrL-84/15. 
Office of Transportation Laboratory, California Department of 
Transportation, Sacramento, Nov. 1984. 

2. P. C. Randall and H. N. C. Ng. Air Quality Analysis Tools (AQAT-
2). Technical Support Division, State of California Air Resources 
Board, Sacramento, 1987. 

3. J. Seinfeld. Atmospheric Chemistry and Physics of Air Pollution . 
John Wiley & Sons , New York , N.Y., 1986. 

Publication of this paper sponsored by Committee on Transportation 
and Air Quality. 



68 TRANSPORTATION RESEARCH RECORD 1366 

Improving Average Travel Speeds 
Estimated by Planning Models 

RICHARD DOWLING AND ALEXANDER SKABARDONIS 

Modeling the impact of air quality requires estimating vehicle 
volumes and average travel speeds in order to estimate air pol
lutant emissions. Relatively accurate estimates of average vehicle 
travel speeds can be obtained from existing traffic operations 
models. However, when the travel demand impacts of the high
way project extend over many miles of the freeway and arterial 
street network, it is not feasible to apply these detailed traffic 
operations models to the entire area of impact because of their 
extensive data requirements. Planners then must resort to area
wide planning models to forecast vehicle volumes and average 
travel speeds. These traditional planning models, however, are 
not calibrated to produce accurate speed estimates . Free-flow 
speeds and a speed-flow curve are input into those models and 
adjusted as necessary to obtain calibrated volume estimates. Typ
ically , the reasonableness of the final travel speeds is not checked 
once reliable volume forecasts have been achieved. A postpro
cessor methodology that can be applied at the end of a typical 
planning model forecast process to improve the estimates of travel 
speeds output by a planning model is proposed. The methodology 
uses an improved speed-flow curve and queueing analysis to ob
tain travel speed estimates that more closely approximate the 
average speeds estimated by typical operations models. The pro
posed methodology was applied to a real-life highway network 
and the results compared to FREQ and TRANSYT-7F simula
tions for a 5-mi section of freeway and a 3-mi section of a four
lane divided arterial street . The postprocessor significantly im
proved the original planning model estimates of average speed 
and delay . 

The research herein came about as the direct result of new 
more stringent guidelines set by the San Francisco Metro
politan Transportation Commission (MTC) for evaluating the 
air quality impacts of new highway projects. These guidelines, 
developed in response to the Federal Clean Air Act, require 
project sponsors to demonstrate that each highway project to 
be added to the regional Transportation Improvement Pro
gram does not in and of itself increase air pollutant emissions 
for two critical pollutants: carbon monoxide and reactive or
ganic gases. Before this, air quality impact analyses had fo
cused on determining localized exceedances of ambient air 
quality standards rather than increases in pollutant emission 
burden. Now, project sponsors had to demonstrate not only 
that there would be no increases in localized exceedances but 
also that there would be no net increase in regional pollutant 
emissions either. 

Detailed traffic operational analyses that had been suffi
cient if they focused on the proposed facility and a few parallel 
streets were no longer sufficient because any capacity im
provement would naturally draw more traffic to the corridor 

R. Dowling, Dowling Associates, 180 Grand Avenue , Suite 995 , 
Oakland, Calif. 94612. A. Skabardonis, Institute of Transportation 
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and show a net increase in pollutant emissions within the 
corridor. It was now necessary to expand the analysis to in
clude areawide coverage so that the reduction in travel in 
other corridors could be documented and included in the 
pollutant burden analysis. This requirement for broad cov
erage exceeds the capabilities of typical traffic operations models 
such as FREQ (J) and TRANSYT-7F (2). Thus, areawide 
planning models must be used, yet these large-scale planning 
models do not typically provide reliable estimates of opera
tional speeds on a facility. The increased focus on the accuracy 
of the estimates of air pollutant emissions requires that these 
planning models be more accurate . 

The proposed postprocessor methodology described in this 
paper was developed in response to these requirements for 
increased depth and breadth in the analysis of air quality 
impacts. The methodology seeks to obtain speed and conges
tion forecasts from areawide planning models that are closer 
to those that would be obtained if a more accurate operational 
model such as FREQ or TRANSYT-7F could be applied to 
each individual facility in a large study area. 

CRITIQUE OF CURRENT PLANNING MODELS' 
SPEED ESTIMATES 

Planning models typically use a speed-flow curve such as the 
BPR curve to estimate the congested travel speed given the 
initial free-flow speed and the volume/capacity ratio (vie) 
(J,p. 35). The standard equation for the BPR curve is 

free-flow speed 
congested speed = ( O 

5 / 
•) 

1 + .1 • vc 
(1) 

As can be seen in Figure 1, the BPR curve generally over
estimi!tes act\rnl avenige trnvel speeds for ;:i freew;:iy under all 
conditions [compared with the standard 1985 Highway Ca
pacity Manual (HCM) ( 4) speed-flow curve for an eight-lane 
freeway with a design speed of 70-mph]. 

The error in speed estimation is greatest at vie ratios ap
proaching 1.00, which is also where air pollutant emission 
rates are most sensitive to estimates of the average speed. A 
difference of 20 mph in the speed estimate (30 mph versus 
50 mph at vie ratios of 1.00) can double the emission rate . 

It is also fairly common in planning models to have esti
mated demands in excess of the capacity of individual facil
ities . However, there are no observed speed-flow curves for 
vie ratios in excess of 1.00. Consequently, the BPR curve (or 
some similar curve) is applied in situations in which volumes 
exceed the facility's capacity. 
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FIGURE 1 HCM and BCR speed-flow curves. 

The BPR curve does not account for the effects of queueing 
on travel speeds and demand. Planning models consequently 
will significantly overestimate speeds of facilities near, at, or 
over capacity. 

PROPOSED APPROACH 

The discussion has identified two basic problems with the 
speed estimation procedures in typical planning models: 

1. The standard BPR speed-flow curve overpredicts con
gested travel speeds, and 

2. The BPR curve does not accurately represent speed-flow 
conditions when queueing is present. 

The proposed methodology for improving planning model 
speed estimates therefore would replace the standard BPR 
speed-flow curve with an improved curve based on actual field 
observations, and it would add queueing analysis techniques 
to the calculation of travel speeds for situations in which the 
model-predicted volumes exceed capacity. 

It would be most desirable to input the corrected speed
flow relationship directly into the planning model, but many 
software packages allow the user to specify only minor vari
ations on the BPR curve when equilibrium assignment is being 
used (software packages typically allow a great deal of latitude 
in specifying the speed-flow curve, except when equilibrium 
assignment is used). For example, users of the MINUTP soft
ware package can change the coefficient but not the power 
of the BPR curve (5). It is thus not always possible to use a 
completely new speed-flow curve in the actual assignment 
process of many planning models. 

Planning models are typically calibrated against traffic counts. 
This calibration process must compensate (at least partly) for 
the inaccuracies typically contained in the speed-flow curve. 
If the model's traffic volume forecasts are presumed to be 
reliable, then as a "second choice" we can choose to accept 
the model's traffic forecasts and merely correct the resulting 
speed estimates output by the model for congested situations. 
These speed estimates can be corrected not only by using a 
better speed-flow curve but also by considering queueing that 
arises in over-capacity situations. 
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It is consequently proposed that the improved speed-flow 
curves discussed be applied after the traffic assignment stage 
to improve the estimate of actual average travel speeds on 
the presumption that the planning model's volume forecasts 
are accurate (even if they used a different speed-flow curve). 

Because the HCM speed-flow curve does not deal with vie 
ratios in excess of 1.00 (conditions that can't occur in real life, 
but that can occur in planning models), another method in
volving queueing analysis must be used to estimate speeds for 
v/c's in excess of 1.00. Queues would be estimated for the 
peak period by dividing the peak period into hour-long in
tervals and performing a queueing analysis for each 1-hr time 
slice. The average speed over all 1-hr time slices is then cal
culated for the peak period. 

The resulting planning model postprocessor methodology 
was tested against simulation results using traffic operations 
models for freeway and arterial street sections. The resulting 
speed and delay estimates were then compared to determine 
the effect of the postprocessor on planning model speed 
estimates. 

PROPOSED SPEED-FLOW CURVE 

Several investigators have tried different speed-flow curves 
to improve speed estimates and the estimated traffic volumes 
output by planning models. Most of these efforts have focused 
on changing the parameters of the the BPR curve while re
taining the basic form of the equation. Different equations 
have been developed for freeway and arterial street facilities. 

Speed-Flow Curve for Freeways 

Several researchers have shown that the idealized freeway 
speed-flow curve in the HCM may not accurately reflect actual 
freeway operational conditions (6). The proposed postpro
cessor methodology is flexible enough to allow the researcher 
to input any desired speed-flow curve, as long as it can be 
specified in an equation using function available in most plan
ning model software packages. However, for purposes of il
lustrating the approach, we will confine ourselves to the basic 
BPR equation and modify the parameters to best fit the free
way speed-flow curve in Figure 3-4 of the HCM. It does not 
particularly matter which curve (the HCM curve or another 
curve based on local data) is assumed to best represent actual 
operational conditions. The intent here is to demonstrate the 
improvements in estimated speeds that can result when a 
superior speed-flow curve is used to estimate speeds. 

Figure 2 shows the results for two curves visually fitted to 
the HCM curve. The first curve (labeled "Mod.BPR4" in the 
figure) is 

congested speed = (free-flow speed)/[l + (v/c)4
] (2) 

This curve changes only the coefficient for the curve from 
0.15 to 1.00. This change forces the BPR curve to drop more 
rapidly to 30 mph at vie of 1.00, as does the HCM curve. This 
simple change in the coefficient can be implemented in many 
available software packages such as MINUTP. 
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FIGURE 2 Fit of modified BPR curves to HCM curve. 

The second curve seeks to correct the underprediction of 
speed by the first curve for values of vie above 0.5. The curve 
(labeled "Mod.BPRlO" in the figure) is as follows: 

congested speed = (free-flow speed)l[l + ( vle) 10
] (3) 

This latter curve provides a much better fit to the HCM curve, 
especially at the higher values of vie ratios. 

Speed-Flow Curves for Arterial Streets 

Whereas operational models such as TRANS YT-7F can es
timate average running speeds for an arterial street using free
flow speeds and queueing analysis at intersections, planning 
models must make their estimates solely on the basis of flow 
and capacity data for each link of the network. The devel
opment of satisfactory and relatively simple speed-flow curves 
for arterials has been particularly complex. 

Several investigators have developed speed-flow curves for 
arterials (6). Chapter 11 of the 1985 HCM contains a method 
for determining average speeds on arterials on the basis of 
free-flow speed, intersection spacing, signal timing, and ar
terial class. From this information, the running speed between 
intersections is determined along with the average delay per 
intersection. The running speed and total intersection delay 
are then combined to determine average speed for the arterial. 

segment length 
average speed - ~~~--""--~~--=:,...__~~~ 

run time + intersection delay 

run time 
segment length 
running speed 

(4) 

(5) 

A Class I arterial is a principal arterial primarily serving through 
traffic with speed limits of between 40 and 45 mph. A segment 
is generally the distance between signals on an arterial street. 
The running speeds are computed from the running times 
given in Table 11-4 of the HCM. 

Intersection delay is calculated according to Equations 11-2 
and 11-3 of the HCM. These equations require assumptions 
of the green time per cycle (gle) for the arterial and the cycle 
length. The through-lane capacity and vie ratios are also used 
in these delay equations. 
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The estimated signal delay varies for different glc ratios, 
cycle lengths, and vie ratios for an arterial with a single through
lane approach. The gle ratio has as great an effect on inter
section delay as the vie ratio. Even for a known gle ratio and 
vie ratio, the assumed cycle length (60 or 180 sec) can double 
the estimated delay per intersection. 

The estimated intersection delay will be quite unstable when 
the actual gle ratios and cycle lengths for signals along an 
arterial are unknown. 

Figure 3 shows the range in estimated average speeds for 
a Class I arterial, with a 40-mph free-flow speed, and signals 
at 1-mi spacing, assuming a certain range in g/c ratios and 
cycle lengths. As can be seen in this figure, the range in speeds 
is quite large, even for a given vie ratio. 

Figure 3 also compares the modified BPR curve developed 
for freeway links with the average speed estimates resulting 
from the method in Chapter 11 of the HCM. The modified 
BPR curve results in speed estimates higher than the 60- and 
180-sec cycle estimates derived from Chapter 11. At vie ratios 
in excess of 0.85, the modified BPR curve tends to overes
timate the impact of congestion on arterial speeds. 

It is apparent that a separate, flatter speed-flow curve could 
be developed to better match the Chapter 11 HCM estimates 
of average arterial travel speeds. However, the high variation 
in average speeds for a given vie ratio appears to imply that 
little accuracy would be gained by such an effort. The vari
ation in speeds for a given vie ratio is greater than the variation 
in speeds across vie ratios. 

Therefore, for demonstrating the postprocessor method
ology we will use the same speed-flow curve for both freeway 
and arterial street facilities. This curve is a modified BPR 
curve with a coefficient of 1.00 and with vie raised to a power 
of 10. The more data-intensive method contained in Chapter 
11 of the HCM is too volatile and is too dependent on data 
not generally available in planning studies for effective use in 
a planning model. 

PROPOSED QUEUEING ANALYSIS TECHNIQUE 

For vie ratios in excess of 1.00 it is necessary to develop a 
simple queueing process that can work with the relatively 
limited data that would be available to a postprocessor after 
the planning model has completed its assignment process . 
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FIGURE 3 Modified BPR curve versus Chapter 11 HCM. 
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Queueing is a complex process that requires the determi
nation of the variation of demand over time and consideration 
of the spatial characteristics of the queue itself. 

Spatial Treatment of Queueing 

The proposed treatment of the spatial nature of queueing is 
discussed for two situations: a freeway and an arterial street. 

For a freeway , bottlenecks occur when there is a sudden 
increase in demand or a sudden drop in capacity . Figure 4 
shows a typical queueing situation that could arise when an 
on-ramp merges with the freeway. The sudden increase in 
demand contributed by the on-ramp exceeds the capacity of 
the downstream segment of the freeway and causes traffic to 
back up on the ramp and on the upstream portion of the 
freeway itself. The congestion also reduces the traffic volumes 
able to continue downstream on the freeway, thus reducing 
the net demand on the downstream segments. 

The postprocessor (since it must function after the assign
ment stage has been completed) must work with the individual 
link data from the loaded highway network . Consequently, 
it is not feasible for the postprocessor to track the upstream 
or downstream impact of queueing. The queueing analysis 
must be confined to the specific link at which it is detected. 

The postprocessor therefore must assume that the queue 
on a freeway segment will occur in the segment in which the 
demand exceeds capacity. The effect of this assumption (shown 
in Figure 5) is similar to that of physically shifting the mainline 
and ramp queues from upstream of the bottleneck to the 
bottleneck itself. All vehicles entering the bottleneck section 
from the freeway mainline and the on-ramp would be pre
sumed to share equally in the total congestion; in the real 
world, however, drivers would experience different delays 
depending on whether they are on the on-ramp or the freeway 
mainline section . This difference would affect the estimated 
delay for individual drivers but is not expected to significantly 
affect the estimate of average speed for all drivers on that 
freeway segment. 

Notice that the length of freeway section operating at ca
pacity (downstream of the artificial queue) would be reduced 
from its true real-world length. The mainline queue, however, 
would be increased in the idealized case (since it also includes 
the ramp vehicles queueing) over its true length in the real
world case. The net effect of this assumption is probably to 
underestimate congestion-but note that the processor is un-
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able to reduce the demand on downstream links due to 
queueing, so when it analyzes flow conditions on downstream 
links, it will tend to overestimate congestion and thus under
estimate average travel speeds over the entire freeway facility. 

For a typical arterial street the queueing situation is dif
ferent. The arterial has a relatively high through capacity until 
it encounters a major cross street. At this location, the through 
capacity is cut roughly in half by a traffic signal and queues 
form upstream of the traffic signal (see Figure 6). The signal 
also reduces the volume of traffic proceeding downstream 
from the intersection; however, this effect is partially coun
teracted by the addition of traffic turning from the cross street 
onto the arterial at the intersection. 

The postprocessor's assumption of queueing occurring on 
the same link on which demand exceeds capacity works quite 
well for nonfreeway links (see Figure 7). Note in Figure 7 
that queues due to midblock signals are not captured in the 
queue calculation if these midblock bottlenecks have a higher 
capacity than the controlling bottleneck for the link. 

For freeways and arterial streets, the postprocessor is un
able to deal with queues extending upstream beyond the link 
causing the queue . The queue in excess of the length of the 
individual link must be assumed to stack vertically on the 
same link. The total delay due to the queue is preserved with 
the exception that impacts on upstream links (blocking of in
tersections for example) are neglected. The effect of this limi
tation is to underestimate the congestion resulting from queues. 

Co.po.city 

I Arterio. l I 
FIGURE 6 Arterial street queueing patterns. 
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The postprocessor is also unable to incorporate the reduc
tion in downstream flows that occurs with queueing. Thus 
higher demands are carried through to all of the queueing 
calculations for the downstream links. The effect of this lim
itation is to overestimate the congestion effects of queueing , 
thus counteracting the underestimate cited earlier. 

Temporal Treatment of Queueing 

The temporal variation in demand can be dealt with by di
viding the peak period into a sequence of time slices. For 
example a 5-hr peak period might be divided into five hour
long time slices with a percentage of the total demand esti
mated to occur during each hour. The hourly volumes can be 
estimated using peak-hour factors derived from traffic counts 
or home interview surveys. 

The temporal variation of queues is handled in the postpro
cessor by splitting each peak period into hour-long time slices . 
Within each time slice , the demand and the capacity are as
sumed to be constant. This assumption underestimates the 
effects on queueing of peaking within the hour; however, the 
underestimate is considered to be minor. The computation 
requirements for the hourly time slices were approaching the 
capacity of the MINUTP software package, so it was not 
deemed feasible to go to 15-min time slices. 

For each 1-hr time slice, the following two computations 
are made: 

average link speed = average queue speed 

• (average queue length) 
link length 

+ uncongested speed 

* [ 1 _ (average queue length)] (6) 
link length 

VHT = demand * link length/average link speed (7) 

where 

VHT = vehicle hours traveled; 
average speed in queue = capacity/lane * 25 ft/vehicle; 
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average queue length = average queue * 25 ft /vehicle; 
average queue = (Ql + Q2)/2; 

Ql = queue at start of time slice; 
Q2 = queue at end of time slice 

(Ql) + (demand rate) * (1 hr) 
- (capacity rate) * (1 hr); and 

uncongested speed = free-flow speed/[1 + (v/c) 10]. 

If the average queue length exceeds the link length , then 
the average link speed is set equal to the average queue speed, 
and the link length is set equal to the queue length. 

At the end of the computations for all time slices, the fol
lowing computations are made: 

VMT = total demand * link length 

delay = VMT * [(1/average link speed) 

- (1/free-flow speed)] 

where VMT equals vehicle miles traveled . 

(8) 

(9) 

The density of 25 ft/vehicle (used in calculating queue length 
and queue speed) is typical for vehicles queueing on an arterial 
street at a traffic signal but not for vehicles on a freeway . To 
determine the density for vehicles queueing on a freeway, it 
is necessary to know the vie ratios for the upstream links at 
which the queue occurs; however, this information is not 
available to the postprocessor. Consequently, the 25 ft /vehicle 
assumption has been applied to freeway queues as well. Other 
researchers may wish to improve on this assumption. 

The resulting travel speeds in queues are shown as follows: 

Facility Capacity (vph) Speed (mph) 

Freeway 2,000 9.5 
Expressway 1,200 5.7 
Arterial 900 4.3 
Collector 600 2.8 
Ramp 1,700 8.0 

Queues remaining at the end of the last time slice for a peak 
period are not added to the computations. This will tend to 
underestimate peak-period delay when it extends beyond the 
peak period, thus partially compensating for the overesti
mates in delay resulting from the postprocessor's inability to 
reduce demands downstream of the queue . 

EXPERIMENTAL APPLICATION OF 
POSTPROCESSOR METHODOLOGY 

The improved speed-flow curve and rudimentary queueing 
analysis was coded into a network processing utility (Net
merge) in the MINUTP software package. This routine was 
run on a 185-zone, 1,100-link loaded highway network that 
had been developed to forecast year 2010 traffic for the city 
of Hayward . The resulting VMT, VHT, average speed, and 
delay estimates were then isolated for two test facilities in this 
network: the proposed Route 238 freeway, and the existing 
Mission Boulevard (see Figure 8) . 

1. The proposed Route 238 freeway is a four-lane freeway 
that would extend 5.03 mi from Interstate 580 to Mission 
Boulevard at Industrial Parkway. 

2. The Mission Boulevard test section is 3.23 mi long and 
has five traffic signals spaced an average of 0.8 mi apart. The 
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FIGURE 8 Hayward model study area: Route 238 and Mission Boulevard test sections. 

signals are uncoordinated. Mission Boulevard varies between 
four and six lanes with left-turn pockets. The speed limit is 
35 mph. 

The average speeds and delay estimated by the described 
method (using the MINUTP software package) were com
pared for the Route 238 freeway facility against comparable 
speed estimates generated by FREQ freeway model simula
tion runs for the same freeway. The same link lengths, free
flow speeds, and capacities were coded in the FREQ model 
as were used in the MINUTP model run. The weaving analysis 
capability in FREQ was turned off to ensure that both models 
were using the same capacities. Auxiliary lanes (under 1,000 
ft long) were coded in the FREQ model at major on-ramps 
to ensure that the idealized capacities assumed in the MINUTP 
model run were matched by the operational analysis at ramp 
merge points contained in the FREQ model. 

Table 1 shows the results of this comparison . Note that 
FREQ calculates ramp delay but not ramp VMT or speeds. 
Note also that in this example there is relatively little conges
tion predicted for the freeway mainline. Some queueing is 
predicted for the on-ramps, thus limiting the amount of 
congestion predicted to occur on the freeway mainline. 

The results show four tests of the postprocessor speed-flow 
curves and queueing analysis against the results of the FREQ 
run. The first two entries show the results of using standard 
planning model runs without a postprocessor (MINUTP). The 
next two columns show the results of applying the postpro
cessor to calculate queues and the improvements that result 
from using a speed-flow curve of 1 + vlc10

• 

The first column shows the results using the standard planning 
model run using the standard BPR curve. The planning model 
significantly underestimates mainline and ramp delay and over
estimates average travel speed on the freeway mainline. 

The second column shows the improvement in delay esti
mates that result if the 1 + vlc4 curve is used in a standard 
planning model instead of the standard BPR curve. The ramp 
delay estimate is significantly improved, but unfortunately the 
model now appears to overestimate delay on the freeway 
mainline and underestimates the average travel speed on the 
freeway mainline. 

The postprocessor is applied in the third column, using the 
same curve that was used in the second column. Because there 
is little congestion on the freeway, the addition of the postpro
cessor's queueing analysis has little effect on the mainline 
freeway speed estimates (there is a slight improvement due 
to splitting the peak-period demand into five hourly periods 
and averaging the speed over the entire peak period rather 
than for the peak hour as used in the standard model runs). 
The postprocessor, however, does a significantly better job 
of identifying the delay that FREQ predicts would occur at 
the on-ramps. 

TABLE I Straight Planning Model Versus Postprocessor Versus 
FREQ for Route 238 Freeway 

Freeway SLandard MINUTP Runs FREQ 
MINUTP Runs wilh Post-Pnn:cssor No Weave 

Speed Eqn. 1 +0.15(v/c)' I l+(v/c)' l+(v/c)' I J+(v/c) 1
• HCM Curve 

Queue Cal<.:. No Queue I No Queue Queueing I Queueing Queueing 

VMT 115,979 115,979 115,979 115,979 116,255 
(Mainline) 

VHT 2,066 2,820 2,790 2,484 2J28 
(Mainline) 

Ave,Spccd 56.1 41.1 41.6 46() 49.9 
(Mainline) 

Delay 134 884 856 552 :wo 
(Mainline) 

Delay 15 100 511) 480 4H.1 

(Ramp) 

Total Del!'ly 149 984 1,366 um 873 
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The estimates of ramp delay and average freeway mainline 
speeds are even further improved when the curve of 1 + vlc10 

is included in the postprocessor (Column 4). 
TRANSYT-7F was run for various combinations of cycle 

lengths and signal coordination conditions to determine the 
likely range of average travel speeds to be expected on Mis
sion Boulevard. Unfortunately, field data were not available 
to verify these results independently. Given the many years 
that TRANSYT-7F has been successfully used in California 
and the United States to simulate arterial signal operations 
and optimize signal timing, this was not considered to be a 
serious deficiency. 

The peak hour was simulated with TRANSYT-7F, and the 
results expanded to the total peak period by multiplying VHT, 
VMT, and delay by 4 (since the peak-hour volumes are 25 
percent of the total peak-period volumes). Average travel 
speed was obtained directly from the peak-hour results output 
by TRANSYT-7F. A test was also made running TRANSYT-
7F five times (once for each hour of the peak period) and 
summing the results; however, this was found to significantly 
underestimate total delay because queues from one run of 
TRANSYT-7F could not be carried over to the following 
period. 

Table 2 shows the results of the TRANSYT-7F runs . It 
illustrates the volatility of arterial street operations for dif
ferent cycle lengths and signal coordination conditions. 

The TRANSYT runs include various intersection design 
refinements to optimize the operation of Mission Boulevard 
(such as left- and right-tum pockets) that could not be spec
ified in the MINUTP planning model run. TRANSYT was 
allowed to find an optimal equi-sat (equal degrees of satu
ration) signal timing solution for the splits for the noncoor
dinated condition. The MINUTP planning model run used in 
the postprocessor, however, coded only the number of through 
lanes at each intersection and assumed a 50:50 glc split for 
each street at each major intersection for the purposes of 
determining link capacity. 

Two TRANSYT runs were selected from Table 2 for com
parison with the postprocessor. The 190-sec cycle runs were 
selected to show the results for an optimal cycle length under 
uncoordinated conditions and the impacts of signal coordi
nation at the same cycle length. 

Table 3 shows the results of various tests of the postpro
cessor against the two selected TRANSYT-7F simulations of 
Mission Boulevard. The reader can also compare these results 
with the additional TRANSYT-7F results shown in Table 2. 
The postprocessor comes quite close to predicting the correct 
average speed when the cycle length on the arterial is 100 sec. 

TABLE 2 Summary of TRANSYT-7F Runs: Estimates of Delay 
and Average Speeds on Mission Boulevard 

Arterial 190 Second Cycle l 20 Second Cycle 100 Second Cycle 

St reel 

No Coordi- I Coor- No I Coor- No I Coor-
nation di nation Coord dinalion Coord dination 

VMT 18164 18164 18164 18164 18164 18164 

VHT 1308 981 033 903 1679 1315 

Delay 699 469 820 390 1167 803 

Ave.Speed 13.9 18.5 13.6 20.1 10.8 13.8 
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TABLE 3 Straight Planning Model Versus Postprocessor Versus 
TRANSYT-7F: Estimates of Delay and Average Speeds on Mission 
Boulevard 

Arterial Standard Standard MINUTP TRANSYTI-F 
St reel MINUTP Runs Runs 190 Second Cycle 

with Post-Processor 

Speed Eqn, l +0, 15(v/c)' I l+(v/c)' l+(v/c)' I l+(v/c)" simulation 

No Queueing A.nRlysis Queueing Analysis No I Cooc-
Coard di nation 

VMT 17,258 17,258 17,258 17,258 18,164 18,164 

VHT 533 755 1,665 1,648 1,308 981 

Delay 38 260 1,162 1,145 699 469 

Ave.Speed 32.4 22.9 10.4 10.5 13.9 18.5 

The standard MINUTP model runs both significantly un
derestimate delay and overestimate average speed. The 
postprocessor runs overestimate delay and underestimate speed, 
but they are generally much closer at predicting the speed for 
noncoordinated conditions . The postprocessor appears to bet
ter estimate speeds that would occur under nonoptimal signal 
timing and turn pocket situations. A less conservative link 
capacity assumption (using an assumed g/c higher than 50 
percent) would probably result in higher speed estimates from 
the postprocessor that more closely approximate the average 
travel times that could be achieved under optimized signal 
timing and coordination. 

CONCLUSIONS 

The proposed postprocessor methodology results in signifi
cantly improved estimates of delay and travel speeds com
pared with the raw planning model output. For the specific 
speed-flow curves and queueing density assumptions used in 
this example, the methodology appears to conservatively un
derestimate travel speeds. But this underestimate is still much 
closer to the speeds that would be predicted by traffic oper
ations models than are the raw estimates coming from the 
planning model. Further improvements in the speed-flow curves 
for arterial streets and in the queue density assumptions used 
for freeways would probably improve these results. 
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Comparison of Vehicular Emissions in 
Free-Flow and Congestion Using 
MOBILE4 and Highway Performance 
Monitoring System 

WAYNE D. COTTRELL 

Vehicular emissions in free-flow and congested traffic conditions 
are quantified and compared. The 1-hr volume/capacity ratio ranges 
that define free-flow and congested are 0 to 0.1 and 0.975 to 1.0, 
respectively. The MOBILE4 computer model was used to esti
mate the carbon monoxide (CO), hydrocarbon (HC), and nitro
gen oxides (NOx) speed correction factors and emission factors 
for a 1988 light-duty gasoline-powered vehicle (LDGV) executing 
a 10-mi trip from a cold-engine start. The Highway Performance 
Monitoring System analytical process (HPMS AP) was used to 
estimate average travel speeds and idling times in free-flow and 
congestion on urban surface streets and expressways. For the 
analytical conditions, emissions of CO are generally from 11 to 
22 percent, depending on the facility type; they are greater in 
congestion than in free-flow. HC emissions are 3 to 8 percent 
greater in congestion. Congested NOx emissions are 81 to 92 
percent of free-flow emissions. Only CO and HC emissions in
crease as congestion worsens. One problem is that the HPMS AP 
is unable to simulate speeds lower than 13 mph. Another is that 
MOBILE4 was used to estimate single LDGV emissions rather 
than as a standard application to a vehicle fleet. Measurement of 
congestion with average speeds may oversimplify the true jammed 
driving aspects of accelerating, decelerating, and idling, each of 
which has a different emissions characteristic. The variable driv
ing conditions of congested corridors, such as operating modes 
and the rate and amount of speed fluctuation, need more rec
ognition in future model improvements. 

The relationship between traffic congestion and vehicular 
emissions is unclear. A recent General Accounting Office 
(GAO) study stated that traffic congestion tends to increase 
the level of mobile source emissions of carbon monoxide (CO) 
and hydrocarbons (HC) (1). This is primarily because CO and 
HC emissions are greater when a vehicle is traveling at a slow 
speed, which increases the travel time and, thus, the running 
emissions (2). The emissions of CO and HC are also greater 
when a vehicle is accelerating, decelerating, or idling than 
during cruising at a steady, constant speed. The purpose of 
this paper is to quantify and compare mobile source emissions 
from light-duty gasoline-powered vehicles (LDGVs) in un
congested, free-flow travel conditions with those in congested 
conditions. From GAO's findings, it is expected that CO and 
HC emissions will be greater for an LDGV in congestion than 
for the same LDGV in free-flow travel. Emissions of nitrogen 
oxides (NOx) will also be studied. 

Federal Highway Administration, HEP-21, 400 Seventh Street, S. W., 
Room 3301, Washington, D.C. 20590. 

MOBILE4 COMPUTER PROGRAM 

MOBILE4 Method for Computing Emissions Factors 

The MOBILE4 computer model calculates the grams of HC, 
CO, and NOx emitted per vehicle mile for eight types of 
gasoline and diesel-fueled highway motor vehicles for low
and high-altitude regions of the United States (3). Among the 
eight individual vehicle types considered are LDGVs, light
and heavy-duty gasoline-powered trucks, light- and heavy
duty diesel-powered vehicles, and motorcycles. The emission 
factors can be used, when combined with estimates of vehic
ular travel, to estimate the total daily or annual mobile source 
emissions of a pollutant within an urbanized area or region. 

MOBILE4 emission factors are dependent on a series of 
assumptions about ambient temperature, fuel volatility level, 
air conditioning use, loading and trailer towing, and vehicular 
operating mode, speed, age and mileage accumulation. Emis
sion factors for LDGVs can be estimated for any year between 
1960 and 2020, with the previous 20 model years presumed 
to be operating in any calendar year. The program estimates 
the mileage accumulation of each model year and the distribu
tion of model years composing the fleet in each calendar year. 
The emission factors for any model year gradually increase 
with advancing calendar years because of mechanical dete
rioration resulting from mileage accrual. 

MOBILE4 assumes that a vehicle of a given model year, 
in any chosen calendar year, accrues mileage and is affected 
by air conditioning, loading, towing, and environmental con
ditions to the same extent as all other vehicles of that model 
year in that calendar year. These are simplifying assumptions 
that eliminate consideration for different makes of LDGVs, 
the maintenance practices of individual owners, individual 
driving habits, different driving environments, or unusual 
mileage accrual rates. 

Determination of Emission Rates and Use of Program 

The mathematical form of a MOBILE4 emissions factor is a 
basic emission rate multiplied by a series of correction factors 
that account for the variables listed above. The values of the 
basic emission rates and the correction factors were deter
mined from the results of the Federal Test Procedure (FTP). 
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The FTP for gasoline-fueled vehicles is a travel pattern, con
ducted under known driving and environmental conditions on 
city streets and highways , during which exhaust emissions are 
measured with a dynamometer (4). The major parts of the 
test are two 7 .5-mi drives-one from a cold-engine start and 
one from a hot-engine start-into hot-stabilized mode. This 
provides cold-start, hot-start, and hot-stabilized emission es
timates. During the FTP driving sequences, the vehicle ac
celerates and decelerates as in normal urban travel. The av
erage overall speed of each drive is 19.6 mph. The maximum 
speed is 56.7 mph, while a total of 17.6 percent of the test 
time is spent idling. 

The Environmental Protection Agency (EPA) provides 
suggestions and recommendations of the use of MOBILE4, 
particularly with respect to the determination of user-supplied 
values for variables. The EPA expects that many users of 
MOBILE4 will be developing regional mobile source emission 
inventories and projections for use in their State Implemen
tation Plan processes. The program is periodically updated: 
MOBILEl, MOBILE2, and MOBILE3 successively pre
ceded MOBILE4. MOBILE4.l, the most recent version, was 
introduced in November 1991 (the program's arrival post
dated much of the work for this paper); MOBILES is under 
development. 

One of MOBILE4's useful features is its sensitivity to model 
years, environmental conditions, and operating modes when 
assessing LDGV emissions. For example , a 1988 LDGV trav
eling 10 mi at 25 mph from a cold-engine start in calendar 
year 1989 with a fuel volatility of 9 psi at low altitude would 
emit 3.3 g of CO/vehicle-mi at 75°F and 55.2 g CO at 0°F. 
The same vehicle under similar conditions but from a hot
engine start would emit 1.9 g CO at 75°F and 54.7 g at 0°F. 
At high altitude, these values would increase from 1 to 13 
percent. With a fuel volatility of 11.7 psi, the emissions would 
increase by about 9 percent. In this example, the CO emis
sions from a 1988 LDGV traveling at 25 mph would vary by 
more than 1,000 percent under various environmental and 
operating conditions (3). Emissions of CO per mile would 
further increase with older model year LDGVs, shorter trip 
lengths from a cold-engine start (because the LDGV would 
be "cold" for a greater portion of the trip), and slower average 
travel speeds. 

Application of MOBILE4 

To simplify the calculation of speed correction and emission 
factors, several assumptions were made. First, only LDGVs 
were considered, because they make up the bulk of the traffic 
stream. Second, LDGV model year 1988 and calendar year 
1989 were used for the computations. A 1988 LDGV in cal
endar year 1989 would have accrued 13,118 mi on the basis 
of MOBILE4's assumptions. Third, the LDGV begins its trip 
from a cold-engine start, then moves into hot-stabilized mode. 
From the FTP, the initial 505 sec of any trip would be the 
cold-start emissions phase. Fourth , a trip length of 10 mi was 
used. Figure 1 shows the amount of time spent in the cold
start and hot-stabilized modes as functions of average speed 
for a 10-mi trip. The cold-start period, at 505 sec, is constant ; 
the hot-stabilized time increases as the speed decreases. Fi
nally, the following assumptions were used: 75°F ambient 
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FIGURE 1 Cold-start and hot-stabilized fractions, 10-mi 
trip. 

temperature, humidity of 75 grains of water per pound of dry 
air, fuel volatility of 9 psi, and no effects of tampering, an 
inspection and maintenance program , air conditioning use, 
trailer towing, or loading. 

Speed Correction Factors 

Equation 1 shows how MOBILE4 computes an LDGV emis
sion factor. The basic emission rate for each model year in 
each calendar year is weighted by the fraction of total travel 
contributed by the model year. The composite correction 
factor, SALHCF, determined from Equation 2, accounts for 
speed, loading, and humidity variations as well as air 
conditioning usage and trailer towing. Variations in traffic 
conditions, as measured by a vehicle's average speed, are 
included in the speed component of the composite correction 
factor, SCF. 

" COMPpn = 2: {TF;,. • [(BEFp;n • SALHCF;p, . RVPCF) 
i = 11 - 19 

+ REFUEL;+ RNGLOS; + CCEVRT;]} (1) 

SALHCF;ps = SCFips * ACCF; * XLCF; 

* TWCF; * HHH (2) 

where 

i = model year, 
n = calendar year of analysis, 

COMPP" = composite emission factor for 
pollutant p, 

TF;,, fraction of total miles driven by 
model year i by January 1 of cal
endar year n, 

BEFP;" = basic exhaust pollutant p emis
sion rate, 

SALHCF;ps = composite correction factor, and 
RVPCF, REFUEL;, 

RNGLOS;, CCEVRT; = fuel volatility correction and the 
refueling, running loss, and 
crankcase and evaporative emis
sions factors, respectively. 



Cottrell 

The latter three are adjustments to HC emissions whereas 
RVPCF applies to HC and CO emissions from vehicles from 
model years 1971through1979. In Equation 2, SCF;p,, ACCF,, 
XLCF,, TWCF;, and HHH are the speed, air conditioning, 
extra load, trailer towing, and humidity correction factors, 
respectively. HHH is used for NO, emissions. 

SCF is determined from Equations 3 through 6. For this 
paper it is as~umed that, of all the emission correction factors, 
only the speed correction factor is affected by traffic condi
tions. Other emission correction factors may be affected by 
the additional miles driven to avoid congested situations; how
ever, because traffic diversion is difficult to measure, this will 
be ignored. 

SCF,ps = SF(s)ISF(sadj), (3) 

where 

(4) 

or 

= exp(A,ps + B;ps * s + C;ps * s2
) (5) 

wheres is the average travel speed in miles per hour and A;p,, 
B,P,, and C;ps are constants that each vary with i, p, and s. 
Equation 4 is used for HC and CO, and Equation 5 is used 
for NO,. These equations apply to all post-1976 model year 
LDGVs. Other equations, not shown here, apply to older 
LDGVs. The variable sadj is the FTP speed, 19.6 mph, ad
justed for the fraction of cold-start and hot-start operation. 

sadj = 1/{[(w + x)/26] + [(1 - w - x)/16]} (6) 

where w and x are the fractions of vehicles in hot-start and 
cold-start modes, respectively. During the FTP, the test ve
hicle spends 27.3 percent of its operation in hot-start, 20.6 
percent in cold-start, and the remaining 52.1 percent in hot
stabilized mode. In cold- or hot-start mode, for the first 505 
sec of each of the 7.5-mi test trips, the average speed is 26 
mph. In hot-stabilized mode, for the remaining times of both 
test trips, the average speed is 16 mph. The overall average 
speed for both test trips is 19.6 mph. When local data indicate 
a greater cold- or hot-start modal fraction than occurs during 
the FTP, the average test speed is adjusted from 19.6 toward 
26 mph. When data indicate a hot-stabilized modal fraction 
that is greater than in the FTP, the average test speed is 
adjusted from 19.6 toward 16 mph. 

Most of the speed correction factors were determined using 
tests that supplement the FTP. Seven additional tests had 
average speeds ranging from 2.5 to 47.9 mph. In each test, 
the amount of accelerating, decelerating, and idling varied. 
In MOBILE4, which uses the results of all seven test cycles, 
SCF applies to all speeds between 2.5 and 55 mph; values of 
SCF for speeds between 48 and 55 mph are estimated. Four 
new tests, the results of which are incorporated in MOBILE4.l, 
had average speeds of 48, 51, 58, and 64 mph, thereby allow
ing the accurate determination of SCF for speeds between 
48 and 65 mph (5). Because of these revisions, MOBILE4's 
SCFs, for this paper, apply only to speeds between 2.5 
and 47.9 mph. 

HIGHWAY DESIGN TYPES AND 
DRIVING CHARACTERISTICS 

HPMS Travel Speed Estimation 
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To compare vehicular emissions in free-flow and congested 
conditions, estimates of average speeds, accelerations, de
celerations, and idling for different highway design types were 
made using the Highway Performance Monitoring System an
alytical process (HPMS AP). The HPMS AP computes av
erage travel speeds in miles per hour for various vehicle types, 
classes of road, geographic areas, and other strata (6). The 
average speed is a function of initial running speed (IRS), 
pavement condition, roadway curves and gradients, speed 
change cycles (SCCs), stop cycles (STPs), and the fraction of 
time spent idling (IDL). 

From HPMS, IRS is the initial speed in miles per hour at 
which vehicles tend to travel under a set of influential factors. 
These include the highway's location (i.e., urban or rural), 
functional class, design speed, speed limit, and peak-hour 
volume/capacity ratio (vie). Initial running speed includes the 
cruising modes of a vehicle and excludes accelerations, de
celerations, and stops. A speed change cycle consists of a 
deceleration to a final speed (FS), followed by an acceleration 
to IRS. A stop cycle is a speed change cycle with FS equal 
to zero. The percentage of travel time spent idling (at FS = 
0) is IDL. Including only the effects of traffic conditions and 
ignoring pavement condition, curves, and gradients, an av
erage travel speed (ATS) can be calculated from IRS, SCC, 
STP, and IDL, as follows: 

ATS = 11 [ {[ Dscc • (SCC - STP) ]/[(IRS + FS)/2]} 

+ [(DSTP • STP)/(IRS/2)] 

+ ({1 - [Dscc* (SCC - STP)] 

- (DSTP * STP)}/IRS) + {IDLl[IRS • (1 - IDL)]}] (7) 

The numerator of Equation 7 is the unit distance of travel (1 
mi), and the denominator is the time it takes to travel 1 mi, 
accounting for accelerations, decelerations, and idling. The 
variables in Equation 7 are calculated as follows: 

sec = 0.5 *(A - log10IRS + B) 

STP = 0.5 * lQD * (2 * scqc 

FS = [(1.0 + F) •IRS] - G 

Dscc = (IRS2 
- FS2)/RATE 

DsTP = IRS2/RA TE 

where 

(8) 

(9) 

(10) 

(11) 

(12) 

SCC, STP = number of speed change and stop 
cycles per vehicle mile, respec
tively; 
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FS 

A, B, C, D, F, and G 

average final speed, or low point, 
of all speed change cycles; 
constants that depend on the fa
cility type; and 
distances traveled during a speed 
change and a stop cycle, respec-
tively. 

Both equations assume constant acceleration and deceleration 
rates (RATE) of 2.5 ft/sec/sec for speeds above 30 mph and 
5 ft/sec/sec for speeds below 30 mph (7). These rates are 
similar to those recorded by vehicles during the FTP and in 
supplemented test cycles. 

The HPMS AP is primarily used to identify highway con
ditions, estimate capital investment needs, and measure changes 
in highway conditions over time (8). To identify highway con
ditions, the HPMS AP can be used to compute performance 
measures such as average travel speed. The HPMS AP av
erage speed estimation procedure calculates A TS as a function 
of initial running speed and the number of speed change and 
stop cycles. IRS, which is associated with cruising rather than 
speed changes, is a function of vie. The values of SCC and 
STP are the estimated numbers of deceleration-acceleration 
cycles; these two variables are functions of IRS. With this 
approach, the effects of the demand-supply relationship on 
ATS may be double-counted. That is, vie, SCC, and STP, 
which are measures of roadway capacity usage, each reduce 
the initial running speed. The result is that average travel 
speeds may be slightly lower than they should be. This issue 
is to be examined in proposed research. For this paper, the 
HPMS AP speed estimation procedure has been used as is. 

The speed estimation procedure considers idling in addition 
to running speed, accelerations, and decelerations. IDL is a 
constant based on the facility type and vie. Assuming that the 
desired travel time is the time that would have been spent 
traveling at the initial running speed, the total travel time is 
the desired time plus the time spent idling. The time spent 
idling per mile traveled (T;die) is therefore 

T;die = IDL/((1 - IDL) *IRS] (13) 

The HPMS AP uses values of IDL that, for vie less than 0.9, 
range from 1.9 percent on freeways and expressways to 8.1 
percent on multilane roads. For vie greater than 0.9, IDL 
ranges from 6.5 percent on freeways and expressways to 31.4 
percent on multilane roads. These are fairly similar to the 
idling times experienced by vehicles in the FTP and supple
mented test cycles. 

Highway Design Types 

Equatiom 7 throltgh L3 show that la the H PMS AP , average 
speed estimation i re lated to lhi; ini1ial running pe~d and to 
some fac ili ty type c-0nstants. T he facili ty types considered by 
the AP fall within four classes: freeways and expressways, 
multilane (nonfreeway) roads, two- or three-lane roads, and 
one-way roads. A different initial running speed is associated 
with each unique combination of functional class, speed limit, 
highway design speed, lanes, and vie. Initial running and av
erage travel speeds can be estimated for urban facilities for 
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both free-flow (vie= 0 to 0.1) and congested traffic conditions 
(vie = 0.975 to 1.0). Considering only urban facilities with 
average speeds within the range that MOBILE4 is suitable 
for (2.5 to 47 .9 mph) and excluding one-way roads, there are 
27 facility types having unique sets of free-flow and congested 
IRS values. These 27 facility types, which include all urban 
nonfreeway roads (expressways, multilane, and two- or three
lane roads), have 15 free-flow and 11 congested IRS values. 
Tables 1 and 2 list these 26 values of IRS along with descrip
tions of the associated facility types. Then, employing Equa
tions 7 through 13, the tables summarize the average travel 
speed associated with each initial running speed and facility 

TABLE 1 Initial and Average Travel Speeds and Urban Highway 
Design Types: Midpoint of vie Range = 0.05 (6) 

Speed 
IRS Facility Limit AHS ATS 
l'mgbl Tyoq lmohl lmphl Lanes I mph I 

48.6 mullllane ~ 45 ~ 40 ~4 32.3 

46.5 2-3 lanes ~ 45 any 2-3 29.4 

47.9 expressway ~ 45 s 55 any 44.7 

46.0 expressway 40 any any 42 6 

44.0 mullllane 40 ~ 40 ~4 26,6 

43.6 2-3 lanes 40 any 2-3 264 

41.0 expressway 35 any any 36.0 

39.0 multllane ~ 35 ~ 30 ~4 29.7 

36.7 2-3 lanes 30-35 any 2-3 23,7 

35.0 expressway 30 any any 32,2 

33,0 multllane 30 any ~4 25.3 

29.0 expressway s 25 any any 27.4 

26.0 multllane s 25 any ~4 21.7 

25.0 multllane any < 30 ~4 19.6 

24.6 2-3 lanes s 25 any 2-3 19.4 

Note: AHS = highway design speed. 

TABLE 2 Initial and Average Travel Speeds and Urban Highway 
Design Types: Midpoint of vie Range = 0.9875 (6) 

S(JtHH.J 

IRS Facility Limit AHS ATS 

'mphl Type lmohl lmohl Lanes !mph! 

29.0 expressway s 25 > 65 ~4 26.2 

26.7 expressway ~ 30 60-65 any 25.9 

26.5 expressway s 25 60-65 any 25.7 

27.3 expressway any s 55 any 24.6 

22.6 multllane any ~ 40 ~4 16.4 

22.1 multllane any 30-40 ~4 15.9 

21.1 multllane any < 30 ~4 15.3 

19.7 2-3 lanes ~ 45 any 2-3 14,2 

19.4 2-3 lanes s 40 any 2-3 14.0 

19,2 2-3 lanes 30-35 any 2-3 13.9 

16.2 2-3 lanes s 25 any 2-3 13.2 

Note: AHS = highway design speed. 
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type. The values of ATS range from 13.2 to 44.7 mph. From 
Figure 1, at 44.7 mph, the cold-start operating mode fraction 
is 62. 7 percent; at 13.2 mph, the fraction is only 18.5 percent 
of the 10-mi trip travel time. Thus, any increased emissions 
that occur with slower speeds and longer travel times may 
be offset somewhat by the greater cold-start fraction that is 
present with high average speeds. 

INTEGRATION OF MOBILE4 AND HPMS AP 

Relationships Between Speed Correction and 
Emission Factors 

An important assumption of this paper is that the speed cor
rection factor is proportional to the composite emission factor 
for each pollutant. This relationship is shown in Equations 1 
and 2. Figure 2 shows SCF versus the emission factors for 
CO, HC, and NOx for a 10-mi trip by a 1988 LDGV at speeds 
ranging from 2.5 to 47.9 mph. The driving and environmental 
conditions assumed are as follows: calendar year 1989, low 
altitude, an ambient temperature of 75°F, humidity of 75 grains 
of water per pound of dry air, fuel volatility of 9 psi, a cold
engine start (with the initial 505 sec composing the cold-start 
phase), and no effects of tampering, an inspection and main
tenance program, air conditioning use, trailer towing, or load
ing. Additionally, free-flow conditions are represented by a 
vie of 0 to 0.1, whereas congestion has a vie of 0.975 to 1.0. 
Both CO and HC emissions increase, nearly linearly, as SCF 
increases. The emissions of NOx decrease, almost linearly, as 
SCF increases. The CO emissions factor ranges from 2.9 
g/mi at 47.9 mph to 7.4 g/mi at 2.5 mph. The corresponding 
range of SCFs is from 3.17 to 0.45. The HC emissions factor 
increases from 1.0 to 2.1 g/mi, with corresponding SCFs be
tween 6.72 and 0.45 for the same range of speeds. Hence, 
CO emissions are more sensitive to changes in speed than HC 
emissions are. Notably, based on MOBILE4.l , both the CO 
and HC emission factors would begin to increase at speeds 
greater than 48 mph (9). Both the SCFs and emission factors 
for NOx increase between 2.5 and 47.9 mph . 

Values of Speed Correction and Emission Factors 

The next steps in the analysis integrated MOBILE4's method 
for computing SCF and emission factors with the HPMS AP 
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FIGURE 2 Speed correction and emission factors: 1988 
LDGV, 10-mi trip, 2.5 to 47 .9 mph, MOBILE4 estimates. 
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speed estimation procedures for free-flow and congested traffic 
conditions. Values of speed correction and emission factors 
were computed using the average speeds summarized in Tables 
1 and 2. Table 3 summarizes free-flow and congested SCFs 
for CO, HC, and NOx for a 10-mi trip on seven common 
urban facility types. The facilities are expressways with 45-
mph speed limits, 55-mph design speeds, and six lanes; mul
tilane (i .e. , four-lane) roads with 45- , 40-, and 35-mph speed 
limits; and two- or three-lane roads with 30- and 25-mph speed 
limits. The associated values of SCF indicate how LDGV 
emissions would be expected to differ between free-flow and 
congested traffic conditions. 

From Table 3, for CO emissions in free-flow conditions on 
urban facilities , SCF is lowest on an expressway (0.47) and 
greatest on a two- or three-lane road with a 25-mph speed 
limit (0.97) . From Table 4 and Figure 3, the related CO emis
sion factors are 2.93 and 3. 77 g/mi, respectively. In conges
tion, SCF for CO emissions is lowest on an expressway (0. 75) 
and greatest on a two- or three-lane street (1.12). The CO 
emission factors are 3.27 and 3.70 g/mi, respectively. The free
flow CO emission factor on a two- or three-lane road is slightly 
greater than in congestion. Table 4 and Figure 3 show that 
the CO emission factor increases as speed decreases from 44. 7 
to 19.4 mph, decreases as the speed falls to 13.9 mph, then 
increases as the speed drops to 13.2 mph. Hence, between 
13.2 and 44.7 mph, for a 10-mi trip done under the assumed 
conditions, the CO emissions per mile are greatest in free
flow on a two- to three-lane road with a 25-mph speed limit. 
In congestion, CO emissions would be nearly equivalent on 
all urban surface streets . On a congested expressway, the CO 
emission factor would be about 12 percent less than on con
gested surface streets. 

Table 3 shows that values of SCF for HC emissions are 
similar in magnitude to those for CO. In free-flow SCF is 
lowest on an expressway (0.47) and greatest on a two- or 
three-lane road with a 25-mph speed limit (0 .92). From Table 
4 and Figure 3, the corresponding HC emission factors are 

TABLE 3 Speed Correction Factors for Some Common Urban 
Facility Types 

SCF 
Traffic ATS 

flcU!ty Jype Condjtjpns <mob> co HC NO 

expressway (45/6) free· ft ow 44.7 0.47 0.47 0.74 

congested 24.6 0.75 0.75 0.90 

mullllane (45/4) free-flow 32.3 0.60 0.60 0.82 

congested 16.4 1.03 1.08 1.02 

mullllane (40/4) free-flow 26.B 0.66 0.66 0.85 

congested 16.4 1.03 1.08 1.02 

multllane (35/4) free-flow 29.7 0.64 0.64 0.84 

congested 15.9 1.04 1.10 1.03 

2 or 3 lane (30/2) free-flow 23.7 0.77 0.77 0.91 

congested 13.9 1.09 1.26 1.07 

2 or 3 lane (25/2) free-flow 19.4 0.97 0.92 0.97 

congested 13.2 1.12 1.32 1.08 

The numbefs In O's followtng the facility type designation give the speed llmlt and the number 

of lanes. 

SOURCE: HPMS AP, MOBILE4; Figure 2 and Tables 1 and 2. 
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TABLE 4 LDGV Emissions Estimates for Some Common 
Urban Facility Types 

Emissions (gm/ mile) 
Traffic ATS 

EacB~IYDI Ccod!Uim1 tmRt!l QQ t:!Q !!IQ 

expressway (45/ 6) free-flow 44.7 2.93 0.96 0.89 

congested 24.6 3.27 0,99 0.72 

multilane (45 / 4) free-flow 32.3 3.04 0.97 0.7B 

congested 16.4 3.70 1,04 0.65 

mullllane (40/ 4) free-flow 2B.B 3,13 0.9B 0.75 

congested 16.4 3.70 1.04 0.65 

mull/lane (35/ 4) free-flow 29.7 3.10 0.97 0.76 

congested 15.9 3.70 1.05 0.65 

2 or 3 lane (30/ 2) free-flow 23.7 3.31 0.99 0,71 

congested 13.9 3.69 1.07 0.63 

2 or 3 lane (25/2) free-flow 19.4 3.77 1.01 0.68 

congested 13.2 3.70 1,0B 0 62 

The numbers In Q's following the facility type designation give the speed limit and the number of 
lanes. 

See the text for the conditions assumed for the computation of emissions 

SOURCE: HPMS AP, MOBILE4 and Table 3. 

Emissions (gm/ mile) 
4 ~~~~~~~~~~~~~~~~~~~~~~ 

co 

3 

2 

HC 

NOx 

o '-~~~-'-~~~--'~~~~-L-~~~--'~~~~ 

0 10 20 30 40 
Average Travel Speed (MPH) 

FIGURE 3 LDGV emissions at HPMS speeds: 1988 
LDGV, 10-mi trip, cold-engine start, 1989 MOBILE4 
estimates. 
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0.96 and 1.01 g/mi, respectively. In congestion, SCF is lowest 
on an expressway (0 .75) and greatest cm a two- or three-lane 
road (1.32). The corresponding emission factors are 0.99 and 
1.08 g/mi, respectively. On all urban facilities studied , the HC 
emission factor is greater in congestion than in free-flow for 
a 10-mi trip executed under the assumed conditions. 

From Table 3, SCF values for NOx emissions in free-flow 
are lowest on an expressway (0 .74) and greatest on a two- or 
three-lane road with a 25-mph speed limit (0.97). From Table 
4 and Figure 3, the corresponding NO. emission factors are 
0.89 and 0.68 g/mi, respectively . In congestion, the SCF values 
for NO. are lowest on an expressway (0.90) and greatest on 
a two- or three-lane road (1.08). The corresponding emission 
factors are 0.72 and 0.62 g/mi, respectively. On all urban 
facilities studied, the NO. emission factors in congestion are 
lower than those for free-flow conditions for a 10-mi trip 
executed under the assumed conditions. The relationship be
tween NO. emissions and congestion is inverse to those of 
CO and HC emissions. 
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TABLE 5 Free-Flow and Congested LDGV Emissions 

Ratio of Congested to 

Free-Flow and Free-Flow Emissions 
Congested A TS 

Ea~Y llx hl1!1 (mgbl s;Q tlQ NQ 

expressway (45/6) 44.7/ 24.6 1.12 1.03 0.61 

mullllane (45/4) 32.3/ 16.4 1.22 1.07 0.64 

mullllane (40/ 4) 2B.B/ 16.4 1.19 1.07 0.67 

multllane (35/4) 29.7/ 15,9 1.19 1.07 0.65 

2 or 3 lane (30/2) 23.7 I 13.9 1.11 1.0B 0.68 

2 or 3 lane (25/2) 19.4/ 13.2 0.9B 1.07 0.92 

The numbers In O's following the facility type designation give the speed llmil and the 
number of lane~. 

See the text for the conditions assumed for the computation of emissions. 

SOURCE: HPMS AP, MOBILE4 and Table 4. 

Table 5 lists the ratios between the congested and free-flow 
CO, HC, and NO. emission factors for six urban facility types. 
On five of the facilities , CO emissions would be 11 to 22 
percent greater in congestion than in free-flow. For a two- or 
three-lane road with a 25-mph speed limit , CO emissions 
would be about 2 percent greater in free-flow than congestion. 
On all six facilities, HC emissions would be from 3 to 8 percent 
greater in congestion than free-flow . Both CO and BC emis
sions are generally greater in congested than in free-flow con
ditions, but CO is more sensitive to changes in average speeds 
than HC. On all six facilities, NO. emissions in congestion 
would be from 81 to 92 percent of free-flow emissions. Hence, 
emissions of NO. are lower in congestion than free-flow be
cause of the lower average travel speeds. These results , of 
course, are applicable to the conditions assumed for the 
computations. 

Other combinations of assumptions would likely yield re
sults different from those reported here. For example, for the 
10-mi trip used for the computations, the cold-start fraction 
ranged from 18.5 to 62.7 percent of the total trip for the speeds 
studied (13.2 to 44.7 mph), as shown in Figure 1. For a 20-
mi trip, over the same range of speeds, the cold-start fraction 
would range from 9.3 to 31.4 percent of the trip time. The 
CO, HC, and NO. emission factors would be lower for the 
longer trip because a reduced amount of driving would be 
conducted in cold-start mode. For a 1-mi trip , the cold-start 
fraction for the entire range of speeds would be 100 percent. 
For this trip , the emission factors would be greater than for 
a 10- or 20-mi trip. The emission factors of all three pollutants 
would also be greater for an LDGV older than 1988, at high 
altitude, at a higher fuel volatility , or with air conditioning 
use , trailer towing, or loading. A higher humidity would con
tribute to greater NO. emissions, and a lower ambient tem
perature would lead to greater emissions of all three pollu
tants. A very high ambient temperature would propagate higher 
CO and HC emissions. The emission factors of all three pol
lutants would be lower with a hot-engine start or with an 
inspection and maintenance program in effect . The effect of 
variations in driving and environmental conditions presents 
many opportunities for further analysis of emissions in free
flow and congested travel. 

Further examination of SCF reveals that its value increases 
sharply at speeds below 15 mph, particularly for CO and HC 
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(3). For example, for a 1988 LDGV traveling at 13.2 mph for 
a 10-mi trip from a cold-engine start, the SCFs for CO, HC, 
and NOx would be 1.12, 1.32, and 1.08, respectively . From 
Figures 2 and 4, at 10 mph, the SCF values would be 1.27, 
1.72, and 1.16 for CO, HC, and NO., respectively. At 5 mph, 
the values would be 1.90, 3.39, and 1.29; at 2.5 mph, they 
would be 3.17, 6.72, and 1.36. Between 13.2 and 2.5 mph, 
from Figure 4, the CO emissions factor would increase from 
3.70 to 7.38 g/mi. Over this range of speeds, as shown in 
Figure 4, the HC emissions factor would increase from 1.08 
to 2.08 g/mi, and the NO, emissions factor would decrease 
from 0.62 to 0.49 g/mi. The HPMS AP does not calculate an 
average speed of less than 13.2 mph on any urban facility, 
even for congested surface streets experiencing a vie of 0.975 
to 1.0. Analysis of the severe congestion implied by such low 
speeds would require local speed, delay, and queueing data 
rather than the procedure used by the HPMS AP. It is also 
not clear that the MOBILE4 model would be appropriate for 
emissions analysis on the scale at which localized traffic data 
would be collected. 

CONCLUSION AND RECOMMENDATIONS 

It is evident that MOBILE4 calculates emissions assuming 
that the driving cycle values of the FTP and supplemental test 
cycles are typical for their speeds. The amounts of cruising, 
acceleration, deceleration, and idling during the tests are pre
sumed to be applicable to all other driving situations. How
ever, many combinations of the amount of time spent in each 
of the four driving cycle elements can produce the same av
erage speed. The speed correction factor is an attempt to 
recognize this. For example, the emissions test procedure for 
very low driving speeds uses more accelerating, decelerating, 
and idling than the FTP does. However, here, too, the emis
sion rates are specific to the driving cycle values of the test. 
This is a concern because the emission rates of the driving 
cycle elements may be very different. Sensitivity to the amount 
of cruising, accelerating, decelerating , and idling, and to the 
intensity of accelerations and decelerations, is not included 
in the test procedures and therefore does not exist in MOBILE4. 

The ideal model for this paper would integrate estimation 
procedures for exhaust emissions with a driving simulation 
model that is sensitive to ambient traffic conditions. The sim
ulator would quantify the amounts of driving in each of the 
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cruising, accelerating, decelerating, and idling modes. Evans 
(10), for example, examined the relationship between the 
driving modes and emissions using the FTP and 12 automo
biles from the 1975-1976 model year. Using the limited, and 
now old, data, Evans showed that HC emissions are strongly 
correlated with average travel speed. He also demonstrated 
a weak correlation between CO and NO, emissions and av
erage speed but a high correlation between the two pollutants 
and acceleration-deceleration measures. Similar research is 
needed on modern vehicles to determine the current rela
tionships between traffic variables and emissions. One re
quirement of the 1990 Clean Air Act Amendments is the 
testing of "off-cycle" emissions at steeper acceleration and 
deceleration rates than have been used in past test procedures. 
The results may update earlier research findings with emission 
rates that are accurate for traffic conditions on surface streets 
and in congestion. 

Further points are indicated by this study, even though 
there is a n.eed for an improved approach at quantifying and 
comparing free-flow with congested emissions. First , for the 
assumed driving and environmental conditions, emissions of 
CO and HC are generally greater in congestion than in free
flow on urban surface streets and expressways . Second, for 
the assumed conditions, emissions ofNOx are lower in conges
tion than in free-flow on urban surface streets and express
ways. Traffic conditions measured with local data could pro
duce different results . That is, local data could exhibit higher 
average free-flow or lower congested speeds than those com
puted by HPMS for similar highway design types. The re
trieval and analysis of such data are recommended to provide 
an alternative to the HPMS speed estimates . 

To reduce urban area CO and HC emissions, the easing of 
congestion would be beneficial because travel speeds would 
increase and travel times would decrease . The emissions of 
NO., however, may increase with reduced congestion and 
greater speeds. This proposes a problem, since NO, builds 
up in the atmosphere, potentially contributing to the green
house effect. Reducing trip ends, for the purposes of reducing 
motor vehicle travel as well as cold-engine starts and HC 
evaporation , would certainly ease emissions . Advances in ve
hicle technology should also continue to benefit the emissions
versus-speed relationship. 
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Carbon Monoxide Emission Effects of 
Drive-Up Facilities 

CURTIS c. LUECK AND JILL MERRICK 

The effects of drive-up facilities such as banks, restaurants, liquor 
stores, and laundries on air quality are investigated; particular 
attention is given to carbon monoxide emissions. The primary 
purpose of the study is to provide guidance on whether regulation 
of drive-up business is warranted and desirable. Carbon monoxide 
monitoring, on-site traffic counts, queueing and service times, 
and arterial traffic counts were simultaneously obtained at three 
typical drive-up facilities in Tucson, Arizona. The field data were 
analyzed to help determine the magnitude of air quality impact 
and the amount of traffic generated by the various facility types. 
A mail-out survey of drive-up facility regulations was also con
ducted. Significant insight about the current operation, use, and 
air quality effects of drive-up facilities is provided. First, field 
measurement is not an effective means of determining the level 
of carbon monoxide air pollution generated by a drive-up busi
ness. Second, computer modeling can be used effectively to es
timate pollution levels at drive-up facilities. Third, many com
munities regulate the design and location of drive-up businesses, 
but not for reasons of air quality. Fourth, the use of drive-up 
facilities can produce less carbon monoxide pollution than the 
park-and-enter alternative if the service time is less than 2 min. 
Fifth, the traffic impacts of drive-up facilities are difficult to assess 
because only limited data are available. The amount of pass-by 
and diverted linked trips has not been adequately quantified for 
the broad range of drive-up services. The findings of this study 
reflect conditions in the Tucson metropolitan area. Recommen
dations and conclusions of the study may be also valid in other 
regions after local needs and conditions are carefully considered. 

Drive-up facilities are commonplace in today's American cit
ies. Their prevalence reflects American reliance on the au
tomobile for personal transportation, enjoyment of a high 
degree of mobility, and insistence on speed, value, and con
venience in many aspects of our daily lives. There has been 
continuing concern over the environmental implications-both 
energy use and air pollution-of drive-up restaurants, banks, 
stores, and related enterprises since their inception in the 
1970s. Poorly planned and designed drive-up lanes can in
crease congestion, cause traffic circulation problems, and pro
vide less-than-welcome intrusion into neighborhoods. Addi
tionally, drive-up businesses often are at or near congested 
locations that may already be hot spots for air pollution. 

This study addresses the interrelationship between air qual
ity and the use of drive-up facilities in the Tucson, Arizona, 
metropolitan area. The study was authorized by the Tucson 
City Council and managed by the Tucson Department of 
Transportation, Planning Division, through a grant from the 
Arizona Department of Transportation. 

C. C. Lueck, JHK & Associates, 110 South Church Avenue, Suite 
470, Tucson, Ariz. 85701. J. Merrick, Transportation Planning Di
vision, City of Tucson Department of Transportation, P.O. Box 27210, 
Tucson, Ariz. 85726. 

STUDY PURPOSES 

This study investigates the air quality impacts of drive-up 
facilities such as banks, restaurants, liquor stores, and laun
dries. Some public services are also provided on a drive-up 
basis. Therefore, the private sector should not be singled out 
as the sole user of drive-up establishments, although public 
use is small in comparison to the private sector. The thrust 
of the study is to determine what air quality impacts are as
sociated with drive-up facilities and the magnitude of these 
impacts on an individual location or in the aggregate, and to 
determine whether or not such facilities should be regulated 
by local government. If such regulations are desirable, an 
ancillary purpose is to suggest what types of regulations should 
be imposed and how sites may be evaluated for their air 
quality impact. Another purpose of this study is to develop 
a local information data base on the service times at typical 
facilities, as well as the trip generation rate and the temporal 
distribution of demand for these kinds of enterprises. This 
information can then be correlated with other local and na
tional data. 

The study also provides an overview of existing air quality 
computer models developed by the Environmental Protection 
Agency (EPA) and state and local government, as well as 
other models available from the private sector. From these 
models, one or more may appear satisfactory for use in ana
lyzing drive-up facilities. 

Drive-up facilities are not all the same; therefore, this study 
attempts to categorize the different types of facilities and 
describes their relative effectiveness by design and use. A 
site-specific evaluation procedure is described that is based 
on current practice and may be used in the future whether or 
not the city of Tucson adopts specific air quality regulations. 
In other words, these procedures can be used to help refine 
the design of the facility itself relative to circulation, demand 
management, traffic flow, and parking. Mitigation strategies 
are recommended to help improve the design of drive-up 
facilities that will help minimize the amount of waiting time 
(vehicle idling time) encountered at typical drive-up busi
nesses. Mitigation strategies may be mandated by city gov
ernment as part of the development approval process. Alter
natively, mitigation guidelines may be used by the design 
sector on an advisory basis to help improve the design of the 
project site. 

This project has been conducted using several concurrent 
levels of investigation and analysis. First, a literature search 
of similar or related studies was undertaken using manual 
methods, as well as an on-line, interactive data base. We also 
used the Planning Advisory Service of the American Planning 
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Association to find ordinances and regulations of similar agen
cies that would otherwise not be identified through a literature 
search. This information proved invaluable in describing the 
historic development of drive-up facility regulation as well as 
the evolution of the industry itself. 

Second, several levels of field analysis and data collection 
were undertaken. Air quality monitoring, on-site traffic counts, 
queueing and service times, and arterial traffic counts were 
simultaneously obtained at three typical drive-up facilities in 
the city of Tucson. The sites were monitored for a typical 
midweek business day during November 1990. Air quality 
data were collected by Pima County's Department of Envi
ronmental Quality , using a mobile monitoring van. Traffic 
counts were obtained into and out of the facilities , as well as 
on adjoining streets. An on-site observer monitored customer 
arrival, service, and departure times at the various facilities . 
The field data were analyzed to help determine the magnitude 
of air quality impact and the amount of traffic generated by 
the various facility types. The field studies also included gath
ering service time data at several other types of businesses. 
This information was used to help understand how various 
drive-up facility designs and services impact vehicle idling 
time . 

Third , we obtained information from the drive-up industry 
about service goals , trends in technological innovation, and 
related background information . This effort included tele
phone discussions with local and corporate spokesmen for 
Burger King and McDonald's, as well as review of industry 
publications. 

A mail-out survey of drive-up facility regulations was also 
conducted. More than 70 surveys were mailed out to a variety 
of municipalities throughout the United States. More than 40 
surveys were returned and analyzed. 

BACKGROUND: AUTOMOBILES AND AIR 
POLLUTION 

The use of the automobile is directly responsible for a major 
portion of the air pollution problem in major metropolitan 
areas, including the Tucson region. The pollutants of concern 
include carbon monoxide (CO), nonmethane hydrocarbon 
(NMHC), sulfur oxides (SO.), nitrogen oxides (NOx), lead 
(Pb), and particulate matter 10 µm or less in aerodynamic 
diameter (PM 10). Ozone (03) is also a major concern, but it 
is a secondary pollutant formed by NMHC and NOx in the 
presence of sunlight and is not directly emitted in auto ex
haust. All of these pollutants are generated by transportation 
vehicles including cars , trucks, trains, and aircraft. Private 
vehicles (cars and light-duty trucks) are the greatest contrib
uting factor to several of these pollutants (1,2). Most signif
icant to this study are CO and PM10• These two primary 
pollutants have caused the eastern Pima County air shed to 
fall out of compliance with national air quality standards. Pima 
County and the city of Tucson are generally in compliance 
with all other national standards. 

The automobile produces differing levels of CO and PM10 

under various operating modes and driving conditions . For 
example, CO concentrations can become excessive whenever 
a large number of vehicles are operating in a given location. 
This can happen in very slowly moving traffic during periods 
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of congestion , and at signalized intersections. Vehicle idling 
also occurs at other locations, such as parking lots , service 
facilities, and drive-up lanes . PM10 includes microscopic dust 
particles from vehicle braking systems, tire wear, and engine 
exhaust. In the Tucson area, dust is created about equally by 
natural sources and transportation systems. The vortex of a 
moving vehicle causes surface dust to become airborne, or 
reentrained, resulting in impairment of visibility and potential 
hazards to health at high concentrations. The amount of dust 
produced by vehicles in motion is proportional to vehicle 
speed, particularly on unpaved surfaces. Since this study ad
dresses drive-up facilities where vehicle speeds are less than 
5 mph on paved surfaces , PM10 is not a major concern. There
fore, from an air quality perspective, CO is the principle 
pollutant of concern and will be emphasized throughout this 
study. The study looks only at the atmosphere outside the 
vehicle, so CO concentrations inside vehicles or drive-up es
tablishments are excluded. 

HISTORY OF DRIVE-UP FACILITIES 

Drive-up restaurants and banks became increasingly popular 
in the 1970s, although their use has been traced back to the 
1930s (3). Drive-up windows are popular because they offer 
perceived speed and convenience compared with parking a 
vehicle and entering a business for specific services. A wide 
range of businesses and public sector services are provided at 
drive-up windows. Banks, restaurants, liquor stores , laun
dries, and other private businesses rely on drive-up operations 
for a major portion of their revenue. Public sector drive-up 
services, such as vehicle registration, emission testing , and 
postal services have been used with great public acceptance . 
Drive-up facilities have become a recognized part of the 
American lifestyle. 

TRENDS IN DRIVE-UP FACILITY USE 

More and more businesses are using drive-up facilities to re
main competitive. Several national fast-food restaurant chains 
have improved the design of their facilities by providing sep
arate menu boards and pay windows in addition to the nec
essary service window . This trend has allowed faster service 
times and a greater proportion of business revenue to be 
generated through the drive-up window. Emerging technol
ogies , such as radio communication and interactive video , are 
also being incorporated into drive-up design. The convenience 
and speed demanded by the customer has resulted in some 
businesses establishing service time goals. For example, Burger 
King and McDonald's have target service times of 90 sec or 
less. The trend towards more and faster drive-up services is 
apparent, both in the literature and the marketplace. 

Emerging technologies may have an important influence 
on how, when, and where we travel in the future. A recent 
report announces a new petroleum refining process that re
duces automobile air pollution by a third (4); oil companies 
encourage the public to drive less and carpool (5) ; and vehicle 
manufacturers are marketing the next generation of fuel
efficient vehicles. Telecommunications already allow us to 
conduct business without traveling, and mobile communica-
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tions make it possible to be more productive while traveling. 
Vehicle guidance and navigation systems will help increase 
highway capacity and improve traffic safety (6) . These tech
nological trends will continue, resulting in an even more mo
bile society. The role of drive-up businesses is expected to 
increase, not diminish, as service becomes faster and mobility
enhancing technologies are implemented. 

The recently adopted Clean Air Act Amendments of 1990 
are already having a marked effect on urban planning, vehicle 
manufacturing, and fuel refining (7). Emission standards for 
light-duty vehicles have become more stringent, and the use 
of alternative or oxygenated fuels is mandated for some areas. 
As automobile usage increases, vehicles are becoming si
multaneously "cleaner." The net result is that levels of carbon 
monoxide, overall, are improving in Tucson, and probably 
will continue to improve over the next 10 years until offset 
by rising regional vehicle miles of travel. This same phenom
enon could also occur in larger, more severely polluted cities. 

AIR QUALITY MODELS AND LAND USE 
CONTROLS 

This section of the study addresses current computer models 
and the relevant land use controls exercised by other com
munities. Computer models are useful for estimating aggre
gate emissions or emission concentrations near stationary or 
mobile sources. This section emphasizes mobile source emis
sion models applicable to slow moving traffic in urban areas, 
similar to traffic conditions at drive-up facilities. 

Air Quality Models 

Air quality models primarily include computer-based algo
rithms developed by governmental agencies or private soft
ware vendors . Air quality models, however, may also include 
simple manual calculations, as described in the literature. 
Computer models must rely on a set of assumptions about 
emission rates, dispersion methods, and physical processes 
affecting ambient air quality levels. Generally, the models are 
defined as numerical, Gaussian, statistical , or physical (8) . 
Numerical models are extremely complex and use a finite 
element approach to estimating downwind pollution concen
trations. These models are computationally rigorous, there
fore, not utilized often. On the other hand, Gaussian models 
use a simplifying assumption that the pollutant plume is trans
ported according to a normal distribution . This assumption 
greatly simplifies the computational process at the expense of 
theoretical precision. Virtually all models approved by the 
EPA for regulatory and screening purposes are Gaussian dis
persion models. Statistical and physical models are used for 
special studies, not for routine analysis. 

Project analysis for mobile source emissions of carbon mon
oxide should include preliminary screening techniques. If pre
dicted concentrations using these techniques exceed the am
bient air quality standards, then more refined techniques should 
be used to determine compliance with the standards. CALINE3 
is the preferred model when refined analysis is required. A 
newer release of this model, called CALINE4, is also avail
able, but it has not yet been approved by EPA. For free-flow 
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sources, the latest version of mobile source emission factors 
available from the model MOBILE4 is required as input to 
CALINE3, and for interrupted flow sources , such as signal
ized intersections, procedures to calculate mobile emission 
factors are contained in other EPA guidance documents. Point 
and area sources are modeled using algorithms other than 
CALINE3. 

Proprietary models are available from several private ven
dors . These models, however, vary little from the EPA models. 
Private vendors frequently obtain the public domain software 
and modify the software to make it more user friendly. Mod
ifications typically include simplification of model input pa
rameters, simplified file maintenance algorithms, and addition 
of screen graphic and printer output options. The costs of 
proprietary models are significantly higher than the public 
domain models, often by a factor of 10 to 20. Proprietary 
sources, however, can provide training on the use of these 
models which may not be available from public agencies. 
Proprietary models are as acceptable for regularly and screen
ing purposes as the public domain version of the same models. 

Research has recently been undertaken to evaluate the ef
fectiveness of carbon monoxide models in the urban environ
ment (9-11). There is some agreement among researchers 
that (a) the models tend to underestimate actual pollutant 
concentrations, (b) the models are difficult to calibrate with 
field data, and (c) the models tend to oversimplify the impact 
of meteorological conditions on the location of highest con
centration downwind of an intersection. 

Current Regulation of Drive-Up Facilities 

For this study, we conducted a survey of other community's 
regulatory practices. The survey was distributed to more than 
70 cities throughout the United States, but emphasized the 
Southwest. The surveys were mailed to cities ranging in size 
from 50,000 to 1,000,000 residents . Approximately 42 surveys 
were returned. The univariate results of the survey are tab
ulated in Figure 1. A multivariate analysis was also conducted, 
though not tabulated herein. The high response to the survey 
indicates that there is a significant interest in the regulation 
of drive-up facilities . This is also substantiated by the 92 per
cent of the respondents requesting a copy of this final study. 

Almost one-third of the cities enforce some kind of specific 
drive-up business regulation, yet almost none requires an air 
quality impact study. Current regulations of drive-up busi
nesses are generally not a response to local air quality prob
lems. Most cities that currently have drive-up regulations feel 
that the regulations are ineffective. Those that feel their reg
ulations are effective generally have special zoning ordinances 
for drive-up facilities, whereas regulations considered inef
fective are general, governing all types of development . It 
can be concluded that effective regulation of drive-up facilities 
should (a) be specifically directed to drive-up uses, (b) include 
site design guidelines, and (c) include a development review 
committee process. 

FIELD DATA COLLECTION 

This section of the study describes the field data collection 
effort and presents the results of this effort. 
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I. BACKGROUND 

C. Air Quality Status: Please indicate your community's compliance with National Ambient 
Air Quality Standards. 

Pollutant Compliance Noncompliance Don't Know 

CO (carbon monoxide) (18) 42% (13) 30% (12) 28% 
PM 10 (particulate matter) (18) 42% (10) 23% (15) 35% 
NOx (nitrous oxides) (25) 58% (3) 7% (15) 35% 
SOx (sulfur oxides) (25) 58% (2) 5% (16) 37% 
03 (ozone) (16) 37% (12) 28% (15) 35% 
Pb (lead) (24) 56% (1) 2% (18) 42% 

II. DRIVE-UP FACILITY REGULATIONS 
A. Does your community enforce special planning, analysis, or design requirements on 

drive-up facilities? Yes NO 

(27) 63% (16) 37% (If No, Skip to F) 

B. Which of the following do you Don't Know or 
require? Yes No (no response) 

Air Quality Impact Study (1) 2.0% (21) 49.0% (21) 49% 
Design Review Committee (20) 46.5% (8) 18.5% (15) 35% 
Noise Impact Study (2) 5.0% (18) 42.0% (22) 51% 
Queueing Analysis (17)40.0% (10) 23.0% (16) 37% 

c. Do you have a special section of your 
zoning or development code Don't Know or 
addressing drive-up facilities? Yes No (no response) 

(17) 39.5% (15) 35% (11) 25.5% 

D. Approximately when were these regulations adopted? 
1950 = Earliest 1980s = 11 
1960s = 4 1990s = 2 
1970s = 2 Most were adopted in the mid- to late 1980s. 

E. Are your drive-up facilities regulations 
generally effective, and not in need of Don't Know or 
revision? Yes No (no response) 

(13) 30% (14) 33% (16) 37% 

F. Are you currently considering Don't Know or 
adopting new regulations? Yes No (no response) 

DI. FURTIIER INFORMATION 

B. Indicate whether you would like a 
copy of the final study . 

FIGURE 1 Survey results. 

Multifaceted Collection Plan 

A multifaceted field data collection effort was utilized to 
help quantify air quality impacts of three typical drive-up 
facilities in the Tucson area. The data collection effort was 
also used to evaluate whether monitoring a drive-up facility 
is a practical method of enforcing site-specific air pollution 
regulations using locally available equipment. Concurrent data 
were collected for carbon monoxide and meteorological con
ditions, on-site traffic, queueing/service data, adjoining ar
terial traffic volumes, and ambient carbon monoxide back
ground concentrations. Data were collected in December 1990. 
These data were collected in a joint effort by the City of 
Tucson Department of Transportation, Pima County Air 
Quality Control District (PCAQCD) and the project con
sultant. The three sites selected include a fast food restaurant, 
a bank, and a vehicle emissions testing facility. The selected 
businesses and their locations are considered typical of the 
Tucson area. The emissions testing facility was included to 

~~~~~~~~~~~~~~~~ 

(14) 33% (27) 63% 

Yes No 

(40) 93% (3) 7% 

(2) 5% 

Don't Know or 
(no response) 

(0)0% 

help demonstrate that some public and quasi-public services 
are also provided on a drive-up basis. The sites were also 
selected because of their physical orientation allowing on-site 
parking of the PCAQCD van, adequate electrical outlets, ease 
of observation of the drive-up lane operation, and the co
operation of the facility manager. 

The van was placed 100 to 400 ft from the drive-up lane, 
and CO data were collected at each site for 12 to 24 hr. The 
van was equipped with a single Monitor Labs 8830 infrared 
CO monitor, a Sumx 445 data logger, and a Linear 156 strip 
chart recorder. The CO sample inlet was located approxi
mately 9 ft above ground level. Wind speed and direction 
were monitored at 13 ft above ground level. Air temperature 
inside the van was monitored to assure calibration of the 
equipment. Outside temperatures were obtained from the 
National Weather Service and the ACQD's permanent mon
itoring sites. For each site, a field visit and coordinating meet
ing with the facility manager or owner were conducted prior 
to data collection. 
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FIGURE 2 Field data summary: fast-food restaurant. 

Typical results of the data collection efforts are shown in 
Figure 2. This exhibit contains time-based data regarding: (a) 
the number of vehicles queued at the fast-food facility, (b) 
the CO concentration measured at the site, and (c) the back
ground CO concentration recorded at a permanent monitor
ing site several miles away. 

The CO concentrations recorded at the sites are less than 
9 parts per million (ppm), much Jess than the national stan
dard of 35 ppm for 1-hr exposures. A graphical analysis ap
proach using superposition of the data has been used. This 
technique is similar to an approach used by EPA (12-14). 
Although the data collection effort went smoothly, interpre
tation of the data shows little, if any, correlation between the 
amount of traffic through the drive-up facility and the CO 
level detected at the monitoring van. The major difficulties 
with this effort included: (a) variable winds that shifted the 
concentration point away from the single CO monitor at the 
sampling van, and (b) the low concentration of CO being 
emitted by vehicles in queue, as well as very low ambient 
levels of CO. The finding that measured CO concentrations 
do not correlate well with field observations of the emission 
source, although a disappointment in light of the amount of 
effort to collect the data, has also been concluded by others. 
For example, EPA (8) states that 

calibration of short-term models is not common practice and is 
subject to much greater error and misunderstanding. There have 
been attempts by some to compare short-term estimates and 
measurements on an event-by-event basis and then to calibrate 
a model with results of that comparison. This approach is severely 
limited by uncertainties in both source and meteorological data 
and therefore it is difficult to precisely estimate the concentration 
at an exact location for a specific increment of time. Such un
certainties make calibration of short-term models of questionable 
benefit. Therefore, short-term model calibration is unacceptable. 

The findings of independent researchers are also consistent 
with this EPA viewpoint. 

It can be concluded that the air quality monitoring approach 
used here is not a viable tool for enforcing locally adopted 
emission regulations at drive-up facilities. A much more so-

phisticated (and more expensive) approach using numerous 
monitors and extensive on-site traffic data collection would 
be needed. Drive-up facility regulation would be more effec
tive in the form of site design and performance standards 
rather than the establishment of incremental emissions levels 
contributed by drive-up operations. Physical site constraints, 
variable meteorological conditions, the limitation of moni
toring equipment, and the cost of data collection simply pre
clude site-specific monitoring as a realistic regulatory tool. 

Industry Data 

Personal communication with spokesmen of McDonald's and 
Burger King yields important insights into the fast-food busi
ness as well as the use of drive-up facilities. The industry is 
highly competitive and some of the major corporations have 
established service time goals that generally range from 90 to 
120 sec from arrival time to departure time (15,16). To help 
improve service time, new technologies and architectural de
sign strategies have been incorporated into drive-up facilities. 
The single-window design of the 1970s has evolved to a two
window (pay/pick-up) system with a separate menu board. 
This design allows speed of service during peak hours, and 
flexibility to operate with only one window open during lesser 
demand periods. State-of-the-art drive-up lanes provide ser
vice times, according to our field study, as quick as fifteen 
seconds. Industry spokesmen claim that video technology will 
be introduced into the next generation of drive-up facilities. 
This will allow "face-to-face" communication between patron 
and server that will minimize mistakes in order preparation. 

The drive-up industry goal of quicker service time is con
sistent with any proposed regulatory program to minimize 
vehicle idling. However, the industry also attempts to site 
their businesses at high traffic locations. These locations also 
tend to be CO hot spots. Introduction of additional idling 
vehicles at already congested locations may be counter pro
ductive. This consideration must be weighed against the hours 
of peak air pollution at a given location. According to the 
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spokesmen, the busiest time for drive-up restaurants is at 
lunch-that is, from 11:00 a.m. to 1:00 p.m.-and again after 
5:30 p.m. for dinner. Drive-up financial services peak in the 
midafternoon. Therefore, industry data indicate that service 
time goals of 1 Yz to 2 min generally support environmental 
goals, whereas the desire to locate drive-up businesses near 
congested intersections does not. 

Traffic Queueing Data 

The analysis of the queueing portion of on-site traffic data 
collected for this study is identified in Table 1. It is evident 
that the national fast-food chains attempt to provide quick 
service in an effort to conform with their service goals. How
ever, fewer than 20 percent of the customers were served 
within 90 sec and fewer than 30 percent were served within 
120 sec. The peak periods identified by major fast-food in
dustry spokesmen were verified by field observations. The 
maximum wait observed was 26 min in a line of 14 waiting 
vehicles at the emission testing station. The queueing/service 
discipline utilized at a specific site has a correlation with an
ticipated service time. Fastest service can be offered by the 
menu board/two-window system for already-prepared food. 
The range of service times at drive-up banking windows is 
highly variable depending upon the services provided. Busi
nesses which use a single-window system for food items pre
pared on request can take the longest amount of time. 

Results of Data Collection 

Based on graphical interpretation and linear regression anal
ysis, there is little observed correlation between the measured 
CO concentration and the amount of vehicle idling occurring 
at the various drive-up facilities. As mentioned previously, 
this is attributable to the low emission rates generated at the 
facilities, overall low CO concentrations, and the variability 
of wind direction limiting measured impact at the sampling 
van. Other elements of the data collection phase provide in
sight about trip generation rates at drive-up facilities, average 
service times and peak hours of service as these factors occur 
in the Tucson metropolitan area. The calculated trip gener-

TABLE 1 On-Site Traffic Data 

Sire Business Type of Queue• 

Valley Bank Financial One-to-Many 
Emission Testing Govt Service One-to-Many 
Burger King Fast Food 2-Window/MB 
Liquor Store Liquor 1-Window 
KFC Fast Food 1-Window/MB 
Hardee's Fast Food 1-Window/MB 
Dairy Queen Fast Food 1-Window 
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ation rates are within the range of expectation of the ITE's 
Trip Generation handbook (17). 

The evaluation of average ,service times can be related to 
both air pollution and energy consumption using a break-even 
analysis. This analytic approach relates the mass of CO emit
ted by a vehicle under hot start conditions with the time 
needed for an idling vehicle to emit the same mass of CO. 
Such an analysis is dependent on the vehicle fleet using drive
up facilities (generally passenger cars and light-duty trucks) 
and the air quality models used to estimate emission char
acteristics of that fleet. A range of break-even times can 
be established using a range of reasonable model input 
assumption. 

For the 1990 vehicle fleet, the minimum break-even point 
for equal level of CO emission under the drive-up versus the 
park and enter scenarios has been calculated based on an 
incremental hot start emission rate of 15 g using EMFAC7D 
and idle emission rate of 147 and 423 grams per hour using 
EMFAC7D and MOBILE4, respectively. For CO, the pri
mary concern of this study, the break-even range is approx
imately 2 to 6 min (K. D. Drachand, California Air Resources 
Board, unpublished data). Similarly, this compares with the 
average service time measured by this study at some of the 
project sites. 

It can be concluded that an efficiently run drive-up lane 
(i.e., one that provides service in less than two minutes) pro
duces less carbon monoxide than if a vehicle was stopped and 
restarted. This conclusion is generally consistent with those 
cited in the literature. Most of the observed service times, 
however, were within the 2- to 6-min break-even point range. 
For the observed facilities, the net impact on air quality is 
elusive. 

An additional consideration in the break-even analysis is 
the effect of technological changes in the vehicle fleet. The 
estimates cited here are for the 1990 California fleet. A similar 
analysis for the 1995 California fleet results in longer break
even times because idle emission rates for this fleet are lower. 
The results of the break-even analysis are sensitive to factors 
such as inspection and maintenance programs, fuel oxygen
ation, and the composition of the vehicle fleet, among others. 
Care must be used in developing and applying break-even 
analysis for a specific location. 

Service Tune 
(sec) 

Min Max Std Dev Observations Average 

50 1,065 201 201 399 
180 1,575 236 212 366 
55 450 75 100 154 
65 295 150 10 176 

145 430 153 3 320 
74 180 33 12 lll 

115 340 95 7 218 

• The delinitions of queuing disciplines are as follows: 
MB - Menuboanl 
One-to-Many - One wait lane discharges to many service windows. 
I-Window - A single window is used to take the customer's onler, receive payment, and serve the onler. 
1-Window/Menuboanl - Service is ordered at menuboanl; payment and product are exchanged at the 
service window 
2-Window/Menuboard - Service is onlered at a menuboanl; payment is made at the first window; service 
is provided at the second window. 
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From an energy conservation perspective, a break-even 
analysis can also be conducted. The amount of fuel consumed 
during an average 2-min service time cycle is approximately 
0.02 gal (18,19). This compares with a consumption of ap
proximately 0.002 gal under the stop/restart scenario . It is 
apparent that approximately 10 times more fuel is needed to 
use the drive-up lane than to park and enter a business , pri
marily because restarting an engine relies on battery power, 
not gasoline. The amount of additional gasoline consumed in 
drive-up service lanes is not considered an important issue 
during times of abundant petroleum supply. More air pollu
tion in the form of carbon monoxide could be created if use 
of drive-up lanes were restricted in an effort to conserve fuel. 
The characteristics of today's vehicles and drive-up operations 
have lead to an apparent conflict between public air pollution 
and fuel conservation policies . Energy conservation and con
tingency programs currently emphasize supply problems, not 
air pollution levels. 

RECOMMENDATIONS AND CONCLUSIONS 

The community survey and data collection efforts, as well as 
the many sample regulations obtained from other cities, pro
vide significant insight and policy guidance. The city currently 
has no specific drive-up facility regulations, design guidelines , 
or mechanisms for review by city staff. Tucson currently com
plies with the NAAQS and is expected to remain in compli
ance in the foreseeable future. However, the region is offi
cially designated as a CO nonattainment area by the EPA 
primarily because recertification as an attainment area has 
not been requested by local officials. The study effort leads 
to a series of recommendations regarding air quality main
tenance and planning, site design guidelines, and agency 
review. 

Overview of Study Results 

This study provided needed information about the current 
operation, use, and air quality impacts of drive-up facilities. 
The results are summarized here as a preamble to the rec
ommendations and concluding remarks. 

1. Field measurement is not an effective means of deter
mining the level of CO air pollution generated by a drive-up 
business. Ambient CO levels vary throughout the day, as do 
wind speed , wind direction , and traffic on nearby streets . The 
high variability of pollution sources and meteorological fac
tors makes separation of source variables extremely difficult. 
The amount of pollution associated with operation of a drive
up facility can not effectively be measured in the field under 
real world conditions. 

2. Computer modeling can be used to estimate pollution 
levels at drive-up facilities. The accuracy of current models 
is uncertain and model output represents an approximation 
of actual emission concentrations. Appropriate EPA
approved models currently include CALINE3 using 
MOBILE4.l (adjusted for fuel oxygenation) as emission fac
tor input. 
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3. Many communities successfully regulate the design and 
location of drive-up businesses, although not primarily for 
reasons of air quality. The most successful approach , accord
ing to the community survey, is adoption of a specific drive
up business ordinance and design review process. None of the 
communities responding to the survey prohibit drive-up busi
nesses entirely, although some prohibit drive-up businesses 
in congested areas or in sensitive neighborhoods. 

4. The use of drive-up facilities can produce less carbon 
monoxide pollution than the park-and-enter alternative, if the 
service time is less than the approximately two minute break
even point. Conversely, the park-and-enter alternative uses 
only about one-tenth the fuel required for the average drive
up operation. These relationships will undoubtedly change as 
technological advances in engine efficiency, zero emission ve
hicles, and cleaner fuels are introduced. 

5. The traffic impacts of drive-up facilities are difficult to 
assess because only limited data are available. Applications 
of standard traffic engineering techniques are limited because 
on-site distribution of customers to park-and-enter and drive
up services has not been well documented in the literature. 
Further, the amount of pass-by and diverted linked trips has 
not been adequately quantified for the broad range of drive
up services. 

Drive-Up Facility Design Guidelines 

Effective drive-up facility planning includes consideration of 
many design elements . The city currently has no specific reg
ulations for drive-up facilities , and should develop its own 
guidelines or ordinances based on local need and the success 
of other communities. The following recommendations will 
help attain this goal. 

• Prepare site planning and design guidelines that regulate 
access, circulation, traffic impacts, location , noise , odors, 
lighting, and other elements important to the community . 
These guidelines should be advisory and made part of the 
design review process. The sample regulations obtained from 
other communities for this study, ITE guidelines, and the 
resources cited herein provide adequate guidance for this 
purpose. 

• Because of the localized effects of carbon monoxide, air 
quality modeling should only be required for proposed facil
ities at critical locations, and not indiscriminately required of 
each proposed drive-up establishment. 

• The regulations and review processes should be evaluated 
for their effectiveness on a periodic basis, and revised to re
flect changes in technology, air pollution regulations, or com
munity need. 

Drive-up facilities are an expected part of the urban ex
perience. They provide convenience, and efficient drive-up 
lanes (those with less than 2-min service times) create less 
CO, yet use more gasoline than the park-and-enter alterna
tive. Site design guidelines can help provide more efficient 
drive-up operations. Adoption and implementation of appro
priate design guidelines and air quality analysis procedures 
should be viewed as mutually beneficial to businesses and 
regulatory agencies . Additional research is needed regarding 
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how the location of drive-up businesses along major arterials 
detracts from highway capacity. This interrelationship may 
actually be more significant than the design of the site itself 
because diminished arterial highway capacity increases 
congestion, which in turn, increases CO emissions and the 
need for highway improvements. 

The findings of this study reflect conditions in the Tucson 
metropolitan area, and are subject to the uncertainty inherent 
to the use of air quality models. Recommendations and con
clusions of the study may be valid in other regions after careful 
consideration of local needs and conditions. 
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Finland's Highway and Traffic Museum: 
Preserving the Nation's Transportation 
Legacy 

PENTTI ELONIEMI AND ANTTI T AL VITIE 

The Road Museum in the Finnish National Road Administration 
(FINNRA) is described. The Road Museum is a museum that 
preserves culturally, socially, or technically important historical 
bridges, road sections, and ferries in their natural settings. The 
Road Museum at FINNRA celebrated its 175-year anniversary 
in 1974. So far, 54 road and bridge sites have been selected as 
museum displays . The number of sites will be increased slowly. 
The sites are marked on highway maps, and there is a short history 
on display in four languages at the location. A museum building 
will be erected to exhibit road construction and maintenance 
equipment and to feature culturally important road-related events. 
It is shown that keeping historically significant road sections and 
bridges in original form as objects for historical study is a concrete 
way of preserving a country's historical memory. The paper briefly 
relates the modest history of road transportation in Finland to 
her history. Finland's written history is young, and writings sur
viving from before the 12th century are scarce, even though peo
ple have lived there for at least 9,000 years. The history of road 
transportation in Finland should not be looked at in comparison 
with the accomplishments of ancient civilizations. 

On the 175th anniversary of the Finnish National Road 
Administration (FINNRA) in 1974, a motion was made to 
create a Road Museum in Finland. Since then sections of 
roads and old bridges have been preserved or restored, and 
machines, implements used in road construction or mainte
nance, and historically interesting highway materials have been 
set aside for road museum use. The museum building will be 
opened in Kangasala near the city of Tampere on June 12, 
1992. A plan has been made for future buildings in the area . 
The main idea is to create a road and traffic museum with 
enough room to add a car museum later. 

At present the Road Museum has a small staff. In 1988 a 
foundation was formed to support the project financially. The 
Road Museum has a small permanent show in FINNRA's 
central administration building in Helsinki. The museum has 
published studies about its mission to preserve the history of 
road and bridge construction in Finland. 

So far 34 bridges and 20 road sections have been selected 
as museum display sites . The number of displays will be in
creased gradually. The displays will be marked on highway 
maps and with signs along the roads on which there will be 
a short history of the display in four languages. 

P. Eloniemi, Department of Highway Construction Maintenance, 
Finnish Highway Administration, Helsinki, Finland SF-00521. A. 
Talvitie, Viatek Group, Pohjantie 3, Espoo, Finland 02100. 

DEVELOPMENT OF ROADS AND ROAD 
NETWORK IN FINLAND 

"The road, be it a stony path, a dirt road or a multilane 
freeway, is a part of the landscape where nature and culture 
meet" (P. Fogelberg, poet) . 

Before 1100 

There is a common misconception that waterways were the 
only prehistoric traffic routes. But, according to new research, 
traffic routes by land are much older than previously thought. 
The first roads appear to have developed from simple paths 
that were cleared to make traveling easier. Heavier loads were 
pulled on a litter or a sled. Ancient burial grounds show some 
signs that horses were ridden and used as beasts of burden as 
early as the fourth century (about 300 A .D .) in Finland. 

The oldest and most famous ancient road in Finland is the 
Giant's Road in Pohjanmaa, a county in western Finland. The 
Giant's Road dates to about 600 A.D . It is a ritual road 540 
m long that is paved with large stones. The road connects two 
hills, both of which are ancient burial grounds (Figure 1). 

The oldest prehistoric road still in use is the so-called Harne 
Ox Road, which connects the cities Turku and Hameenlinna 
(Figure 2) . It dates to approximately 800 A.D. and is roughly 
170 km long. Most of the road is still in use , though basically 
as a private road . The Ox Road kept the same basic direction 
from the Middle Ages up until last century. Its alignment is 
not the shortest path between the two cities, but because of 
the terrain it is the best route. During the Middle Ages the 
road also connected many economic and government centers. 
The road was built specifically for long-distance travel. An
other road branches off the Ox Road at its southwest end; 
this road is called the Devil Road. 

Swedish Period, 1100-1809 

At the end of the prehistoric period, roads were beginning to 
be built to suit the needs of the Sweden-Finland government. 
Bridges were also built over some of the more important 
waterways. The rivers in the southwestern part of Finland 
were rough and full of rapids, making them difficult to travel 
by. Therefore, by the time of the Middle Ages, roads had 
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FIGURE 1 Some historical roads in Finland. 
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FIGURE 2 Harne Ox Road. 

become more important than waterways. The roads were di
vided into highways and local roads (using modern terms). 
The medieval road network connected forts (or castles), which 
were the government centers. According to a list made in 
1556, eight roads formed the trunk road network. These roads 
were used basically for government and military purposes. 

The most important medieval road was the Uusimaa Coastal 
Road, which went from Turku along the coast all the way to 
Viborg, now a Russian city. The road was in use during the 
14th century, but it was not firmly established until the 16th 
century. This road already had a great deal of traffic during 
the Middle Ages. A 35-km section of the road near the eastern 
border has been selected as a museum display site. This sec
tion of the road is also culturally important, because a noted 
Finnish composer, U. Klami (1900-1961), lived on it. An
other section, Fagervik Road, has also been selected as a 
museum site. 

By the end of the 16th century, at the latest, there were 
more roads than what was on the historic list. A good example 
is the route from Turku to Sweden over the Finnish archi
pelago. This very important route was named the Great Mail 
Route or the Archipelago Route. In 1638 it became Finland's 
first mail route. 

Duke Juhana, who ruled from 1568 to 1592, made a trip 
by horse-drawn carriage in 1562 in returning to Turku from 
his honeymoon in Poland. Duke Juhana was the first of the 
Swedish kings to give orders, in 1587, to make the roads good 
enough for carriages. The long wars in which Sweden-Finland 
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was involved in the 16th century slowed the development of 
the roads. 

In the 17th century, when Sweden-Finland was a major 
power, the road network in northern, inner, and eastern Fin
land was expanded. The new roads were necessary because 
the population began spreading, and the kingdom gained more 
land in Karelia. It was during this period that the coastal road 
from Korsholma Castle to northern Sweden was built. When 
the Kajaani Castle was being built, it caused the need for a 
road from a northern city of Oulu east to Kajaani. In the 
beginning of the 17th century the government gave numerous 
orders to make roads fit for travel by carriage. 

At the turn of the 17th century, there were many wars and 
many bad harvests; horses almost became extinct. Traffic growth 
retarded dramatically. During the Russian occupation in 1741-
1743, the building of the Karelia Road was ordered; a section 
of this so-called Varna Road has been selected as a museum 
site. 

Toward the end of the 18th century many new roads were 
built in inner and eastern Finland. An example of a road from 
this period is the scenic Ruovesi Road in northern Harne. 
According to maps this road has existed since the 1790s or 
earlier. The 26-km road is still beautiful with all its hills and 
curves. The older parts of the road used to be a part of and 
complete a waterway system. These roads in inner Finland 
were primarily church roads. A four-layer stone structure has 
been found through archeological excavations in a swampy 
section of the Ruovesi Road. The unusual structure has been 
determined to be some sort of bridge. 

Much Finnish cultural history is a part of the Ruovesi Road. 
A famous 19th-century Finnish painter, W. Holmberg (1830-
1860), has painted many pictures about this road; Finland's 
national poet, J. L. Runeberg (1804-1877), wrote poems about 
this road when he worked as a private tutor in Ruovesi. The 
road has been proposed as a museum display site, but it has 
not been decided how much of the road will be left untouched 
when its reconstruction begins. Fewer than 9000 km of roads 
were built during the entire Swedish period. In 1807 the length 
of the road network was 9060 km. 

Russian Period, 1809-1917 

Road construction became important again when Finland be
came an autonomous Grand Duchy of the Russian empire in 
1808. During this time, decisions about roads were made in 
Finland, and most of the taxes that were collected in Finland 
also stayed in Finland. A budget was given by the state to be 
used for building roads. 

Because there were many famine years in the previous cen
tury, roads were built for pay in food. This was called relief 
work, and it sped up the construction of roads in Finland. 
Hunger and disease killed many relief road builders, and group 
graves were built along the roadside. Most of these roads 
were built in Lapland and northern Finland, though some 
roads were also built in southern Finland. Without this relief 
work road construction, it would have been almost impossible 
to connect traffic from northern Finland to the rest of the 
country. 

The Royal Rapid Clearing Administration (RRCA) was 
formed toward the end of the Swedish period in 1799. After 
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several name changes it finally became the present FINNRA. 
During the 1800s its offices were organized in a military fash
ion. At first FINNRA concentrated on waterways, but it was 
also responsible for government-funded road design and con
struction. One of the RRCA responsibilities included training 
foremen for general construction work. 

During the early years of autonomy, reconstructing old 
roads was RRCA's main job. Roads were straightened, ditches 
were dug, and road surfaces were leveled. Following the re
habilitation work, but still in the early part of autonomy, roads 
that helped road traffic and traffic from inland to coastal cities 
were built. A boom in road construction occurred between 
1826 to 1835. Altogether 1500 km of new roads were built, 
or about one-sixth of the length of the entire road network 
in 1809. This brought about a new stage to social develop
ment, especially in Pohjanmaa, the coastal area of the Gulf 
ofBothnia. Before this traffic had traveled along the riverside, 
or on the river, to the sea. 

Toward the end of autonomy and with the arrival of the 
railroad, most of the new roads were built to reach the railroad 
stations. In northern Finland some long relief work roads were 
built. During autonomy, information about winter roads
that is, roads opened only during winter on ice or frozen 
ground-was available in travel guides. The marked winter 
roads were usually more direct and much shorter than the 
normal roads. 

During the 1890s Finland saw its first automobile, and bus 
service began in 1905. The quality of the roads became quite 
important toward the end of the Russian period. In 1915 there 
were 31190 km of roads of Finland. Thus, more than 20 000 
km of roads has been built during autonomy. 

Early Independence, 1918-1939 

Soon after Finland gained its independence in 1917, the num
ber of cars increased dramatically. Long-distance traveling 
was shifting more and more to the roads, away from railroads 
and waterways. This shift was, of course, hampered by the 
fact that most of the roads were curvy, hilly, and bumpy. In 
the beginning road development was slow because the trans
portation ministry favored railroads. In the 1920s the gov
ernment was a little more favorably disposed toward auto
mobiles, though it was thought that cars were good only for 
the local transportation of goods and people. Even still, the 
roads in southern and central Finland were upgraded and 
made more suitable for automobile travel in the 1920s and 
early 1930s. 

During the early years of independence, two major plans 
were made by committees for the development of automobile 
traffic. The plans were made by the North Finland and Karelia 
Committee in 1928 and the Ministry of Transportation in 1933. 
Both plans were completed with surprising accuracy, despite 
the fact that the unemployment problem was still being han
dled as a relief work. This meant that roads were built where 
there were serious unemployment problems. 

According to the plans of the latter committee, 29 truck 
highways were to be built in Finland. These roads became 
the basis for a strong trunk highway network. Military strategy 
was also taken into account in planning of these roads. One 
of the more interesting relief work roads was the 20-km Raat-
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tee Road (Figure 1), which goes from an eastern community 
of Suomusalmi to the Russian border. During the famous 
Winter War of 1939-1940, a Finnish division totally destroyed 
two Russian divisions that had reached Suomusalmi by means 
of this road. The Raattee Road has been chosen as a museum 
display. 

The Arctic Ocean Road was constructed between 1916 and 
1933. Because of the importance of this road to Finland at 
that time, the level of service of the first section of this road 
had to be upgraded already in 1939. This 531-km road was 
considered to be the most gallant road of northern Europe. 
It connected Rovaniemi with Petsamo's Liinahamari port. 
During a brief period of peace in the Second World War, the 
armistice from 1940 to 1941, the Arctic Ocean Road was 
Finland's only access point to the rest of the world. The road 
was built so well that it resisted extreme arctic weather; after 
the war it did not even experience freeze and thaw problems 
like most of the other roads in Lapland did. The exploitation 
of the resources in Barents Sea has made this road important 
once again. 

World War II, 1940-1945 

World War II, which began in 1939 for Finland, seriously 
interrupted the growth of traffic and the development of traffic 
conditions. The war put FINNRA through a new test
FINNRA was responsible for keeping the transports mov
ing-that it passed with honors despite its small budget. The 
bad shape of many roads seriously affected warfare in some 
areas. 

Most new road construction took place in northern Finland. 
During the war only 667 km of new roads were built. The 
Germans built the 157-km so-called Arm Road, which con
nected Finland and Norway. FINNRA was occupied mainly 
with maintaining and rehabilitating roads. Most of the recon
struction took place in war areas and Karelia, which Finland 
had captured from Russia in the beginning of the war. 

During the "continuation war" (1941-1945) the road net
work was hit hard, especially in areas in which there was much 
military activity and evacuation of population. When the Ger
mans pulled out of northern Finland, they destroyed almost 
5500 km of roads. When the war was over, Finland's roads 
were in sad shape. During the spring thaw some large centers 
of population were left practically isolated from the rest of 
Finland. Almost the entire highway budget had to be used to 
rebuild the road network in northern Finland. Most of the 
road construction was also done there. The Germans had 
placed mines extensively when they left, which made the re
construction very dangerous business: more than 30 peo
ple were killed and more than 60 were injured during the 
reconstruction. 

ROAD SERVICES 

The inn system dates to the Middle Ages, when churches took 
care of the inns. According to the 1347 land law of Mauno 
Eerikinpoika (Mauno Erik's son, who ruled 1319-1374), there 
had to be taverns and inns along public roads. The distance 
between inns was 10 to 20 km. In 1649 came an additional 
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order to build separate rooms for royalty. Until now the houses 
had been peasants' houses, and people from higher classes 
usually stayed in churches and the like when they traveled . 
The innkeeper was to have good bedding, a decent kitchen, 
and plenty of horses and equipment. He could usually hire 
local peasants to be drivers. 

The inn system functioned well and was in good order at 
the end of the Swedish period in 1808. Steady improvements 
were made . At the beginning of the 18th century Finland 
switched to a stagecoach system. This meant that there had 
to be a certain number of stage horses and drivers ready every 
day, even if there were no travelers. After 1766 inns had to 
keep a diary into which travelers wrote their names and any 
other notes. This diary was then sent monthly to the governor 
of the land for inspection. Inns were built at the same time 
a road was built . A few old inns serve currently as museum 
cafes, a typical Arctic Ocean Road Inn in Nautsi is also still 
in existence. 

The transport service hit its peak in 1916-1917, but the 
automobile signaled the end of an era. According to the trans
port law of 1918, the new, independent state took over the 
system and begin to use automobiles. The last information 
on the transport service is from 1944. The old transport law 
was abolished as late as 1955. 

ADMINISTRATIVE DEVELOPMENT OF ROAD 
MAINTENANCE 

According to Mauno Eerikinpoika's Land Law of 1347, the 
construction and maintenance of roads was the responsibility 
of the land owner. Long roads were often the responsibility 
of communities. During the Middle Ages circuit judges in
spected roads. In the 16th century this job was transferred to 
special boards, and a special institution called bridge om
budsman was created in the 1800s. In 1892 road maintenance 
was given to the sheriffs office, which was given the "road 
master" as a technical helper in 1920. Even today the person 
responsible of a FINNRA's maintenance area is called road 
master. 

In 1921 all highway (state and county roads) maintenance 
was transferred to FINNRA. The upkeep of local roads was 
left to their users. Because of insufficient resources FINNRA 
often maintained only the more important highways. All other 
roads were left to be maintained by county governments, 
which, in reality, maintained the roads through the boards of 
rural counties. It wasn't until 1940 that the maintenance of 
all highways was taken over by FINNRA in fact. 

TECHNOLOGICAL DEVELOPMENT OF ROAD 
CONSTRUCTION AND MAINTENANCE 

Road Alignment 

According to instructions given in 1619, roads were to be built 
along ridges and other flat but strong land, and around larger 
rocks and hills. Being level and not having any hills were the 
two most important characteristics of roads during the 1800s. 
The maximum grade allowed was 10 degrees. New instruc
tions were given in 1910, according to which villages, houses, 
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and waterways were to be considered when planning road 
alignment. Consequently, roads were built heading straight 
to the narrowest point of a waterway, where the bridge was 
built perpendicular to it . Depending on the class of the road 
and the environment, the maximum grade was supposed to 
be 5 to 9 degrees. The minimum horizontal curve radius was 
set at 50 m. 

During the 1930s driving speeds began to increase, and the 
minimum radius was increased to 250 to 500 m; in the 1940s 
the suggested radius was further increased to 1000 to 2000 m. 
Aerodynamics and sight distances have been the basis for 
highway planning since the 1920s. 

Road Widths 

According to the previously cited land law, highways and 
bridges were to be 5.9 m wide and local roads were to be 
between 1.8 and 3 m wide. At the beginning of the New Age 
most roads in Finland were 3 m wide . FINNRA gave its first 
general instructions in 1917, according to which the width of a 
first-class highway had to be at least 5.4 m and of a local road, 
3.0 m. Bridges were to be built the same width as the roads. 

Road Substructure 

On ancient roads, swampy or soft ground was crossed using 
long wooden planks. During the Middle Ages, twigs were 
used to make the ground more firm. Later, stones were used
on the Ruovesi Road, for example . During the 1930s the most 
common way to increase a road's bearing capacity was to lay 
decks made of logs. 

Road Superstructure 

Plain dirt was first used as both the superstructure and the 
wearing surface. According to a law passed in 1734, public 
roads had to be raised and built in such a manner that water 
did not gather on the surface. The cross section had to be 
ridgelike , sloping. When traffic became faster and heavier, 
the dimensioning of the different structural layers became 
more accurate: different structural layers were adopted for 
use in 1910; dimensioning of layers has been done on the basis 
of the dynamic strain of wheels since the 1920s; and elasticity 
of earth materials was taken into account in the early 1930s. 

Technical advice was also given for materials of structural 
layers . At first the insulation layer against thaw was made of 
organic materials, but since the 1940s rough, homogeneous 
sand has been used. During the 1920s the subbase layer was 
made of materials that could freeze in the winter; during the 
1940s that was changed and nonfreezing materials were or
dered to be used. In the 1920s a bearing course was built on 
trunk roads. 

Cars have had, of course, the greatest effect on the devel
opment of wearing surfaces and pavements. In 1926 a short 
test road was made with a concrete pavement. At the end of 
the 1920s bitumen binding agents were being used ; in the 
1930s Finland switched to light asphalt (a cold-mix cut back 
asphalt) pavement. 
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Road Construction 

As late as the 1930s the road construction equipment consisted 
of manual lift equipment, block and pulley, water pumps, and 
cement mixers. Most freighting was done with horse-drawn 
carriages, even though trucks were already used for moving 
earth in the 1920s. 

Meticulous records were kept on input usage showing the 
man, horse, and car labor hours used in building roads. It 
wasn't until the end of the 1930s that trucks finally replaced 
horses. Steam rollers were put into use toward the end of the 
1800s. Pneumatic drills became common in the 1930s. 

Water was poured on heated rocks to split them. The use 
of gun powder on rocks dates to at least 1652. Dynamite was 
not used until the end of the 19th century; it was replaced by 
safer explosive materials in the 1920s. 

Summer Maintenance 

Road maintenance was done as needed early on, but the 
initiation of the "relay" service and the inn system led to 
regularly performed road maintenance. Roads were to be 
inspected twice a year, according to land laws dating to 1347 
and 1442. Roads and bridges were to be inspected regularly 
starting in 1635. 

A law passed in 1883 gave general instructions for the main
tenance of public roads. An instruction book from 1920 said 
that spring and fall maintenance was still enough but that 
damage that affected traffic had to be repaired immediately. 
Special road guards were hired for this job. Maintenance was 
handled as a contract job, according to laws passed in 1918 
and 1927. The contractors were usually persons who formerly 
were responsible for "roadkeep" so the quality of the work 
was the best possible. The road law of 1927 made it possible 
to give up the contract work system, but it was not until 1948 
that road maintenance was transferred entirely to the road 
administration. 

The growth of automobile traffic caused the dirt roads to 
become washboard very quickly. To prevent this, the wearing 
surface was usually made of clay-gravel mixture, which was 
bound with calcium chloride. The drawback of this new road 
surface was that it caused the roads to freeze; still a major 
problem in gravel road maintenance. Trucks were used in 
road maintenance already during the 1920s. In 1925 domest
ically manufactured road graders were taken into use. Before 
that roads were planned with horse drawn wooden or metal 
planes. 

Winter Maintenance 

Finland has had several types of winter roads, which were 
cleared and marked, since the beginning of time. "Normal" 
roads were not used for winter traffic until about the 17th 
century. In 1786 a law was passed stating that the person 
responsible for "roadkeep" had to also keep roads open dur
ing the winter. 

A new stage in the development of winter maintenance 
began in 1920s. In 1925 some highways were ordered kept 
open for auto traffic year-round. A 1927 law made it man-
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datory to keep all the highways open during the winter. Snow 
fences were used to protect the roads from snow drifts. Man
ufacturing of snowplows was started in 1926. With plows de
veloped in Finland and with powerful enough trucks it was 
possible to throw the snow off from the road. Scientific eval
uation of snow plows evolved also; the first test plowing was 
done in 1924. 

In 1939 a third of the highway network was kept open with 
motor vehicles and the rest by horses. When necessary some 
important maintenance connections were kept open with snow 
scooters as in the case of the Pallastunturi hotel. Keeping all 
public roads open for autos during the winter became standard 
procedure during the 1940s. 

Keeping highway lanes in good condition has been central 
to winter maintenance from the very beginning. During the 
first few years of the automobile, a 10- to 12-cm layer of snow 
was left on roads for sleds, but this was cut down to about 3 
cm in the 1940s. In addition to leveling the road surface, 
sanding hills was started in the 1930s. At first sanding was 
done by shovel from a truck, but during the war sanding 
machines replaced manpower. 

BRIDGE DEVELOPMENT 

"Two types of constructions, temples and bridges, show the 
technical and artistic skill of man from the beginning of time 
until this very day" (B. Kivisalo, professor of bridge design, 
Helsinki). 

Bridges in Finland are short, because of the terrain and 
shallow bodies of water. The largest bridge span in Finland 
is only 220 m long, and the longest bridge is only about 800 
m long. On the other hand, reasons of appearance have been 
pushing the bridge length upward. 

Swedish Period, 1100-1808 

The first regulations for building bridges were given in the 
Land Law of 1347. The more important bridges from the 
middle ages were connected with the castles and forts but also 
elsewhere there were important bridges. All of these bridges 
were made of wood. Bridges for carriage wagons were made 
by laying a few logs across the water, and then a few smaller 
pieces of wood across these. This is how modern composite 
timber deck bridges got their start. 

In Pohjanmaa, where the ground was soft, piers and sup
ports were log-formed stone-filled foundations. In order to 
get longer spans, king and queen posts and A-frame supports 
were developed. A man from Pohjanmaa was said to have 
built a suspension bridge over a river in 1682. A king-post 
bridge was most likely what was built. The road museum has 
selected a pile girder, a king-post, and several A-frame bridges 
as museum sites. 

During the 1600s bridges were built over the great rivers 
of Pohjanmaa. The floods are still a problem there today, but 
back in those days the bridges had to be taken down during 
the flood season for them not to be ruined. Because of this 
the bridges were mostly pile girder bridges. They were taken 
apart before the ice on the rivers melted and rebuilt after the 
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flood season was over. During the 1700s floating bridges at
tached to the shore were often built. 

Finnish bridge builders did not learn how to make stone 
arches until a large sea fortress in front of Helsinki was built. 
Arched bridges were made out of unshaped stones of different 
size, and without mortar. The bridge experts of that time 
period were officers who worked out of a special office . The 
oldest of these bridges is the Espoo mansion bridge, built on 
the Uusimaa Coastal Road in 1777, now a museum site. 

Russian Period, 1809-1917 

An intendent's office was created to design large bridges to 
replace the old ones destroyed by the 1808 war. The persons 
or agencies responsible for road construction did not always 
use these services; instead, they often had their bridges made 
by self-taught bridge master builders. A major problem with 
that was that usually the foundations were built poorly. In 
the beginning of the 20th century, foreign construction com
panies arrived in Finland. 

Timber was the main material used in bridge construction, 
even though stone pier supports became very common. The 
use of A-frame and king-post bridges increased. Finland's 
oldest remaining original wood bridge, the Etelakylii Big Bridge 
(a museum site), was built in 1837. Its span measurements 
are 18 x 18 x 19 x 18.5 m. 

During the 1800s two large arch bridges were built, whose 
arches were made out of bent boards. The older of the two, 
with span measurements 37.5 x 45 x 37.5 m, was finished 
in 1896. In the early 1900s, the Kuorikoski family, which was 
well known for building churches, built covered bridges in 
Pohjanmaa. The bearing structure of these bridges was a cross 
between A-frame and truss type structures. The church build
er's bridges were based on intuitive technical skills . No bridge 
drawings were made-the master builder explained how each 
part of the job was to be done. 

During the late 1800s, small stone arch bridges became 
common because of cement mortar. There were stone master 
builders all over Finland. The best-looking stone arch bridge 
is the Aunes bridge in Tampere, which was built in 1899, it 
has a span width of 19 m. Stone beam techniques were used 
in Pohjanmaa. In 1870 the 8-m Moykky bridge, planned by 
a vicar, was built. It resembles an A-frame bridge. 

Finland's first cast iron bridges were made during the con
struction of the Saimaa Canal in 1853. Two of these rolling 
bridges are still standing in the canal zone, rented by Finland 
from the former Soviet Union. With the railroad construction, 
Finland got its first "cooked iron" bridges . The Koria Bridge, 
which was built in England and meant for the Helsinki - St. 
Petersburg track, was taken into use as a road bridge in 1924. 

Carpenters from northern Finland had been working in 
Norway near the end of the century where they learned to 
build suspension bridges. The oldest suspension bridge is in 
Pohjanmaa, built in 1909 with a span width of 81.45 m. It 
took the village blacksmith a whole year to make the steel 
parts of the bridge. The bridge has been repaired , and is now 
a museum bridge. 

Finland's first cement factory was founded in 1877. Shortly 
afterwards the first concrete bridge, an unreinforced concrete 
arch bridge over the harbor railroad tracks, was built. The 
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oldest reinforced concrete bridge was built in 1911 in southern 
Finland . It is an arch bridge with a stiffened deck and has a 
span of 22.5 m. 

Early Independence, 1918-1939 

At first, most bridge construction was aimed at repairing bridges 
that were destroyed during the war. New bridges were not 
built until 1924. During the 1920s there was tough competition 
between choosing the timber and reinforced concrete bridges. 
Not until the end of the 1930s did concrete gain the upper 
hand , and the use of timber was almost discontinued. The 
number of stone bridges grew until the mid-1930s . Bridges 
with stone piers and supports were also considered stone 
bridges. 

Many reinforced concrete bridges were built during the 
beginning years of independence. An arch bridge over the 
Kokemaki river was built in 1918, using timber truss bridge 
supports left over from the war. Its free spans measured 24.9 
x 24.7 x 23.8 m. The Savukoski Bridge was built in 1926-
1927; it is the first cantilevered, one jointed arch bridge in 
the world. During the construction of the bridge a rope lift 
was made to help the transportation of building materials and 
scaffoldings. Both of these bridges are road museum sites. 
The Hessund bridge on the Archipelago Road was built in 
1937. Presumably it is still the largest stiffened reinforced 
concrete arch bridge of that type in the world. The main arch 
is 81.6 m long. No scaffoldings were needed to build this 
bridge. 

World War II, 1940-1945 

During the war , bridge construction was almost at a standstill. 
When the Germans pulled out of northern Finland, they de
stroyed almost 1,000 bridges. Because there was a shortage 
of building materials , and only timber was available, they had 
to be replaced with temporary bridges. In order to replace 
large steel and reinforced concrete bridges, a "nailed board 
beam" became a standard, with span measurements of 8 to 
24 m. Supports were made as elements in five prefab factories . 
One of these is a museum site. 

Timber also had to be used elsewhere as bridge material. 
As a curiosity, it may be mentioned that the Russians built 
the 139-m timber bridge in Porkkala, an area that they rented 
from Finland at that time. The bridge is also a museum site. 

FERRY DEVELOPMENT 

Finland is known as the land of thousands of lakes, and ferries 
have been used since the 1500s. The rivers of Pohjanmaa got 
their ferries around the 1600s. The ferryman got his salary 
from the persons or instances responsible for the ferry, and 
he also had the right to collect a ferry fee. 

The development of ferries in Finland has gone through 
many different stages. When horse traffic was common, fer
ries were like large rowboats. In 1924 a new type of ferry, 
consisting of steel cylinders with wooden decks on top of 
them, was built. They moved by pulling the ferry line with 
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wooden dowels and could carry up to 6 to 12 tons. One of 
these has been chosen as a museum ferry. In 1931 this kind 
of ferry was given a motorized winch and a few years later 
12-ton propeller ferries came into use. The propeller powered 
ferries were useful during the winter, because they kept the 
route open much longer. Ferries made on pontoons covered 
with a deck and powered by a PT-boat motor replaced some 
of the bigger bridges which were destroyed in northern Fin
land during the war. They crossed large, strong rivers without 
the use of a cable. 

CONCLUSION 

"Historia vitae magistra." History is life's teacher. History is 
a show of how something has evolved through the ages, its 
development and associated research. Everything which makes 
development clearer is historical. Age is not a factor. The 
written history of Finland is relatively young; nothing written 
before the middle of the 12th century has survived. But ac
cording to archeological diggings, there has been life in Fin
land for at least 9,000 years. 

Even though road and bridge building techniques and skills 
are thousands of years old, their history in Finland is short 
and modest; this is especially true for bridges. Diggings done 
near roads have not been of very much help. This is because 
only wood was used until the end of the 18th century to build 
bridges, although stone churches were built in Finland during 
the 13th century. The history of road and bridge design, 
construction and maintenance in Finland should not be 
looked at by comparing it to the accomplishments of ancient 
civilizations. 
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Historically significant road sections and bridges can and 
should be kept in original form if possible; they should be 
objects of historical studies. This is a concrete way of pre
serving a country's historical memory-similar to the eagles, 
which are said to have led the Hungarians from the Ural 
mountains to present-day Hungary, in the pylons of old Donau 
bridges in Budapest. The road museum also shows future 
generations the history in its social setting and how roads have 
evolved from little paths in the woods to freeways, how bridges 
have evolved from chopped down trees to suspension bridges, 
and how highways have throughout the ages been an integral 
part of a country's social development. 

The road museum also gives a new, humanistic dimension 
to the highway agency. It relates the highways and the high
way agency directly with the history of the country. Appre
ciation of history and culture enables the highway agency to 
face today's issues and accomplish today's tasks better because 
it is seen to stand also for other goals besides relieving conges
tion and improving traffic safety and to represent also other 
values than the narrow economic issues and interest groups 
of today. 
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Field Evaluation of Acoustical 
Performance of Parallel Highway 
Noise Barriers in California 

RUDOLF W. HENDRIKS 

The effect of multiple reflections between two parallel highway 
noise barriers on the acoustical performance of each of 1be bar
riers has been a subject of considerable controversy. Mathemat
ical and scale modeling predict possible large reductions (deg
radations) in the effectiveness of noise barriers with smooth, hard 
surfaces (such as mason ry or concrete) due to parallel configu
rations . However, noise measurements under conditions of actual 
highway traffic , typical barrier heights, and separations have yet 
to confirm the large degradations. The methods and results of a 
parallel noise barrier research project performed by the California 
Department of Transportation are presented. Field measure
ments of noise , traffic, and meteorology were made in three 
stages: before barrier construction, after construction of the near 
barder and after constrnction of the barrier on the opposite side 
of a highway. The selected site was typical of many parallel barrier 
configurations in California. More than 100 simultaneous, A
weighted, 15-min energy-averaged noise levels were measured at 
11 microphones from 5 to 23 ft high and 15 to 200 ft behind the 
near barrier. The noise data were matched by crosswind vector 
wind velocities and normalized for differences in traffic. Analysis 
results showed degradations of 0 to 1.9 dBA, independent of 
wind. Vector wind velocities of - 3 to + 11 mph caused variations 
in noise levels of up to 9 dBA at 200 ft behind the near barrier. 

This paper presents the results of a FHWA-funded research 
project entitled Field Evaluation of Acoustical Performance 
of Parallel Highway Noise Barriers Along Route 99 in Sac
ramento, California. The project investigated the effects of 
multiple noise reflections between two parallel masonry sound 
walls on the acoustical performance of one of the sound walls. 
The study was performed by the California Department of 
Transportation (Caltrans), Division of New Technology , Ma
terials and Research (NT, M&R). 

BACKGROUND 

By far the most common method of mitigating traffic noise 
in California is to construct noise barriers between highways 
and critical receivers. About 330 mi of noise barriers have 
been built so far in California. These barriers intercept the 
direct noise path between noise sources and receivers and 
provide adequate noise attenuation when properly designed. 

One of the consequences of interrupting the noise path with 
a barrier is the possibility of reflecting noise to the opposite 
side of a highway. The amount of reflected noise depends on 

Division of New Technology, Materials and Research , California 
Department of Transportation , 5900 Folsom Boulevard, Sacramento, 
Calif. 95819. 

the surface of the barrier. A hard, smooth surface such as a 
concrete wall will reflect almost all of the noise that strikes 
it. Although other materials may be used for noise barriers, 
the vast majority of Caltrans barriers are made of noise
reflective masonry blocks. Reflections off such barriers may 
be classified as single or multiple reflections depending on 
whether a single barrier is present on one side of the highway 
or parallel barriers are present on both sides. 

Single-barrier reflections can theoretically increase noise 
levels by 3 dBA on the unprotected opposite side of a high
way. This maximum value is associated with a 100 percent 
increase in acoustical energy at the receiver, due to a perfect 
specular reflection of the noise source. In rare cases in which 
direct noise is shielded and reflected noise is not, noise in
creases may be more than 3 dBA. 

In practice, however , single reflections off barrier surfaces 
rarely increase noise levels more than 1 to 2 dBA on the 
opposite side of the highway; often the increases are not even 
measurable (J). 

Of greater interest are multiple reflections between parallel 
sound walls and their potential negative effects on the perfor
mance of each individual sound wall. Mathematical calcula
tions and measurements in laboratories indicate substantial 
degradations in parallel barrier field insertion losses . Deg
radations measured under real-world conditions, however, 
are generally considerably less (2). 

The reason most often cited for this lack of agreement is 
the difficulty in finding suitable sites for studying multiple 
reflections under actual traffic conditions. A parallel barrier 
study should ideally include extensive measurements before 
barrier construction, after construction of one barrier , and 
after construction of both barriers. Such a three-staged ap
proach requires careful scheduling of construction activities , 
allowing adequate time for noise measurements under free
flowing traffic and a variety of meteorological conditions. All 
pertinent variables must be meticulously documented during 
the measurements. 

In 1987 and 1988, Caltrans District 7 initiated a demon
stration project for retrofitting one of two existing parallel 
masonry noise barriers with noise-absorptive panels along Route 
1-405 in Los Angeles. The project was done in response to 
noise complaints by some residents of the nearby community 
of Brentwood. The residents specifically addressed reflective 
noise as the major cause of a perceived noise increase. A 
thoroughly documented filed study involving before and after 
noise measurements, meteorological observations, and traffic 
counts revealed that the absorptive panels reduced the noise 



104 

levels about 1 dBA. Treating the opposite wall with absorptive 
material in essence simulated a "no wall" condition, so it was 
inferred that the opposite wall had a negligible effect on the 
performance of the near wall (3). 

The study also showed a considerable influence of wind 
speed and direction on the noise readings within 250 ft of the 
highway. The data clearly showed that noise level differences 
of 4 dBA could be attributed to relatively minor wind shifts 
(3). This made it necessary to study before and after measure
ments for the same wind conditions. Measurements per
formed during various wind speeds and directions made this 
possible. 

The geometry of the site studied was very complicated and 
considerably less than ideal for application to other site lo
cations. A site that was representative of many parallel barrier 
locations needed to be studied. 

An excellent site was found in 1988. Two parallel masonry 
sound walls were to be constructed along State Route 99 in 
south Sacramento. The site was fairly typical of parallel bar
rier locations throughout California. 

With cooperation of the design engineers, special provisions 
directed the contractor to build the wall nearest to the site 
first, cease construction operations for 1 week, construct the 
opposite (far) wall, and once again cease operations for 1 
week. This sequence in construction would enable NT, M&R 
personnel to measure the acoustical performance (insertion 
loss) of the near wall without and with the opposite (far) sound 
wall. The difference between the two would give an indication 
of insertion loss degradation due to multiple reflections be
tween the parallel walls. 

OBJECTIVES 

The objectives of this research project were to 

1. Measure the reduction in acoustical performance of a 
noise barrier on one side of a highway due to multiple re
flections caused by the presence of another barrier on the 
opposite side of the highway-and do so at a site that incor
porates a barrier configuration and geometry that is represen
tative of most parallel barrier locations in California; and 

2. Develop recommendations and guidelines ("do nothing" 
or mitigate) depending on the findings of this research project 
and define the parallel barrier projects to which they apply . 

LITERATURE SEARCH 

A literature search was conducted for previous research on 
parallel barriers (4-15). 

Of particular interest was a recent report on measurements 
behind two experimental parallel noise barriers at Dulles Air
port, near Washington, D.C. Using a combination of noise
absorptive material and tilting walls, the researchers reported 
barrier insertion loss improvements of 2 to 6 dBA over the 
reflective barrier configuration (14). However, the walls were 
separated by a distance of 87 ft, far less than the typi
cal separation of parallel noise barriers along California 
highways. 
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WORK PLAN AND APPROACH 

Experimental Design 

The measurements, criteria, and analysis methods used in this 
project were generally consistent with ANSI S12.8 (1987). 
The Los Angeles I-405 data pointed out the importance of 
matching noise measurements by crosswind vector component 
wind speed ranges (3). The data also suggested that the wind 
velocity criteria set forth in ANSIS12.8 (1987) are too lenient . 
The standard recommends a maximum allowable range of 2.4 
m/sec (5.4 mph) in average velocity as an equivalent crosswind 
criterion. In this study, the range was held to only 2.0 mph 
for the purposes of establishing atmospheric equivalency for 
comparing noise measurements. 

In this study the measured crosswind components spanned 
a range of -2.9 to + 11.3 mph. A negative crosswind blows 
from noise receiver to noise source; a positive wind blows 
from source to receiver. The winds were measured at a ref
erence height of 20 ft, about 300 ft behind the near noise 
barrier. The purpose of the wind measurements was to es
tablish atmospheric equivalency throughout the three stages 
and not necessarily to investigate atmospheric effects in detail. 
Hence, one height was deemed sufficient for comparative 
measurements during the study periods. 

Extensive noise, traffic, and meteorological measurements 
were designed for the following three stages of the project: 

1. Before construction, 
2. After construction of the near barrier, and 
3. After construction of near and far barriers. 

Noise measurements for Stages 1, 2, and 3 were normalized 
for differences in traffic via a primary control microphone in 
a location that was not influenced acoustically by the sound 
walls. This microphone was about 0.8 mi south of the site, at 
the same distance and height as a secondary control micro
phone at the site. The secondary control microphone was 
assumed to be influenced by reflections off the far sound 
wall on the opposite side of the highway during Stage 3 
measurements. 

In this study, the term "control microphone" is synonymous 
with "reference microphone," as defined by ANSI S12.8 (1987). 

After the data were normalized, comparisons of Stage 1 
and 2 data within the same meteorological regimes gave a 
measure of near-wall insertion loss (reduction of noise levels 
due to inserting the wall between the freeway and the re
ceivers) at each microphone. 

Comparisons of Stage 2 and 3 measurements yielded a mea
sure of insertion loss degradation, that is, reduction of near
wall performance due to the placement of a reflective wall on 
the opposite side of the freeway. 

Noise Measurement Site and Microphone Locations 

The noise measurement site was located along the east side 
of Route 99 between Florin Road and Mack Road at Trail
head Park, in south Sacramento. The highway consisted of 
two northbound (NB) and two southbound (SB) lanes during 
the three measurement stages. The lane profiles were ap-
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proximately 4 ft above the average park ground elevation near 
the site. 

Eleven microphones (mies) were used simultaneously: 10 
at the Trailhead Park test site and 1 at the primary control 
location roughly 4,200 ft southerly along Route 99, as shown 
in Figures 1 and 2. The mies were designated C2 and Numbers 
1 through 9 (Figure 1), and Cl (Figure 2). Figure 3 shows a 
cross section perpendicular to Route 99, along the mic line 
at Trailhead Park, with barrier locations and mic heights and 
distances. 

Mic Cl was placed in the same three-dimensional position 
relative to the edge of traveled way (ETW) as Mic C2. Be
cause of its location, noise levels measured at Cl were un
affected by the presence of sound walls during the Stage 2 
and 3 measurements. Noise levels measured during Stage 3 
at C2, however, were affected by reflections from the far 
sound wall on the opposite side of the freeway. They were 
presumed to be unaffected by the presence of the near wall. 

Mic Cl and C2 were primary and secondary control mies , 
respectively. Both measured the Route 99 traffic noise levels 
at the same height (15 ft) above and same distance (31 ft) 
from the ETW. This height and distance corresponds with a 
position of 5 ft over the top of the near noise barrier at its 
intersection with the mic line at Trailhead Park . 

Because of the 4,200-ft separation between Mies Cl and 
C2, the vehicles passing both locations would be different at 
any one instant of time . However, because of time-averaging 
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of traffic and noise levels, these differences were expected to 
be small and mostly random, with perhaps a small systematic 
difference due to local site and pavement conditions. Mic Cl, 
for instance, was near an on-ramp on which accelerating ve
hicles, passing closer to Mic Cl than the mainline traffic, could 
have introduced a small systematic difference between Cl and 
C2. Although the Cl location was less than ideal, no better 
locations were available. Average relationships between the 
noise levels measured at Cl and C2 during each stage could 
be used in the source normalization process necessary for 
stage comparisons. Mies 1 through 9 positions were selected 
to measure within barrier-shielded as well as unshielded zones. 

Instrumentation 

Noise 

All sound-level meters (SLMs) used in this project conformed 
to ANSI Sl.4 1971 (Rl976) Type 1 requirements . Mies 1 
through 9 were mounted with test-tube clamps to three tel
escoping aluminum swimming-pool-net poles (maximum length 
23.5 ft) secured with adjustable guy lines. After the near 
barrier was constructed, Mic C2 was mounted on a 5-ft-tall 
removable bracket that slipped over the top of the 8-in.-thick 
masonry sound wall . 

MIC'S 3,6,9 

MIC'S 2,5,B I-CHAIN LINK FENCE 
MIC"S 147 

• I TRAILHEAD 
PARK 

278. 7' Al. 84 527 +30 
END MIC. LINE 

78,7' Rt. B4 527~30 

BEGIN MIC. LINE 

SOUND WALLS NOT YET 
CONSTRUCTED AT TIME 
OF MEASUREMENTS 

FIGURE 1 Site location, Mies C2 and 1 through 9. 
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FIGURE 2 Site location, Mic Cl. 

The mies and preamplifiers were attached to SLMs by way 
of extension cables. The DC outputs of the SLMs were con
nected via long cables to specific channels on a 16-channel 
custom-made data logger inside a van. The data logger pro
cessed the signals into various descriptors such as Leq, LlO, 
and L50 for each mic. 

Mic Cl was mounted via a test tube clamp to a telescoping 
warning sign stand, extended to the same height as Mic C2, 
relative to the pavement. The display of the SLM at Mic Cl 
was read and recorded by the instrument operator. 

Each mic-SLM-data logger system was calibrated before 
and after each day's measurement series. All systems (in
cluding the self-contained measuring system at Mic Cl) were 
calibrated with the same master calibrator throughout all 
measuring stages. 

Meteorology 

Meteorological observations were taken at the van approxi
mately 300 ft behind the near barrier. Wind speed and di
rection were taken at a height of approximately 20 ft. The 
data were fed into two channels of a data logger with a sam-
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piing rate of one per second in the van. The data logger 
calculated 1-min averages of wind speed and direction. These 
averages were later converted to 15-min "resultant winds" 
and crosswind vectors, coinciding with the noise measurement 
periods. 

Air temperature and humidity were read from a combined 
thermometer and humidity indicator at the beginning and end 
of each 15-min measuring period. The two readings for each 
were recorded and later averaged. 

The sky condition was observed at the beginning of each 
15-min measurement period and classified as clear, partly 
cloudy, or overcast. 

Traffic 

Traffic was videotaped during the noise measurements on the 
Mack Road overcrossing (in northerly direction). Vehicles 
were later counted from the tapes and classified in three ve
hicle groups: heavy trucks, medium trucks, and automobiles 
(16). Vehicles were also grouped by direction (NB or SB). 
Traffic speeds were taken randomly at the same location with 
a radar gun. 
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FIGURE 3 Cross section at Mies C2 and 1. 

MEASUREMENTS 

With few exceptions, all noise measurements were made dur
ing weekdays, between 10:00 a.m. and 3:00 p.m., under free
flowing traffic conditions. The noise descriptor used through
out the study was the Leq(15 min), in units of decibels on the 
A-weighted scale (dBA). 

A total of 105 uncontaminated measurement runs were 
made: 27 during Stage 1, 45 during Stage 2, and 33 during 
Stage 3. Each run consisted of the 11 simultaneous noise levels 
recorded by the mies shown in Figures 1 through 3. 

Spot checks in the park, away from the freeway and other 
activities, indicated maximum ambient Leq noise levels of 49 
dBA. Since the minimum Leq(15min) measured during any 
stage was 58.9 dBA, none of the noise measurements was 
judged to be contaminated by more than 0.5 dBA. 

DATA ANALYSIS METHODS 

Normalization of Data 

The Stage 1, 2, and 3 noise measurement data were normal
ized to account for variations in traffic. The differences be
tween the primary and secondary control mies (Cl and C2) 
and the differences between Mic C2 and Mies 1 through 9 
were calculated and compared for the three stages. Dealing 
with the differences had the effect of normalizing the data for 
traffic variations (3). 

Relationships Between Control Mies by Stage 

The next step of normalization was to determine the mean 
difference between Mies Cl and C2 for each stage. The field 
data showed the independence of the Cl minus C2 differences 
with crosswind velocities in all three stages. The differences 
could therefore be grouped by stage without concern for wind 
speed and direction. The differences are shown in Figure 4. 
Statistical t-tests (17) revealed that the means were statisti
cally significant at a level of 0.05. 

Calculation of Insertion Losses and Degradations 

Once the average relationship between the two control mies 
was established for each stage, the Stage 2 and 3 insertion 
losses and the Stage 3 insertion loss degradations were cal
culated for each mic location and for each wind class . The 
calculation methods are shown in Figure 5. 

ANALYSIS RESULTS 

Insertion Losses and Degradations 

The mean insertion losses for all wind classes are shown in 
Figure 6, and the mean insertion loss degradation due to the 
opposite wall are shown in Figure 7. Although the insertion 
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STAGE l (BEFORE BARRIERS) 

Mean Diff. = -+-0.14 dBA 
Standard Deviation = 0.29 
No. of Measwements = 27 

STAGE 2 (NEAR BARR.IER) 

Mean Diff. = -+-0.35 dBA 
Standard Deviation = 0.23 
No. of Measurements = 38 

Difference of Mean Differences= -0.21 dBA 

Results of "t" Test, Significance Level = 0.05: 

Calculated "t" = -3.25 
Critical "t" = -1.67 (one-tailed) 

CONCWSION: The Mic Cl - Mic C2 differences of Stage I and Stage 2 are 
statistically different by 0.2 dBA. 

STAGE 2 (NEAR BARRIER) 

Mean Dill". = ~.35 dBA 
Standard DovlaUon = 0.23 
No. of Mcasu~ments = 38 

STAGE 3 (BOTH BARRIERS) 

Mean Dill". = -0.29 dBA 
Standanl DevlaUon = 0.25 
No. of Measurements= 33 

Dlffercnce of Mean DtfTerenccs = +0.64 dBA 

Results of "t" Test, Significance Level = 0.05: 

Cakulattd "t" = 11.23 
Cr1tlcal "t" = 1.67 (one-taJled) 

CONCLUSION: The Mic Cl - Mic C 2 dllTercnccs of Slage 2 and Stage 3 are 
statistically dlll"erent by 0.6 dBA. It appeara that this dillerencc was caused by 

mu1Uple rcflecUons between lhc near barrier and the opposite (far) ban1cr, i.e. the 
Stage 3 noise levels lncn:ased by 0.6 dBA at Mic C2, compared to the same levels 

of Stage 2-

FIGURE 4 Analysis of Mic 1- Mic 2 differences by stage. 

losses showed a wind dependency, the degradations did not. 
With the exception of all wind classes at Mic 1, two wind 
classes at Mic 2, and one at Mic 3, the degradations were 
statistically significant. The Student t-test with a significance 
level of 0.05 was used to perform these analyses (17). 

The mean degradations range from 0 dBA at Mic 1 to 1.4 
dBA at Mies 8 and 9. These results are consistent with the 
findings in the Los Angeles study (3) and indicate that al
though the degradations were statistically significant at all mic 
locations except Mic 1, they were not significant in terms of 
human perception. It is generally recognized that humans 
cannot perceive noise increases of 1 to 2 dBA. 

The standard errors of the Stage 2 and 3 insertion losses 
(16) and degradations averaged 0.8 dBA. 

Effects of Wind 

To study the effects of crosswind vector wind velocities on 
noise levels, the differences in noise levels between Mic C2 
and each mic (Mies 1 through 9) for each run were paired 
with their associated crosswind components and grouped by 
stage . The data were then submitted to a regression analysis. 
Similar analyses had been done in the 1-405 parallel barrier 
demonstration project in Los Angeles (3) . 

As was so in Los Angeles, the linear regression analyses in 
this project clearly showed that for the wind ranges tested, 
the data could be represented by linear regression lines in the 
general form of 

y = a + bx 

L 
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lllC Cl • lllC C2 ADJU8TllENTS BY BTAOE 

Btqe 1 (Before Burien): 
Mean Difference Mic Cl - Mic C2 = +0.14 dBA 

B. Stqe 2 Cl'lear Barrier): 
Mean Difference Mic Cl - Mic C2 = +0.35 dBA 
MQuatment 1 at Ille C2, Stqe 2 • +o.2 clBA 

C. Btqe 3 (Both Barden): 
Mean Difference Mic Cl - Mic C2 = "0.29 dBA 
(Nolsc Level at Mtc C2 increased 0.64 dBA 
durtng Stage 3 compared to Stage 21 
MQuatment 2 at Mic C2, Btqe 3 • --0.e clBA 

D. STAGE 2 INSERTION LOSS CALCULATION 

Mean~{tJ) = 

= Mean (C2-il2(j) - Mean (C2-i) 1 Ul + Adj .1 

m. STAGE S INSERTION LOSS CALCULATION 

Mean ILaUJl = 

=Mean (C2-113(j) - Mean (C2-ll1UJ +Adj. I + Adj.2 

IV. INSERTION LOSS DEGRADATION 

Mean~lJ)= 

= Mean ~OJI - Mean ILsUJI= 

= Mean (C2-ll2(j) - Mean (C2-ll3(j) +Adj. 2 

WHERE: n. 
Deg 

= Insertion Loss 
= Degradatlon 

Cl and C2 
1 

J 
1,2,3 

=Noise Levels at Ref.Mic's Cl and C2 
=Noise Levels at Mic 1, 2, ..... 9 
= 2 Mph Wind Class J 
= Measurement Stage No. 

FIGURE 5 Insertion loss and degradation calculation method. 

where 

y difference between Mic C2 and Mic 1, 2,. _ . 9 (dBA) ; 
x = crosswind vector wind velocity (a negative velocity in

dicates a wind blowing from receiver to source; a pos
itive wind indicates a wind blowing from source to 
receiver); 

a a constant ; in this case the difference between Mic C2 
and Mic 1, 2, ... 9 at a 0-mph crosswind; and 

b slope of the regression line, in this case the change in 
velocity (dBA/mph). 

The slope of the regression line is the most useful parameter 
for showing the effects of vector wind velocity . A negative 
slope indicates that downwind from the source the differences 
between Mic C2 and the mic of interest become smaller as 
the vector wind velocity increases. The same differences be
come greater upwind from the source. If a is set at zero, the 
regression equation is normalized to a zero wind condition at 
the mic of interest, and the slope directly indicates the wind 
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TABLE I Summary of Regression Slopes: C2-i Differences Versus 
Crosswind Vector Velocity 

Mic No. Statistic Stage l Stage 2 Stage 3 l 

l b=Slope (dBA/MphJ -0.15• -0.100 -0.06• 
r =Coe!!'. of Corr. 0.57 0.65 0.51 

2 b -0.21• -0.38• -0.37• 
r 0.59 0.91 0.91 

3 b -0.48· -0.600 -0.57• 
r 0.78 0.93 0.95 

4 b -0.03 -0.15• -0.11• 
r 0.15 0.92 0 .85 

5 b +0.07 -0.35• -0.38• 
r 0.23 0.92 0.95 

6 b -0.03 -0.42" -0.44• 
r 0.13 0.95 0.96 

7 b +0.03 +0.06• +0.10' 
r 0.11 0.71 0.86 

8 b -0.02 -0.14• -0.11• 
r 0.07 0.78 0.69 

9 b -0.02 -0.34" -0.38" 
r 0.08 0.91 0.96 

Note: ' Slope Is significant ("F" test, level of slg.= 0.05) 

effect in decibels per miles per hour at the mic location. To 
deal with noise levels, the signs of the slopes need to be 
reversed instead of the differences in noise levels. 

Table 1 shows a summary of the regression line slopes and 
correlation coefficients of all data by mic and stage. Also 
shown are the results of statistical F-tests performed on the 
slopes of the regression lines (18). The F-test examines the 
validity of the hypothesis that the data do not show a regres
sion, that is, that the slope of a regression line is zero. 

The summary shows that Stage 1 wind effects were limited 
to the low mies (1, 2, and 3) . After a barrier was constructed 
between the highway and receivers (Stages 2 and 3), the mid
dle and high mies also showed significant wind effects within 
200 ft behind the barrier. 

Tables 2 and 3 were developed from Table 1. Shown are 
the wind effects on noise level during Stages 1, 2, and 3. The 
effects of Stages 2 and 3 were averaged because the regression 
slopes were very similar. No crosswind vectors of more than 
6 mph were observed during Stage 1. 

Other data in this project indicated the following observed 
extreme differences in noise levels at the Mic 3 location, by 
stage: 

TABLE 2 Vector Wind Effects on Noise Levels, Stage 1 

---------------CROSSWIND VELOCnY---------------
MIC.NO -2MPH OMPH t4MPH t8MPH +12 MPH 

l -0.2 0.0 +0.3 +0.6 tl.O dBA 
2 -0.8 0.0 +1.5 +3.0 +4.6dBA 
3 -1.2 0.0 +2.3 +4.7 +7.0dBA 
4 -0.3 0 .0 +0.6 +1.3 tl.9 dBA 
5 -0.7 0.0 +1.5 +2.9 +4.3 dBA 
6 -0.9 0.0 +l .7 +3.4 +5.1 dBA 
7 -0.2 0.0 +0.3 +0.6 +1.0 dBA 

8 -0.3 0.0 +0.5 +1.0 +1.5 dBA 
9 -0.7 0.0 +1.4 +2.9 +4.3 dBA 

TABLE 3 Vector Wind Effects on Noise Levels, Stages 2 and 3 

---------------CROSSWIND VELOCnY---------------
MIC.NO -2 MPH 0 MPH +2 MPH +4 MPH +6 MPH 

1 
2 
3 

4-9 

-0.3 0.0 
-0.4 0.0 
-1.0 0.0 
NO WIND EFFECI'S 

+0.3 
+0.4 
+1.0 

+0.6 
+0.8 
+1.9 

t0.9dBA 
+1.3 dBA 
+2.9 dBA 

•Stage 1, Mic 3, maximum noise level difference for 0-
and 6-mph crosswind vector was + 4 dBA. 

• Stage 2, Mic 3, maximum noise level difference for - 3 
and 11-mph crosswind vector was + 9 dBA. 

•Stage 3, Mic 3, maximum noise level difference for 0-
and 9-mph crosswind vector was + 6 dBA. 

The human ear can readily perceive these noise-level 
variations. 

The ANSI S12.8 (1987) recommendation of comparing noise 
levels within a maximum allowable variation of average vector 
wind velocities of 2.4 m/sec (5.4 mph) appears to be too 
liberal, in light of the given data. As a member of the ANSI 
work group, the author has helped prepare a recommendation 
for revising the given standard on the basis of wind and noise 
data in this study. 

CONCLUSIONS 

The data in this report point toward two major findings : 

1. The measured reductions in acoustical performance of 
one of two parallel noise barriers in this project are less than 
can be perceived by normal human ears. 
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2. Wind speed and direction can have a profound effect on 
noise measurements within 250 ft of a highway. 

A summary of specific findings and conclusions in each of 
the two categories follows. 

Reduction in Acoustical Performance (Insertion Loss 
Degradations) 

•Degradations by wind class ranged from 0 to 1.9 dBA, 
depending on mic location. 

• Mean degradations averaged over all wind classes ranged 
from 0 to 1.4 dBA, depending on mic location. 

• Mean degradations increased with distance behind the 
barrier and height above the ground; the lowest mean of 0 
dBA occurred 15 ft behind the near barrier, at a height of 5 
ft (Mic 1); the highest mean of 1.4 dBA occurred at 200 ft 
behind the near barrier, at a height of 23 ft. 

• Degradations were statistically significant at all mic lo
cations, except for Mic 1 (t-test, level of significance = 0.05); 
in terms of human perception, however, none of the degra
dations was significant. 

• With the results of the Los Angeles study and other data 
(1), this study concludes that reflective parallel barriers used 
in typical Caltrans configurations do not reduce the perfor
mance of each individual barrier perceptibly. However, there 
may be some unusual situations in which complex barrier or 
terrain configurations cause noise reflection problems. 

Wind Effects 

• Stage 2 and Stage 3 insertion losses tended to be wind
dependent; they generally decreased as the positive crosswind 
vector increased and increased as the negative crosswind vec
tor increased. 

• Degradations did not show any wind dependency. 
• Within the observed ranges of crosswind vector wind speeds 

of - 1 to + 6 mph during Stage 1, - 3 to + 11 mph during 
Stage 2, and -1 to + 9 mph during Stage 3, linear regression 
lines best described plots of noise levels normalized for source 
strengths versus crosswind vector velocity. 

• Within these wind ranges, good correlations existed for 
Stage 1, low mies only, and all Stage 2 and 3 mic data. Noise 
levels increased downwind from the source and decreased 
upwind from the source. 

• Wind effects increased with distance from the source , 
although not linearly. 

• Construction of a noise barrier between source and re
ceiver tended to enhance the wind effects. 

•Without a barrier, wind effects at a normal receiver height 
of 5 ft above the ground were slightly less than the same 
receiver with a barrier. This accounted for the wind depen
dency of barrier insertion losses. 

•Without a barrier, wind effects decreased rapidly with 
mic height. At a receiver height of 15 ft and above, no wind 
effects could be detected without a barrier. 

• Comparing the "near barrier only" and "both barriers" 
conditions, the wind effects were nearly identical and ex-
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tended to much greater heights than without barriers. At a 
receiver height of 23 ft, the wind effects were still large. 

• These findings imply that second-story or higher dwellings 
could experience an increase in noise levels due to a noise 
barrier if they are located downwind from a highway. How
ever, ground-level residences that are elevated above the 
highway by virtue of sloping terrain will not experience such 
an increase because the before-barrier wind effects are greater 
because of the proximity to the ground . By the same token, 
a second-story or higher dwelling upwind from the highway 
could benefit from a greater noise reduction due to the 
barrier. 

RECOMMENDATIONS 

This paper recommends that no mitigation of reflected noise 
will be attempted in California until controlled field studies 
indicate an actual problem with reflections, or until subse
quent research, performed under real-world conditions, iden
tifies under what conditions parallel barrier reflections will 
degrade the performance of a barrier by 3 dBA or more. On 
the basis of the data in this report and others (14), the author 
suspects that degradations of this amount occur when the ratio 
of the separation distance and height of the barriers is less 
than 10 to 1. 

If such research is accomplished, a suitable FHWA
approved computer model needs to be available to predict 
the degradations and to include mitigation strategies in the 
future design of noise barriers where appropriate. 

Future research in identifying parallel barrier problems should 
be done only under real-world conditions with extensive doc
umentation of source, site, and atmospheric conditions. Such 
research is very expensive and should be done on a national 
scale. 

The findings in this project also indicate an urgent need for 
more research in meteorological effects of noise levels with 
and without noise barriers, in the immediate vicinity of a 
highway as well as farther away. A better understanding of 
atmospheric effects on noise levels will help Caltrans districts 
address the scores of noise complaints received by the public 
each year. Many of these complaints may be caused by at
mospheric phenomena. 
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