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Foreword 

The papers in this Record deal with topics related to modal shifts and modal connections in 
freight transportation, hazardous materials transportation, waterway planning, tracking of 
freight transport segments, shore crane efficiencies, and predictive modeling for passenger 
ferry operations. 

Gabel and Nihan assess the possibility of shifting drive-on ferry users to walk-on ferry 
services in the Seattle to Vashon Island service. 

Spasovic and Morlok examine marginal costs for the trucking component of rail-truck 
intermodal movements and suggest that railroad management needs to understand the char
acteristics of the drayage operation and the effects of drayage movements on the cost of 
intermodal operation. 

Guha and Walton present possible applications of automatic vehicle classification systems 
in the collection of traffic data in marine terminals. Kiesling and Walton examine approaches 
to a time-motion study of wharf crane operations. 

Casavant et al.· study grain transport and pricing interrelations for intermodal movements 
via truck-barge. Leavitt presents a methodology for estimating waterway tonnage from lock 
data. Martinelli et al. study investment efficiencies in inland waterways. 

Hazardous materials transport and the usefulness of models in estimating risk are discussed 
by Saecomanno et al. Hancock et al. present a methodology for assessing responses to 
emergencies in the transportation of hazardous materials. 

Goods movement in urban areas in the Canadian context is discussed by Stephens et al. 
Schlappi et al. present a model to forecast truck travel demand in the California coastal 
corridor. 

v 
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Passenger-Only Ferry Service Between 
Vashon Island and Seattle, Washington 

MARK J. GABEL AND NANCY L. NrHAN 

On April 23, 1990, passenger-only ferryboat service was offered 
as an alternative to automobile ferry users commuting between 
the Seattle/Tacoma mainland and Vashon Island. The conse
quences of introducing this regularly scheduled passenger-only 
ferry service on Puget Sound are discussed. The results are being 
used by the Washington State Ferry System Planning Office to 
assist in decisions for expanding passenger ferry service in the 
future. Results of a survey of passenger-only and automobile ferry 
service riders were used to fit a logit model for predicting future 
mode shift. Since the survey data were attitudinal, the logit model 
was intended to identify the target populations most likely to shift 
mode from automobile ferry to passenger-only ferry service. The 
attributes of the ferry system that are most important in selecting 
between the two modes of transportation were investigated. The 
results indicate that providing passenger ferry service can cause 
a mode shift from drive-on automobile ferry passengers to walk
on passengers. For the passenger ferry service studied, 11. 7 per
cent of the passenger ferry users were former single-occupant 
vehicle (SOY) drivers. Since the new passenger ferry carried 10. 7 
percent of the total afternoon ferry rides, this meant that a mode 
shift of nearly 2 percent of SOY drivers to walk-on passengers 
was realized after 1 year of passenger ferry service between Vashon 
Island and Seattle. The degree of mode shift depended on the 
ferry routes and location of the ferry terminals. Travel time was 
a significant factor in the choice between passenger ferry and 
automobile ferry service. The results indicated a significant num
ber of new riders (25 percent). Some people moved to Vashon 
Island because passenger service was made available. It was con
cluded that the passenger ferry contributes to the regional goal 
of reducing reliance on the automobile. 

The Pacific Northwest of the United States contains nearly 
every feasible transportation mode in existence. One type of 
transportation often associated with the Pacific Northwest is 
the ferry system. There are other ferry systems in the United 
States, but the Washington State Ferry (WSF) System is the 
largest in the Western Hemisphere and is crucial to the Puget 
Sound region. The WSF System carries more than 20 million 
passengers each year and approximately 9 million vehicles. 

The WSF System operates as the Marine Division of the 
Washington State Department of Transportation (WSDOT). 
The ferry system, in an effort to contribute to the regional 
goal of reducing reliance on the single-occupant vehicle, re
cently began passenger-only ferry service and has plans to 
increase the use of these ferry vessels in the future. To max
imize the effectiveness of using passenger-only ferry service, 
it was necessary to measure the impact of the newly estab-

M. J. Gabel, Washington State Department of Transportation, 5720 
Capital Blvd., Tumwater, Wash. 98504-7440. N. L. Nihan, Depart
ment of Civil Engineering, University of Washington, Seattle, Wash. 
98102. 

lished passenger-only ferry service. This paper documents that 
study. 

PROBLEM STATEMENT 

Passenger-only ferryboat service was offered as an alternative 
to automobile ferry users commuting between Vashon Island 
and the Seattle-Tacoma mainland (see Figure 1) beginning 
April 23, 1990. There have been no previous studies of the 
behavior of ferry commuters when offered this alternative. 
The objective of this study was to determine the consequences 
of introducing regularly scheduled passenger-only ferry ser
vice on the Seattle-Vashon route on Puget Sound. 

The WSF Syste~ planning office seeks to increase its 
knowledge base on passenger-only ferry service to enhance 
future policy decisions. It is likely that increased passenger
only ferry service on Puget Sound will be considered in the 
near future. By understanding the existing passenger-only ser
vice, it is hoped that some inferences can be drawn about 
future service on other routes and about policy decisions on 
fares, frequency of service; and effect on mode choice. 

STATE OF THE ART 

An exhaustive literature search was undertaken to identify 
the state of the art in passenger-only ferry. service.· Private 
consultants' reports for the WSF System were reviewed and 
ferry systems in New York and British Columbia were con
tacted. The search revealed a variety of information on the 
history of ferry service and vessel characteristics but very little 
on passenger-only ferry service and its effect on mode choice. 

A few surveys were conducted for the WSF System before 
establishment of the first passenger-only ferry service. In Feb
ruary 1988 a one-page mail-back survey was sent to all Vashon/ 
Maury Island households with a 25 percent response rate (1). 
The result indicated that the passenger-only ferry would have 
a usage of about 370 weekday round-trips with 15 to 36 percent 
of the vehicles being driven on the Vashon/Fauntleroy ferries 
removed by the passenger-only ferry service. Another survey 
conducted in January 1989 analyzed the trip characteristics of 
commuters traveling between Vashon Island, Southworth, and 
the Seattle-Tacoma mainland (2). Information on origins and 
destinations, departure times, travel patterns, attitudes, ferry 
information sources, and interest in passenger-only ferries was 
gathered. The interest in passenger-only ferry service was 
significant, with more than 40 percent of the respondents 
indicating that they would be very likely or somewhat likely 
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---- Passenger-Only Ferry Service 
• • • • • • • • State Ferry 

FIGURE 1 Vicinity map. 

to use passenger-only service if the schedule met their per
sonal needs. 

Some pilot studies were also conducted before establish
ment of the passenger-only ferry system in the state of Wash
ington. In August 1987 a study documenting the 1986 dem
onstration of passenger-only ferry service between Bremerton 
and Coleman dock in Seattle (3) indicated that the potential 
for converting noncommuters to passenger-only ferry service 
seemed much higher than that for converting commuters. 
Another passenger service test using a Boeing J etfoil was 
documented in an internal report produced by WSDOT in 
December 1978 (4). The study concluded that there was a 
high degree of acceptance of high-speed passenger-only ferry 
service. However, the study also found that the test service 
was not successful in attracting a large number of cross-Sound 
commuters, particularly those who would have otherwise driven 
their vehicles. Although the report concluded that in the short 
term there were few routes that would make the service a 
viable option, a long-term commitment to promote passenger
only travel and reduce automobile usage had potential. 

Two relatively recent studies of the Staten Island Ferry in 
New York hold promise for expanding passenger-only ferry 
service. The first, a case study of passenger-only ferry service 
between Staten Island and the Manhattan central business 
district (CBD) (5), evaluated high-speed passenger ferries 
operating at a cruising speed of 35 mph. The other modes 
available to these commuters involved commuting across one 
of two bridges or taking one of three automobile ferries. The 
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report concluded that high-speed passenger-only ferry service 
holds great promise as a transportation alternative for this 
origin-destination pair. A second study by the same author 
(6) used a mail-back survey sent to more than 5,000 house
holds in a selected area on Staten Island. The survey response 
produced approximately 1,000 observations for fitting a logit 
model. The model was developed to predict the mode split 
between ferry, express bus, and automobile. The results indi
cated that travel time is of extreme importance to persons using 
the ferry service. Other variables found to be significant for 
ferry riders were cost, access time to terminal, and comfort. 

Although the transportation archives contain very few ar
ticles on this mode of transportation, interest in passenger-only 
ferry service seems to have increased in the last few years. As 
transportation agencies and policy makers review ways to max
imize efficiency and reduce, or at least slow, the growth of 
automobile use, alternatives to the single-occupant vehicle are 
constantly being sought. The potential ridership for passenger
only ferry service will depend on the route selected and various 
factors influencing people's decisions to use this mode. 

STUDY APPROACH 

The primary objective of this research was to quantify the 
mode shift occurring after the passenger-only ferry service 
alternative was provided to commuters traveling between 
Vashon Island and the Seattle CBD. A secondary objective 
was development of a statistical model that predicts the like
lihood of a person choosing passenger-only ferry service over 
the automobile ferry. The necessity of gathering information 
on commuters and the attributes of the ferry system that 
influence their decisions regarding mode choice led to the 
selection of a self-administered questionnaire for the data 
collection. The vicinity map in Figure 1 shows the routes under 
study. 

The majority of the systemwide ferry service· is provided 
by 22 automobile ferries ranging in vehicle capacity from 40 
to 206 cars. The ferry system also operates three passenger
only ferryboats, two monohulls and one catamaran, each with 
a passenger capacity of 250. The catamaran is used when one 
of the monohull vessels is out of service due to routine main
tenance or mechanical failure. 

The automobile ferries that serve Vashon Island have broad, 
spacious, heated seating arrangements with large open win
dows and areas to walk outdoors on deck. The automobile 
ferries also have cafes on board and newspaper racks. The 
passenger ferries have two decks; one deck has four television 
sets, and there is also a small snack bar. The sailing and fare 
schedules in effect when this study was conducted are given 
in Tables 1 and 2. 

SURVEY 

The survey gathered results from one of three automobile ferry
boats sailing between Fauntleroy and Vashon/Southworth. This 
boat accounted for three of nine weekday afternoon sailings. 
The survey also gathered results from all afternoon sailings 
of the passenger-only ferry from Seattle to Vashon Island for 
that day. The total observations of 711 riders were composed 
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TABLE 1 Sailing Schedule, Seattle/ 
Vashon, Tuesday, May 14, 1991 
(Approximate Crossing Time 25 min)
Passenger-Only Ferry 

Leave Seattle 

6:00 a.m. 
7:30 
8:40 
3:05 p.m. 
4:35 
5:50 
7:00 
8:00 
11:3QA 

BASIC FARE 

Leave Vashon 

5:30 a.m. 
7:00 
8:10 
9:25 
3:45 p. m 
5:15 
6:20 
7:35 
8:30 
12:00 ~idnighr 

$3.30 per passenger, round trip. 
(10% discount with a commuter book) 

A Fridays only 

of 404 observations from the automobile ferry and 307 from 
the passenger-only ferry. The total number of afternoon au
tomobile ferry users was 1,752, and the total number of after
noon passenger-only ferry users was 348, for a total of 2,100 
afternoon ferry users on the date of the study. The automobile 
ferry users represent 83.4 percent and the passenger-only ferry 
users represent 16.6 percent of the total afternoon ferry users. 

The timing of the project survey was designed to capture 
the afternoon commuter; the survey was conducted on Tues
day, May 14, 1991. As with many transportation studies, the 
best months for data collection are May and October. The 
typical days for data collection to capture commuter behavior 
are Tuesday, Wednesday, or Thursday. May 14th was selected 
because there was enough time between the study date and 
the Memorial Day holiday weekend to avoid any fringe effects 

TABLE 2 Sailing Schedule, Seattle/Vashon, Tuesday, May 14, 
1991 (Approximate Crossing Time 15 min)-Automobile Ferry 

Leave Seattle 

5:30 a.m. 4:35 p.m. 
6:20 4:55 
6:55 5:30 
7:55 5:45 
8:55 6:10 
10:25 6:35 
11:15 6:55 
11:50 7:25 
12:45 p.m. 7:50 
1:15 8:15 
2:20 9:20 
2:35 10:15 
3:15 11:20 
4:05 12:30 a.m. 

1:50 

BASIC FARE 
$2.15 per passenger, round trip. 
$7.50 Auto and driver, round trip. 
(10% discount with a commuter book) 

Leave Vashon 

5:05 a.m. 
5:30 
6:00 
6:2S1" 
6:50 
7:00 
7:20 
7:55 
8:15 
8:30 
9:30 
10:00 
10:45 
11:25 
12:20 p.m. 
12:50 

1 Via Southworth, crossing time 35 minutes. 
T Loads foot passengers and carpoolslvanpoo/s only 

1:50 p.m. 
2:10 
2:45 
3:35 
4:30 
5:00 
5:20 
6:10 
6:30 
7:05 
7:50 
8:351 

9:45 
10:351 

11:401 
1:20 

3 

from holiday traffic variations. The time for the survey was 
from 3:00 to 7:00 p.m. This incluped all westbound sailings 
on the passenger-only ferry. In addition, three westbound 
sailings of the automobile ferry Klahowya were surveyed. The 
exact sailings that composed the sample groups for this study 
are given in Table 3; the overall response rate was 79.5 percent. 

The following seven modes on the automobile ferry were 
identified: walk-on, bicycle, motorcycle, single-occupant ve
hicle, shared ride, WSF-certified carpool, and bus. A specific 
category for handicapped passengers was not provided; if they 
used a. wheelchair to board they were counted as a walk-on 
passenger for this survey. It may be useful in future studies 
of the passenger ferry to identify wheelchairs as a separate 
boarding mode. Persons living on the Kitsap Peninsula can 
take the passenger-only ferry to Seattle by riding the auto
mobile ferry from Southworth to Vashon Island and trans
,ferring to the passenger-only ferry. Hence, the percentage of 
ferry users living in different areas had to be identified. Changing 
modes from the automobile ferry to the passenger-only ferry 
inherently involves a change in routes; hence, the distance of 
the final destination of each of the respondents to the ferry 
terminal was determined. 

SURVEY RESULTS 

More than 80 percent of the respondents who use the passenger
only ferry use it 4 or more days per week, indicating that it 
is a commuter service. Figure 2 shows the percentages of the 
former modes that provided the passengers on the passenger
only ferry. The observation total of 299 reflects the fact that 
8 of the 307 passenger ferry observations did not respond to 
the question about former mode of boarding. 

It is interesting to note that 25 percent of the passenger
only ferry riders are new to the system. This may be explained 
by the fact that there is a certain turnover on Vashon Island, 

TABLE 3 Sailings Sampled for Project Survey, Tuesday, May 
14, 1991 

PASSENGER~ONLY FERRY 

Passenger-Only Ferry Total Passengers Total Number of 
Sailing Times on Sailing Observations 

3:05 p.m. 60 49 

4:35p.m. 150 124 

5:50p.m. 112 108 

7:00p.m. 26 26 

TOTAL 348 307 

AUTO FERRY 

Auto Ferry Total Passengers Total Number of 
Sailing Times on Sailing Observations 

4:05p.m. 182 124 

4:55 p.m. 199 146 

6:10p.m. 190 134 

TOTAL 571 404 
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Former Mode 

Walk-On 
39.5% 
(118) 

25.8% 
New Riders (77) 

Bus 
19.1% 
(57) 

Single 11.7% Passenger-Only Occupant (35) 
Vehicle Ferry Users 

299 
2.3% 

Shared Ride (7) 

Motorcycle 1.0% 
(3) 

Bicycle 0.3% 
(1) 

WSF Certified 0.3% 
Carpool (1) 

FIGURE 2 Former boarding modes of passenger-only ferry 
users. 

that is, a constant migration of residents moving onto and off 
the island. In addition, there has been steady growth in the 
region, and some persons moved to Vashon Island because 
passenger-only ferryboat service was made available, as indi
ccated by their written comments. On the passenger-only ferry, 
11. 7 percent of the passengers were former single-occupant 
vehicle riders on the automobile ferry, which represents about 
2 percent of the total passenger traffic between Seattle and 
Vashon/Southworth. Figure 3 shows where passenger-only 
ferry riders live. 

Kitsap Peninsula Vashon Island 

28.1 % (85) 69.3% (210) 

Passenger-Only Ferry Users-
Where They Live 

Out of the Area 
Seattle/f acoma 

Mainland 
0.3% (1) 2.3% (7) 

FIGURE 3 Passenger-only ferry users-where they live. Of 
307 observations, 303 responses were provided. 
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MODE CHOICE MODEL 

To understand what influences a commuter to choose the 
automobile ferry or passenger-only ferry, a number of atti
tudinal and demographics questions were asked. The infor
mation provided from the responses to these questions facil
itated the development of a logit model. This model predicts 
the likelihood of a person with a given set of attributes choos
ing to ride the automobile ferry or the passenger-only ferry. 
Using logit regression techniques, a binary choice model was 
developed to model the behavior of the ferry commuters trav
eling between the Seattle-Tacoma mainland and Vashon/ 
Southworth. The selected model is presented in Table 4; Table 
5 describes each of the variables in the model. 

The independent variables included in the final model dem
onstrate the significant factors ferry commuters take into con
sideration when choosing between the automobile and 
passenger-only ferries. The model, with these independent 
variables, is an attitudinal model rather than a model based 
on physical characteristics of the alternative transportation 
modes or demographics of the population. Several goodness
of-fit measures were used with other criteria to select the best 
model. For each of the estimated coefficients, the t-statistics 
are presented in Table 6. 

Along with the t-statistics in Table 6, several auxiliary sta
tistics for the model are provided in Table 7. Using the like
lihood ratio test, we can test the null hypothesis that all coef
ficients are zero, that is, b1 = b2 = ... = bk = 0. Assuming 
a chi-square distribution, the critical value for x2 with eight 
degrees of freedom and a = .05 is 21.95, and for our model 
21.95 < 217.68, so we are 99.5 percent confident that the null 
hypothesis, that all coefficients are zero, can be rejected. The 
p2 statistic is analogous to R2 used in regression, but the ac
cepted values of p2 are generally much lower than the values 
for R2 • Using the estimated coefficients, the following utility 
function results: 

U = 1.398 - 0.537(carper) + 0.726(ttvi) 

- 0.948(ttfvui) - l.038(farevi) + 0.635(endvi) 

- 0.736(sov) + 2.238(bus) + 0.753(walk) (1) 

Using the utility function in Equation 1, the probability of a 
decision maker selecting each of the modes can be predicted. 

TABLE 4 Estimated Coefficients for Logit Model 

Independent Estimated 
Variable Coefficient 

constant 1.398 
carper -0.537 

ttvi 0.726 
ttfvui -0.948 
farevi -1.038 
end vi 0.635 

SOV -0.736 
bus 2.238 

walk 0.753 

Number of observations = 711 
NA =Not Applicable 

Standard 
Error 

NA 
0.108 
0.189 
0.571 
0.188 
0.182 
0.243 
0.379 
0.207 

t-Statistic 

NA 
-4.966 
3.832 

-1.660 
-5.529 
3.488 

-3.023 
5.905 
3.635 
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TABLE 5 Description of Variables 

Independent Variable 
constant 

carper 
ttvi 

ttfvui 
farevi 
endvi 

sov 
bus 

walk 

Description of the Independent V arial:ile 
constant term 
number of cars per workers who work outside the household 
total travel time 'important' (O=no,l=yes) 
ferry travel time 'very unimportant' (O=no,l=yes) 
the fare 'very important' (O=no,l=yes) 
endpoint of the ferry trip 'very important' (O=no,l=yes) 
used as prior boarding mode (O=no,l=yes) 
used as prior boarding mode (O=no,l=yes) 
used as prior boarding mode (O=no,l=yes) 

TABLE 6 Discussion of Coefficients 

Ind.Var. 

carper 

ttvi 

ttfvui 

farevi 

end vi 

sov 

bus 

walk 

Est. 
Coe ff. 

-0.537 
(t=-4.97) 

0.726 
(t=3.83) 

-0.948 
(t=-1.66) 

-1.038 
(t=-5.53) 

0.635 
(t=-3.49) 

-0.736 
(t=-3.02) 

2.238 
(t=5.90) 

0.753 
(t=3.63) 

Discussion of Variable and Estimated Coefficient 

As the number of cars available to the worker increases, the 
less likely the person will be to use the passenger-only ferry. 
This seems intuitively correct. 

If total travel time is very important, the decision maker may 
be more likely to choose the passenger-only ferry. 
Especially if the ferry component is the major component of 
the trip, as with most passenger-only ferry commuters. 

If the travel time on the ferry is very unimportant, the rider 
is less likely to take the passenger-only ferry. If the ferry 
component of the trip is small, relative to the total trip, the 
leg of the trip on water is less significant. This reflects that 
many persons using the auto ferry retain the use of their 
personal transportation, and the shorter crossing time of the 
auto ferry. 

If fares are very important to the user, the likelihood of using 
the passenger-only ferry is reduced. Currently, fares on the 
passenger-only ferry are higher than the fare for a walk-on 
passenger on the auto ferry. 

If the endpoint is very important to the user, it is more likely 
the passenger-only ferry will be used. Over 80% of persons 
using the passenger-only ferry had their destination within 
five miles of the passenger-only ferry terminal. 

A person who used a single occupant vehicle on the auto 
ferry is less likely to use the passenger-only ferry. This may 
reflect a commitment to personal transportation. 

A bus rider is more likely to use the passenger-only ferry. 
The size of this coefficient suggests a strong correlation 
between bus riders and passenger-only ferry use. 

As with the bus the sign is positive, but the size of the 
coefficient is smaller. This may reflect the fact that some 
persons who walked on the auto ferry did so because the 
auto ferry terminal is convenient to their final destination. 

The equation for predicting the probability of selecting the 
passenger-only ferry is provided in Equation 2: 

This model was developed directly from the responses given 
by ferry users. Specific questions about weather were not 
asked, but questions about the importance of ferry terminals 
being located conveniently to the origin and destination were 
asked. It may be inferred that responses to questions on the 
location of ferry terminals reflect some consideration given 
to weather. 

P(m,f U) [I + ~<-U) J (2) 

· where m1 Mode 1 passenger-only ferry. 
The use of this model can be illustrated by examining a 

hypothetical decision maker ( dm) with the following attri-
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TABLE 7 Auxiliary Statistics 

Number of Observations 
Likelihood Ratio (X2) 

{i-
corrected {i

Log Likelihood 

711 
217.68 

.221 

.213 
at convergence initial 

-383.99394 -492.82765 

butes: the dm's household has 1.5 cars per worker working 
outside the household, the total travel time is very important 
to the dm, the ferry travel time is very unimportant, the fares 
are very important, the endpoint of the ferry trip is very 
important, and the former boarding mode on the automobile 
ferry was walking. Using this description of the decision maker 
gives the following: 

u = 1.398 - 0.537(1.5) + 0.726(1) - 0.948(1) 

- 1.038(1) + 0.635(1) - 0.736(1) 

+ 2.238(0) + -o. 753(0) 

P(m,l-0.769) = L + ~,0 ,69,] = .317 

For this hypothetical decision maker, the probability of choos
ing the passenger-only ferry is 0.317, and, hence, the prob
ability of this person choosing the automobile ferry is 0.683. 
The choice model has one continuous independent variable, 
carper, the number of licensed, working automobiles per worker 
working outside the home. The elasticity of this variable was 
computed as -0.51. This indicates that a 1 percent decrease 
in the number of automobiles per worker results in only a 
0.51 percent increase in the probability of the decision maker 
choosing the passenger-only ferry; hence this variable is 

. inelastic. 
Subsequent to the analysis of the data and completion of 

the model, the authors examined the influence of frequency 
of service on the behavior of ferry commuters. The frequency 
of service variable was tested during the development of the 
logit model and found to have low t-statistics (less than 1). 
The ferry system has experienced increased ridership on au
tomobile ferries in the past by increasing the frequency of 
service. Our study indicated that frequency of service is nearly 

- equal in importance to passenger-only and automobile ferry 
riders. Thus, although it is an important variable in attracting 
ferry ridership, its importance to one mode ot the other was 
not unique. This fact accounts for the low t-statistics of the 
frequency of service _variable in the logit modei. Hence this 
variable was excluded from the final model. Whereas this 
finding may be counterintuitive when considering weather 
conditions (frequency is expected to be a greater factor for 

· the passenger ferry than for the automobile ferry), several 
factors may influence its lack of significance in the study. One 
is the fact that the study was conducted on a beautiful spring 
day with warm sunny weather. Hence the weather may have 
been taken for granted by the respondents. Another factor is 
that most people living in the Pacific Northwest accept the 
fact that rain is a part of life in this region and are less sensitive 
to rainy weather than those in other regions of the United 
States. 
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Another reason why frequency of service may not be a 
strong attribute in the model has to do with how people per
ceive frequency or service as opposed to how people perceive 
travel time. If commuters depart at a regular time each day, 
the provision of additional trips may not be as readily per
ceived by the commuter as a reduction in travel time. This 
reasoning, along with the observation stated earlier regarding 
frequency of service being nearly equal in importance to au
tomobile ferry and passenger-only ferry users, may explain 
the lack of its significance in this model. This should not be 
interpreted to mean that the frequency of service is incon
sequential to passenger-only ridership. 

CONCLUSIONS 

Statistical analysis of the survey results contributes to the data 
base of knowledge regarding waterborne transportation. As 
the country grows in population, there will be an increasing 
demand for land and space. Land and space near the water 
will be especially desirable. It is unlikely that the passenger
only ferry will replace the automobile ferry. Increased au
tomobile ferry service may be inevitable. However, if the ferry 
system is to truly serve as an extension of the Washington 
State highways, it must have the means to carry out that role. 
The passenger-only ferry service can be an integral part of 
the ferry system network. The passenger-only ferry service 
can potentially slow the growth of automobile use on the 
ferries, an environmentally sound goal. 

This study indicates that providing passenger-only ferry ser
vice can result in a mode shift from drive-on ferry passengers 
to walk-on passengers. Former single-occupant vehicle users 
composed 11. 7 percent of the persons responding to this 
passenger-only ferry survey question. Extrapolated to the en
tire passenger-only commuter population, this represents ap
proximately 40 persons who shifted from single-occupant ve
hicles on the automobile ferry to walk-on passengers on the 
passenger-only ferry. This results in a mode· shift of 1. 94 per
cent out of the total afternoon ferry commuter population of 
2,100 after approximately 1 year of passenger-only ferry ser
vice between Seattle and Vashon Island. 

The degree of mode shift depends on the ferry routes and . 
the location of ferry terminals. Whether the amount of mode 
shift measured in this study will prove economically viable 
remains to be determined. The study revealed that passengers 
believe that travel time on the passenger-only ferry is impor
tant an9 will influence their decisions regarding mode choice. 
In addition, the door-to-door travel time is a significant factor 
when people choose between passenger-only ferry service and 
automobile ferry service. The study also indicated a significant 
number of new riders (25 percent). This is primarily a result 
of land use turnover and growth in the region. Some people 
actually moved to Vashon Island specifically because the ser
vice was made available. A consistent advertising program 
regarding the availability of alternative modes of transpor
tation could have a significant impact on this market. Such a 
program should be considered to maximize use of the pas
senger ferry. 

Should another transportation alternative, such as a cross
Sound bridge, be chosen at some time in the future, it will 
only replace a small portion of the ferry system's network. 
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The value of the passenger-only ferry to the transportation 
system of the Pacific Northwest and its contribution to the 
overall ferry system is clear. WSDOT's plan for future ac
commodation of efficient and environmentally desirable modes 
of transportation must consider increasing the number of 
passenger-only ferries serving Puget Sound ferry commuters. 
The passenger-only ferry contributes to the regional goal of 
reducing reliance on the automobile. 
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Using Marginal Costs To Evaluate 
Drayage Rates in Rail-Truck 
Intermodal Service 

LAZAR N. SP Asov1c AND EDw ARD K. MoRLOK 

An operations planning model of the highway portion, or dray
age, of rail-truck intermodal transport is used to develop pricing 
guidelines for drayage service. The model, originally developed 
and used to evaluate the potential of reducing cost and improving 
service quality of drayage, also generates marginal (incremental) 
costs of moving loads in the drayage operation. The marginal 
costs are used to evaluate the efficiency of drayage rates charged 
by truckers in the current operation as well· as rates used in a 
proposed operation with centralized planning of tractor and trailer 
movements. The insights gained from this analysis are used to 
develop guidelines for using marginal costs in the areas of pricing 
intermodal door-to-door movements, load solicitation, and de
cisions regarding load acceptance. Application of the model as a 
decision support tool for assisting intermodal management in de
veloping proper strategies for pricing and marketing of intermodal 
service is illustrated. The need for railroad management to be
come aware of the characteristics of drayage operation and the 
systemwide impacts of drayage movements on the cost and thus 
profitability of intermodal operation is indicated. 

The use of an operations planning model of the highway por
tion, or drayage, of rail-truck intermodal freight transport for 
developing pricing guidelines for drayage service is described. 
In rail-truck intermodal operations, highway trailers or con
tainers are moved by rail in line-haul between rail terminals 
and by tractor-trailers from the terminal to receivers (termed 
consignees) and from shippers to the terminal in the service 
area. The local tractor-trailer movement is referred to as dray
age-the term coming from the earliest such movement, 
wherein the freight was hauled in wagons pulled by dray horses. 
Currently, despite its short distance compared with the rail 
movement, drayage accounts for a large fraction of intermodal 
origin-to-destination costs and is a major factor in service 
quality as perceived by shippers. Various railroad industry 
estimates indicate that the prices paid for drayage for a typical 
1,000-haul is 40 percent of the total door-to-door rate (1). 
This high drayage cost is widely regarded by intermodal and 
railroad executives as a major factor preventing intermodal 
from becoming competitive with intercity motor carrier in 
short- to medium-haul markets and inhibiting the profitability 
of longer movements. 

Research was undertaken to evaluate the potential of both 
reducing cost (and hence price) and improving service quality. 

L. N. Spasovic, Center for Transportation Studies and Research, 
New Jersey Institute of Technology, Newark, N.J. 07102. E. K. 
Morlok, Department of Systems, University of Pennsylvania, Phil
adelphia, Pa. 19104-6315. 

of drayage (2). The central part of the research was the de
velopment of a detailed mathematical model of drayage that 
was used to evaluate cost savings of an operation in which 
the movements of trailers and containers are centrally planned 
compared with the current decentralized drayage operation. 
Drayage companies (truckers) would be paid rates that are 
based on their costs. The research findings revealed that sub
stantial cost savings could be achieved by introducing a cen
tralized operation (2 ,3). 

However, the primary motivation for this paper was to use 
the marginal costs of drayage (generated by the model) to 
evaluate the current drayage rates that are charged by truckers 
to move trailers. Intermodal service is typically marketed 
through separate organizations, called intermodal retailers or 
third parties, who are the actual agents arranging for the 
transportation. Whereas there are some important recent ex
ceptions to this arrangement, such as in the case of Conrail 
Mercury service and the QUANTUM service offered by the 
Santa Fe and J. B. Hunt, third-party retailing remains the 
dominant form for most domestic intermodal. The intermodal 
retailers also arrange directly with separate trucking compa
nies for the dray age of trailers (or containers) at the rail 
terminals. The railroad does not deal directly with the shippers 
and consignees and in effect receives a division of revenue 
for the line-haul portion of the service. Because of this pricing 
arrangement, it is important for the railroad to understand 
the costs of the drayage operation so that it can properly 
establish its line-haul rate. 

A second purpose was to examine the pattern of marginal 
costs to ascertain how they varied by direction and location 
and whether there were any stable patterns. This is important, 
for if they vary in a seemingly random manner, a marginal 
cost-base pricing scheme would yield vacillating rates that 
probably would be unacceptable for both carriers and ship
pers. Also, profitability of individual loads would be difficult 
to determine a priori. On the other hand, stable marginal 
costs would provide an important input to price setting and 
should prove valuable in establishing a pricing strategy vis-a
vis competitors. 

A third purpose was to use the model to evaluate the rates 
the draymen would be paid in a centralized operation as a 
measure of the true cost (marginal cost) of tractor and trailer 
movements. The objective here was to find out whether the 
rates were smaller or larger than the model-generated mar
ginal costs of trailer movements in the least cost drayage 
operation. Often in complex transportation systems charac-
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terized by load imbalances and terminal congestion, the move
ment of an additional shipment (trailer) may result in a sub
stantial increase in the cost of operation. This cost may be 
significant and exceed the rate charged for the movement. 
Alternatively, it could add little to the overall cost. If the 
railroad were to introduce centralized operation of drayage 
and presumably along with that set the origin-to-destination 
rate for each intermodal shipment, the actual costs of drayage 
should be the basis for paying for the drayman and ·for the 
overall shipment price. Thus, the objective was to ascertain 
whether the rates represented a good approximation of in
cremental costs. If so, they would provide an easy-to-use and 
stable basis for payment. If not, the payment scheme would 
have to be more complex, perhaps involving assessing the 
incremental cost of each drayman for each movement. Similar 
considerations would apply to the inclusion of the cost of 
drayage in the pricing of the origin-to-destination movement. 

BACKGROUND 

Intermodal has great potential to offer shippers a competitive 
product-in terms of price and level of service-by combin
ing the best features of both modes: the efficiency of truck 
in local operation with the economy of scale of rail in a long 
haul (4-6). Despite these facts, intermodal has not yet achieved 
its full potential either in terms of increasing its market share 
relative to its prime competitor, intercity motor carriers, or 
profitability. As stated by Allen, it has been "a great revenue 
business but a poor net revenue business" (7). 

Fragmented Structure of Drayage 

A critically important characteristic of intermodal services, 
which has a major impact on the cost and service quality of 
intermodal, is the fragmented organizational structure asso
ciated with rail-truck movements. As was mentioned earlier, 
in the case of all shippers except for very large ones, such as 
UPS and the U.S. Postal Service, and selected services, in
termodal service is marketed through intermodal retailers. 
The intermodal retailers' pricing arrangements between the 
railroad and drayage are kept confidential. It has been noted 
that the agents in the system often have different profit/level
of-service frameworks in which they operate (8). Thus, they 
could be attempting to maximize their own profits rather than 
cooperating in maximizing the profit of the entire intermodal 
system. In this context, excess profit could be generated by 
intermodal retailers or drayage carriers, or both, by charging 
for their service a rate in excess of their incremental costs. 
Many years ago, Allen (9) suggested that the high cost of 
drayage could be a result of inefficient fragmented operation 
as well as excess profit extraction by the partnerships between 
the drayers and the intermodal retailers. 

The lack of coordinated pricing and marketing of the overall 
service, where it exists, is facilitated by the lack of knowledge 
on the part of the railroad about the drayers' cost structures. 
An early study of intermodal rail pricing strategies by Horn 
(10) evaluated the efficiency of railroad intermodal rates and 
analyzed how these rates related to the railroad's overall pric-
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ing strategy. His findings indicated that there were no con
sistent pricing objectives that the railroad followed in deriving 
its line-haul rates. In addition, the study pointed out that there 
was no knowledge about the draymen's operating practices 
and cost structure. This lack of knowledge resulted in the 
origin-to-destination rate (combined railroad line-haul plus 
dray age rate) either being lower than it need be considering 
the competitive truck rate or being higher than the compet
itive truck rate, driving business to the truckers. Horn sug
gested that the railroad reevaluate its pricing policies and 
bring them in line with its marketing and management ob
jectives. Otherwise, there would be no further penetration of 
intercity truck markets and thus no substantial growth in mar
ket share or profit for intermodal. Since pricing must be based 
on both competitive factors and costs, these results and con
clusions underscore the importance of the type of cost analysis 
described in this paper. 

Inefficiencies in Drayage Operation 

In addition to these pricing and marketing problems, the frag-· 
mentation prevents efficient operation of the entire drayage 
function. In a typical intermodal market, around the rail ter
minal, there are at least a dozen intermodal retailers and as 
many truckers. As a result, drayage is characterized by a large 
percentage of nonrevenue movements, which contribute to 
the high cost of operation. For example, it is not uncommon 
to find one drayman, working for one retailer, delivering a 
loaded trailer to a consignee in a particular town, waiting 
while it is unloaded, and 'then returning the empty trailer to 
the terminal, while at about the same time another drayman 
is hauling an empty trailer to a shipper in the same area for 
loading and then bringing it back to the terminal loaded. Half 
of each round-trip thus is to move an empty trailer. If infor
mation on all deliveries and loads were available at a single 
location and delivery and pickup schedules were coordinated, 
·these two round-trips might be replaced by one: delivering 
the loaded trailer, unloading it, repositioning it to the shipper, 
loading it, and returning to the terminal with a full load. Thus 
unproductive movements could be reduced or even eliminated 
if the trailer movements are planned as a whole instead of in 
a fragmented manner. This efficiency would result in an op
eration with increased loaded (revenue) miles and thus a lower 
cost of operation. 

The operation of drayage and its pricing are also closely 
interrelated. As the operation becomes more coordinated us
ing single tractor round-trips to serve more than one load, 
pricing becomes more difficult. The reason is that costs are 
no longer essentially only direct in the sense that blocks of 
tractor (and driver) time (or activities) are associated with 
single loads. Instead, costs are shared, requiring a more so
phisticated determination of costs attributed to each load 
(trailer). 

To understand this, it is necessary to consider the drayage 
process in more detail. In drayage operations, loaded trailers 
(or containers loaded on flatbeds or skeleton trailers) are 
moved from the rail yard (upon their arrival by rail) to the 
consignee as well as from the shippers to the rail terminal for 
loading onto trains that carry the trailers to the destination 



10 

area, from which drayage is used again for final delivery. In 
addition, once the trailer is emptied by a consignee, it is either 
moved back to the terminal, from which it will be taken later 
to a shipper, or repositioned directly from the consignee to 
a shipper needing an empty trailer for loading. Since the 
trailers are entirely separate from the tractors, tractors with 
drivers must be scheduled to support all trailer movements. 
Furthermore, there may be considerable movement of trac
tors without trailers, termed bobtailing. The separability of 
tractor and trailer modules permits trailers to be moved ac
cording to two procedures: stay-with and drop-and-pick. The 
stay-with procedure means that the tractor stays with the trailer 
during unloading and loading. The drop-and-pick procedure 
means that the tractor leaves the trailer during unloading or 
loading and departs to some other location for another as
signment. A tractor eventually returns to pick up the trailer 
and take it to the terminal, or, if the trailer is empty, the 
tractor can reposition it to a shipper. Discussions with persons 
in the industry suggest that almost all movements now appear 
to use the stay-with procedure. 
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At the present time, the prices charged by draymen are 
based primarily on the assumption that each trailer delivery 
is undertaken independently of other deliveries. Thus, as in 
the earlier example, a tractor delivering a load will return the 
empty trailer to the terminal rather than pick up an outbound 
load on the return trip. Since the tractor's time and mileage 
on the round-trip are uniquely associated with the one deliv
ery, the attributable cost is easily determined, and the price 
is set slightly above that cost, factoring in overhead and other 
nondirect costs. Similarly, drop-and-pick rates would then 
involve two round-trips, so they would be almost twice as high 
(the reduction being due to saving the loading or unloading 
time). Indeed, some drayage firms (and some railroad drayage 
subsidiaries) charge double for this service (perhaps partly to 
discourage its usage). In practice, prices could deviate from 
these levels, as economies and diseconomies appear. As for 
economies, some retailers and draymen would notice oppor
tunities to move loads in both directions on a round-trip. 

The basis for pricing under centralized operation, in which 
multiple loads may be moved by a tractor during one round-
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trip from the terminal (perhaps stopping at two or more ship
per/consignee locations), is more difficult. The cost of such a 
round-trip (perhaps including an allocation of unproductive 
time as well) could be allocated to the loads handled, but this 
would result in substantial variations for any one load-de
pending on the availability of other loads to marry with it. 
This would play havoc with stable pricing. Another approach 
is to calculate the actual marginal cost of loads to (or from) 
each area served on the basis of typical or expected traffic 
patterns. Prices would then be set at or above the marginal 
cost, thus reflecting market conditions and the possible need 
for unit revenue in excess of marginal costs in order to cover 
fixed costs (i.e., total revenue must be at least equal to total 
cost for the system to be self-sustaining). 

Envisioned· Dray age Operation 

As stated previously, the improved drayage operation envi
sioned centralized drayage operations planning in which trac
tors would be assigned to support trailer movements to (a) 
meet service requirements for timely delivery of trailers to 
and from shippers and consignees and (b) minimize the cost 
of drayage. To this end, a model of a tractor and trailer 
delivery, repositioning, and pickup system that would capture 
the nature of the drayage operation closely was developed. 
The model was applied to a real-world case study of drayage 
to evaluate the cost savings and service improvements possible 
from a centralized operation. The model was structured as 
an integer linear program with time windows and service con
straints. The general model statement is as follows: Minimize 
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total costs of tractor and trailer activities subject to 

• Service quality constraints for deliveries of loads to 
consignees, 

• Service quality constraints for pickups of loads from 
shippers, 

•Tractor flow conservation constraints, 
•Trailer flow conservation constraints, and 
• Nonnegativity and integrality constraints. 

Of primary concern in this paper are the results in terms 
of pricing drayage services. The model formulation itself is 
described in detail elsewhere (2 ,3). 

CASE STUDY 

The case study was based on the trailer movements in the 
area of the Conrail intermodal terminal at Morrisville, Penn
sylvania, during the 8-day period February 26 to March 5, 
1989. It was found that 330 trailer loads were available to be 
moved between the terminal and the consignees or shippers. 
The traffic was highly imbalanced-215 loaded trailers ar
rived by rail to be delivered, whereas only 115 loads were to 
be picked up from the shippers and delivered to the terminal 
for outbound movement by rail. This imbalance is not atypical 
for Conrail or any northeast railroad operation. Shippers and 
consignees, shown in Figure 1, were grouped together into 
14 areas according to their zip codes. The scheme for grouping 
the zip codes into the areas is given in Table 1. The trailer 
volume and day they were available to be moved are also 

TABLE 1 Temporal Distribution of Demand for Deliveries and Pickups of Loads (Shown 
in Parentheses) at Areas 

Arca Day Empty 
( with ZIP CODES) l 2 3 4 5 6 7 8 Trailer 

A l (2) l (-) - (l) 2 (-) l (-) 8 
18834, 18951 

B 25 (7) 5 (6) 14 (7) 10 (4) 16 (3) 5 (3) - (4) - (1) 84 
19020, 19007 

19067, 19147,19135, 
19047, 18974 

D -- 19104 16(4) 8 (6) 4 (3) 5 (2) 6 (2) 6 (3) - (1), 2 (2) 27 
F-19148 3 (3) 3 (3) 5 (3) 5(2) 7 (-) 2 (1) 2 (2) -m 15 

G 4 (1) 3 (1) - (2) 2 (-) - (1) - (1) 8 
19562, 18105, 
18071, 18085 

H 1 (-) 2 (-) 1(-) 0 
19063, 19567 

L - (1) 1 (-) 2 (-) 1 (-) 0 
19481,19464, 19456 

J - (1) - (2) - (1) 1 (1) 1 (1) - (1) 6 
07114,07032,07512 

K 1 (-) 5 (-) 1 (-) 1 
08360 

L 1 (2) - (l) - (1) 2 
08890,08822, 08807 

M 2 (1) 1 (-) - (2) 1 (-) - (1) 2 
19056, 19348 

N 10 (2} 1 (2) 2 (1) - (1) 3 (2) 1 (1) 1 (1) 13 
18346, l 8466, l 8360 

18372, 18201 
0-18501 1 (-) 1 (-) - (1) 1 (-) 1 
p - 18848 2 (2) 1 (-) 2 (1) (l) 3 (1) -(1) 1 (-) 8 
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given in Table 1. Within centralized drayage operations plan
ning various forms of payments of draymen were considered. 
The results herein are based on a piecework payment plan, 
which means that a drayman would be paid separately for 
each movement of a trailer-empty or loaded-on an origin
to-destination-specific or mileage basis. The payments were 
derived from the current pricing guides of draymen in the 
Morrisville area using regression (2). The payments are linear 
functions of the distance between the terminal and the areas. 
The payments for loaded trailers are higher because they take 
into account the additional time associated with handling them 
(paperwork, bill of lading inspection, etc.). 

Given the piecework drayage rates (cost) for each alter
native and traffic data, the model produced an optimal op
erations plan with integer flows of tractors and trailers that 
minimized the cost of moving the loaded trailers and distrib
uting empty trailers for loading on return movement, while 
satisfying the customer's schedules for pickup and deliveries. 
Considering the simplifications necessary in any modeling, 
some weaknesses in the demand data, and assumptions nec
essary because of data limitations, it was concluded that a 40 
percent reduction in cost was a reasonable target for savings 
resulting from optimized operations planning. The actual re
sults, discussed in detail elsewhere (1), specified somewhat 
larger savings depending on assumptions and payment plans. 

MARGINAL COSTS 

Besides estimating the overall cost, the model yields the mar
ginal or incremental cost of an additional drayage movement. 
This is computed by considering the change in total cost re
sulting from moving an additional load. The marginal costs 
would in general differ considerably from the direct cost that 
could be associated with the loaded move (if any, as argued 
before). 

The marginal costs are used for two purposes. One is to 
examine their stability spatially and over time, important fea
tures if they are to be used as a basis (along with others) for 
pricing. The other is to compare the incremental costs of 
loaded trailer movements with two rates: current drayage 
rates and the piecework costs for single moves derived from 
the current rates. The rationale for this is to ascertain the 
extent to which current or piecework pricing would reflect 
marginal costs. 

Calculation of Incremental Costs of Moving 
Trailer Loads 

The drayage model, when solved as a linear program, yields 
shadow (dual) prices associated with constraints on the de
livery and pickup of trailer loads. The shadow price represents 
a change in the total cost of operation resulting from moving 
an additional trailer load, within a time window, between the 
terminal and a particular consignee/shipp~r. These model
generated shadow prices are used to approximate the true 
incremental costs of moving trailer loads. 

The shadow prices and thus marginal costs are calculated 
in two ways. One is to solve the continuous-variable version 
of the model to optimality, thus yielding the marginal costs 
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associated with the real-valued tractor-trailer flows. These 
costs are given in Columns 2 and 3 of Table 2. The real-valued 
flows mean that, in the model, an additional trailer may be 
moved in fractional amounts (e.g., 0.3 of a single trailer may 
be moved on one day and 0.7 on the next day). Of course 
such moves are not physically possible. The second way is to 
solve the model to yield marginal costs associated with integer
valued tractor and trailer flows. However, these integer flows 
were not necessarily optimal, as noted by Spasovic (2). The 
marginal costs associated with the integer-valued flows are 
given in Columns 4 and 5 of Table 2. 

Table 2 indicates that the marginal costs associated with 
the real-valued flows vary considerably with the time when 
the load is available for movement. In Area K, which receives 
seven loads from the terminal and sends zero, accepting a 
delivery of an.additional load from the terminal in either Day 
1, 6, 7, or 8 would increase the total cost of the operation by 
$118. Accepting the load on Day 2, 3, 4, or 5, however, would 
increase the cost of operation by $202. In the reverse direc
tion, though, the pickup of an additional load at K on any 
day of the study period would increase the cost of operation 
by only $18. The last two columns of Table 2 indicate that 
the marginal cost of delivering an additional integer-valued 
load from the terminal to Area K is $202, whereas the cost 
of picking up a load is $18. Note that the marginal costs 
associated with the integer flows do not vary with the time 
the trailer load is available for delivery or pickup. 

The comparison of marginal costs associated with real- and 
integer-valued flows is shown in Figure 2. The marginal costs 
associated with real-valued tractor-trailer flows are plotted 
against the marginal cost associated with integer-valued tractor
trailer flows. The square symbols along the 45-degree line in 
the graph represent identical values of marginal costs for mov
ing loads to and from consignee/shipper areas. The triangle 
symbols show the values of costs that are different; the mag
nitude of this difference can be. measured by the triangle's 
distance from the 45-degree line. Since marginal costs are 
almost equal, and considering the fact that in the real world 
the movements of tractors and trailers are integer valued, 
only the marginal costs associated with integer flows of trac
tors and trailers are used in further analysis. 

When marginal costs are used for pricing, an important 
feature is whether they yield revenue sufficient to cover the 
cost of the drayage operation. It is of course typical in a 
transportation context for there to be economies of scale and 
density and for prices set at marginal costs to yield total rev
enue less than total cost. In the case where marginal costs are 
greater than average costs, if the drayage were priced at mar
ginal costs, total revenue would be sufficient to cover the cost. 

There are economies of scale and density in this linear 
model of drayage operations. For example, if the traffic vol
ume is halved, the cost of operation would not necessarily 
decrease by 50 percent. Because of the systemwide impacts, 
opportunities for combining movements to reduce inefficien
cies (e.g., deadheading and bobtailing) may be lost. 

Pattern of Marginal Costs 

The pattern of marginal costs presented in Table 2 reveals 
many interesting features. First, the cost of moving a load in 
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TABLE 2 Comparison of Calculated Marginal Costs of Deliveries and Pickups of Loads 

Area Marginal Costs1 ($) of Marginal Costs 2 ($) of 

Delivering Picking Up Delivering Picking Up 
Load Load Load Load 

A 146 18 146 18 
B 72 18 72 18 
D 128 18 128 18 
F 148 18 148 18 
G 233 Days 1-7 17 233 17 

Dav8 57 
H Days 1-4 283 Days 1-7 17 283 17 

Days 5-8 293 Dav8 29 
I Days 1-3 142 Days 1-3 31 180 18 

Days 4-8 185 Days 4-8 18 
J Days 1-3 94 102 128 110 

Days 4-5 136 
Days 6-8 63 

K Days 1, 6-8 118 18 202 18 
Days 2-5 202 

L Day 1 115 Days 1-3 39 107 47 
Day2 41 Days 4-8 18 
Davs 3-8 18 

M Days 1-2 187 Days 1-5 17 161 43 
Days 3-5 151 Days 6-7 43 
Davs 6-8 158 Dav8 47 

N 348 42 340 50 
0 384 18 384 18 
p 534 18 534 18 

1Marginal costs are associated with the real-valued flows of tractors and trailers. 

2Marginal costs are associated with the integer-valued flows of tractors and trailers. 
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Marginal costs associated with real-valued flows 

FIGURE 2 Comparison of marginal costs from integer-valued solution with those from 
real-valued solution. 
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the higher-volume direction (delivering a load from the ter
minal) is much higher than that of picking up a load. That 
there is a difference is expected, but the magnitude of the 
disparity is noteworthy. The average ratio of marginal costs 
of delivery to pickup is 9.95, reflecting the traffic imbalance. 

3. Increases in cost with distance for deliveries can be ex
plained by the fact that each additional delivery generally 
requires an additional tractor round-trip. But many pickups 
can be moved by a returning tractor and empty trailer, and 
thus the additional cost is simply the added time for loading 
and added mileage for repositioning. The variations in pickup 
cost are explained primarily by the variability in added mileage. 

The expected pattern of cost increasing with distance is also 
evident for deliveries but not for pickups, as shown in Fig-ure 
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FIGURE 3 Marginal costs for pickups and deliveries versus distance from the terminal. 

Evaluation of Current Rates 

The comparison of marginal costs with rates for drayage in 
the current operation is given in Table 3. The marginal costs 
of delivering loads are always smaller than the current rates. 
On the average, the marginal costs are 73 percent of the 
current rates, with all values being in the 40 to 93 percent 
range. These values indicate that there is room for reduction 
in the current rates. The current rates for loads to Areas A, 
B, D, G, H, I, 0, and Pare approximately $50 larger than 
their respective marginal costs. These differences represent 
the cost of 2-hr tractor idling at the areas at $25/hr. This 
implies that tractors moved to and from these areas in the 
drop-and-pick operation. The reason is that there is sufficient 
two-way traffic so that tractors can be engaged in productive 

TABLE 3 Comparison of Current Drayage Rates and Marginal 
Costs 

Area Stay-With Current Marginal Costsi ($) of 
Rate($) for 

Loaded Trailers 
Delivering Picking Up 

Load Load 

A 195 146 18 
B 123 72 18 
D 179 128 18 
F 198 148 18 
G 283 233 17 
H 334 283 17 
I 230 180 18 
J 271 128 110 
K 251 202 18 
L 268 107 47 
M 237 161 43 
N 421 340 50 
0 434 384 18 
p 484 534 18 

Ratio ofMantinaJ Costs to Stay-With Rates for Loads 
Avera_ge 0.73 0.12 
Ran_ge 0.4-0.93 0.03-0.41 

1Marginal costs are associated __ with the integer flows of tractors and trailers. 

1 work (i.e., they can leave trailers at the areas and depart to 
new assignments) rather than having to wait while the trailers 
are loaded or unloaded. Thus, from Table 3 and the above 
analysis, it can be concluded that the current rates can be 
reduced on the basis of the criterion of revenue covering costs. 

The marginal costs of picking up loads at Areas A, B, D, 
F, G, H, I, 0, and Pare significantly smaller than the current 
rates. They are, on the average, 12 percent of the current 
rates with actual cost for all areas being in the range of 3 to 
41 percent. An issue in setting prices is of course that for any 
firm to remain in business its total revenue must at least equal 
its total cost. The cost of the centralized operation is about 
$ 38,300, 60 percent of the current cost. Using the marginal 
costs in Table 4 as the prices for all movements yields a total 
revenue of $37 ,834, only about 1 percent less than the cost. 
Thus prices would have to be set 1 percent higher than the 
marginal costs, on the average. However, this is still much 
below the level of current prices. Again, we can conclude that 
the current drayage rates could be significantly reduced. 

These conclusions about possible reductions in the current 
rates must be viewed in the context of assuming that all trailers 
are moved according to a unified plan for the entire terminal 
area. As stated earlier, in the current operation the draymen 
and intermodal retailers lack the comprehensive information 
on trailer movements necessary to achieve such a system
optimal operation. 

Evaluation of Piecework Costs 

The comparison of marginal costs and piecework cost for 
moving trailers in a centralized operation is given in Table 4. 
The marginal cost of delivering a load from the terminal to 
Areas A, B, D, E, F, G, H, I, K, 0, and Pis, on the average, 
1. 71 times higher than the one-way piecework cost. For these 
areas, a marginal cost equals the sum of piecework rates for 
loaded and empty trailer terminal-area movements. Looking, 
for example, at Area K, the marginal cost of delivering a load 
from the terminal, $202, represents the sum of piecework costs 
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TABLE 4 Comparison of Piecework Rates and Marginal Costs 

Area Piece-Work Rate($) for Delivery or Marginal Costs'1 ($)of 
Pick Up of 

Loaded Trailer Emntv Trailer Delivering Load Pickinl! Uo Load 
A 82 64 146 18 
B 45 27 72 18 
D 73 55 128 18 
F 83 65 148 18 
G 125 108 233 17 
H 150 133 283 17 
I 99 81 180 18 
J 119 102 128 110 
K 110 92 202 18 
L 77 59 107 47 

.M 102 85 161 43 
N 195 177 340 50 
0 201 183 384 18 
p 276 258 534 18 

Ratio of Marginal Costs to Piece-Work Rates for Loads 
Average 1.71 0.28 
Range 1.08-1.93 0.07-0.92 

1 Marginal costs are associated with the integer flows of tractors and trailers. 

for loaded and empty movements between the terminal and 
the area (i.e., $110 plus $92). This finding implies that, be
cause of the present traffic imbalance, an additional trailer 
delivered from the terminal cannot be reloaded or advanta
geously repositioned to a new area and loaded and thus must 
be returned empty. Therefore, for the delivery of loads to 
these areas, the shipper should be charged a drayage rate that 
is at least equal to the marginal cost. Otherwise, this load is 
moved at a loss, and the load should be rejected. To sum
marize, it is clear that directional imbalance and volume of 
traffic are the major factors affecting the magnitude of mar
ginal costs. 

The marginal cost of picking up a load at Areas A, B, D, 
E, F, G, H, I, K, 0, and Pis on the average 28 percent of 
a one-way piecework cost for loaded trailers. The railroad 
should take &dvantage of this low marginal cost and solicit 
loads from these areas and balance the flows in order to 
increase its market share and in the long run the profitability 
of service. 

Currently, it is common practice for the intermodal retailers 
to ask for reduced rates at which to sell the movement of 
trailers in the westbound (or light traffic) direction. However, 
despite the general traffic imbalance, for some of the areas 
(e.g., Areas J and L), the traffic is heavier in the westbound 
direction, and thus these areas will have a higher marginal 
cost for pickup. This marginal cost should be considered in 
determining the drayage rates for trailer movements and, thus, 
the door-to-door rate in the westbound direction. The use of 
marginal costs will eliminate the current practice of granting 
a lower rate for door-to-door movements that have costly 
drayage. 

The general conclusion from this analysis is that the piece
work costs (rates) of draymen are definitely not a proper basis 
for deriving drayage charges to shippers. The marginal costs 
vary too much by direction and location, being more than 
drayman rates in some instances and far less in others .. This 
means that in general some sort of overall drayage system 

model that can determine marginal costs will be essential for 
economically sound pricing of the drayage component of in
termodal service. This is true even if rates are set above the 
marginal cost. 

CONCLUSIONS 

The primary conclusions from this research are as follows: 

1. In the system studied, cQrrent drayage rates bear no 
resemblance to the cost of moving trailers in an optimized 
system. In general, they are higher than needed to either cover 
marginal costs or yield revenues greater than overall costs, 
but by widely varying amounts depending on the customer 
location and direction of haul. Whether prices should differ 
as much as marginal costs depending on direction depends on 
competitive conditions that were not addressed in this research. 

2. Charges of draymen for the individual moves involved 
in handling a trailer are also a poor guide to the marginal 
costs of accommodating loads for pickup or delivery. 

3. Therefore, a systematic procedure for determining the 
incremental costs of handling each trailer is necessary. Whereas 
any model that incorporates an assignment of tractors to loaded 
trailers and supporting empty trailer movements would pro
vide a basis for calculating these costs, a model that optimizes 
this assignment (and movements) to meet service require
ments at minimum cost has obvious advantages. Given that 
such a model exists, in research prototype form, it is a natural 
basis on which to develop a daily operations support and 
costing model. 

4. If centralized operations planning were introduced and 
drayage prices varied primarily by direction and location rather 
than by mileage or time required for the movement, payments 
to draymen could not be based on those prices (because they· 
would not in general yield, for any arbitrary set of moves, 
overall revenue greater than overall cost). Therefore a means 
of paying draymen that meets tests of revenue adequacy and 
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fairness would have to be developed. In principle, this is not 
difficult, but in practice· it may be. 

5. Given that current drayage prices found in the case study 
are generally higher than the incremental costs of drayage 
and that total current expenditures for drayage are much higher 
than those of an optimized system-even after allowing for 
inevitable cost escalation from the model estimates-the cost 
of the drayage component of intermodal door-to-door prices 
can be reduced substantially. Thus intermodal carriers could 
reduce the door-to-door rates for the service, increasing its 
competitiveness with over-the-road trucking, and also retain 
some of the cost savings as added profit. This would help to 
overcome the widely reported low profitability of intermodal 
to the rail carriers in many markets. 
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Intermodal Container Ports: Application of 
Automatic Vehicle Classification System for 
Collecting Trip Generation Data 

TATHAGATA GURA AND c. MICHAEL WALTON 

With the evolution of containers and growth in intermodalism, 
intermodal seaports have experienced a tremendous growth in 
containerized trade associated with international and domestic 
trade. With the increase in port activity has come a comparable 
increase in port landside traffic. The results of a case study of a 
container port (Houston's Barbours Cut) are reported, and the 
impact of existing container port operations on urban infrastruc
ture and mobility is addressed. The application of an automatic 
vehicle classification system used to collect the necessary traffic 
data is presented. Commercially available photoelectric sensors 
were used to collect accurate traffic volume and classification data 
over a period of 7 days. The data collection procedures provide 
quantitative information on the traffic characteristics of the con
tainer port. Mathematical models were then developed to accu
rately forecast travel demand for use in planning and designing 
transportation facilities. The results of the analysis provide trip 
generation rates for both average weekday and peak hour of 
generator, and they show the variation in traffic demand by ve
hicle types. The existing trip rates calculated were consistent with 
the ITE trip generation rates. The other interesting finding is that 
only 30 percent of the total traffic were container trucks; the rest 
were two- and three-axle vehicles. 

Intermodal freight transportation involves the movement of 
goods using various modes of transport. The concept of in
termodal freight transportation began to be used widely in 
the late 1950s (J). It eased the transfer of freight from one 
mode of travel to another. An intermodal transfer is the move
ment of goods or commodities between two modes. The modes 
are as follows: by water, ocean vessels, coastal vessels, and 
inland waterway barges; by air, airplanes and helicopters; and 
by land, rail freight trains, highway trucks, belt conveyers, 
and pipelines (1). 

One of the most significant forms of intermodal shipping 
is containerization. The cargo is packed in a container, which 
can be used for several modes of travel: ship, railroad, truck, 
and airplane. The use of these containers has improved in
termodal transfer of general cargo to a great extent. After 
the 1956 "container revolution," containerization of ocean 
cargo for intermodal purposes was widely practiced (1). Well 
over 60 percent of the world's deep-sea general cargo is con
tainerized (1). Recent studies indicate that containerized traffic 
would grow to 430 million mt in 1990 and 607 million mt by 
2000 (2). Figure 1 shows an optimistic forecast of container 
growth by world port regions in 20-ft equivalents (TEUs) 
between 1978 and 1998 (3). 

T. Guba, Carter & Burgess, Inc., 1717 W. Sixth Street, Suite 210, 
Austin, Tex. 78703. C. M. Walton, Department of Civil Engineering, 
ECJ 4.2, University of Texas at Austin, Austin, Tex. 78712. 

Container movements have continued to increase at United 
States ports and are expected to rise in the future. Today 
about 80 percent of all U.S. liner trade by volume is con
tainerized. In 1991 the ports of Los Angeles, New York, and 
Long Beach were among the top three in the United States 
with 2.03 million, 1.86 million, and 1.76 million TEUs 
throughput, respectively. Port of Houston handled 0.53 mil
lion TE Us in 1991 ( 4). Figure 2 shows the increase in container 
throughput for a few selected container ports in the United 
States between 1983 and 1991 (4). 

As ocean carriers seek to reduce costs and receive higher 
percentages of open ocean operation from their ships, they 
confine their operation to fewer ports of call, relying on the 
ground transportation network for more of the cargo's move
ment (5). Inland transport to and from the ports may be by 
coastal waterways, road, rail, or a combination of road and 
rail. Providing access for coordinating the interface of two or 
more different modes of transportation systems is essential 
(1). The inland distribution of the cargo depends on the local 
market area of each individual port (6). Railroads' intermodal 
service is price competitive with that of trucks on traffic move
ments of more than 500 mi for containers and 700 mi for 
trailer on flatcars (7). The modal split at Port of New York
New Jersey is 96 percent truck and 4 percent others (6) (pipe
line, barge, or on-site use). At San Francisco, 71 percent is 
carried by trucks, 20 percent by rail, and the remaining 9 
percent by other modes (8). At Houston's Barbours Cut con
tainer facility, 95 percent of containers use trucks and only 5 
percent rail (T. Guha, unpublished data). The landside net
work must be extensive for the cargo to be moved at higher 
peak volumes and for greater distances. 

International and domestic trade through seaports has in
creased to a great extent, and containerized freight move
ments have facilitated this growth. Trucking continues to 
dominate the movement of containers to and from ships at 
U.S. ports (5). Good ground access facilities are needed to 
move the goods quickly and efficiently through the ports (9). 
The rise in container traffic has increased landside traffic to 
and from the port terminals. Traffic congestion due to the 
increased truck and automobile volumes near the port is be
coming an issue that should be addressed. 

CASE STUDY SCOPE AND OBJECTIVES 

To plan an efficient ground access system, it is first necessary 
to determine the impact of port-related traffic on the urban 
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FIGURE 1 Containers handled by world port regions 1978-
1998, optimistic forecast. 

roadway network to ascertain the extent to which the existing 
system can accommodate the increased movement of con
tainers and other traffic. The objective of the paper is to 
present the findings of a case study of the landside traffic 
characteristics of an existing container port. The research that 
provides the basis of the paper explored the traffic generation 
associated with a container port, the methodologies and tech
niques of collecting landside traffic and vehicle data, and the 
association with typica~ container port components. From this 
study, recommendations are made for further, more detailed 
experiments necessary to characterize container ports and their 
landside traffic characteristics. 
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Container port operations in the Port of Houston were 
observed and documented. Containers are usually 20 or 40 ft 
in length. However, containers of other sizes-45, 48, and 
53 ft-are also being used. The containers are carried by five
axle tractor-trailers to and from the port, yet they represent 
only 30 percent of the total traffic typically using the terminal 
(10). Therefore, it is necessary to consider all types of vehicles 
that make up port traffic. Traffic volume and classification 
data can be collected manually or automatically. Though man
ual collection seems to be the most accurate, it is labor in
tensive and expensive. Automatic counters are used to obtain 
a larger data base for vehicle counts and are being supple
mented by manual classification and vehicle occupancy data. 
Recently, infrared sensors (11) have been used to count and 
classify vehicles accurately. These sensors, when properly de
signed and installed, can be used to obtain a variety of in
formation about traffic characteristics. In an effort to collect 
data regarding vehicle volumes and classification for this study, 
such sensors were used to count and classify vehicles entering 
and exiting the site at Houston's Harbours Cut Terminal (JO). 
The classification criteria used for design of photoelectric sen
sors in this study include number of axles per vehicle and 
number of containers carried per vehicle. 

After the data were collected, the impact of port-related 
traffic on the surrounding highway network was assessed. 
Many mathematical models have been developed by trans
portation professionals to describe various relationships be
tween land use and travel. The ultimate goal of the modeling 
is to replicate actual travel and facilitate the forecast of traffic 
volume ousted by similar land usage. 

There are traffic-generating characteristics associated with 
various land use categories, and appropriate roadway facilities 
to accommodate the trip demands are required (11). Trans
portation dem.and is affected by a number of factors, such as 
land use character, intensity of land use, and location. The 
amount of travel and its characteristics are functionally related 

---a- N.Y./N.J. 
---0-- L.A. ---- Long Beach 
---0-- Seattle ---- Oakland 
-0--

< :: ::=: === ~ 
Houston 

----.- Miami 
-..- San Francisco 

6 6 .. 6 .. .. 6 

0 
1982 1984 1986 1988 1990 1992 

Year 

FIGURE 2 Total container movements by selected U.S. ports. 
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to the use of land. Trip generation analysis is important in a 
number of phases of transportation planning and traffic en
gineering activities. One of the uses of trip generation is to 
assess the impact of a new or existing development on sur
rounding transportation infrastructure (12). 

Land development also has an impact on the existing fa
cilities because of the increase in trip attractions and produc
tions, which can create the need for transportation system 
improvements. 

By collecting data on trip generation rates at existing sites 
of a particular land use category (or categories if a mixed use 
site), the information can be used, within certain limits, to 
estimate vehicle trips expected to be generated by other sim
ilar land development projects (13). Likewise, container ter
minals affect the roadways adjacent to the port area because 
of the traffic that is directly associated with the terminal. It 
is necessary to calculate and document trip rates of these types 
of land uses for use by transportation professionals in the 
same manner in which trip rates for other land use categories 
are used. 

Only seven trip generation studies have been documented 
for seaports (14). Trip generation studies on seaports have 
used only land area, number of berths, and revenue tons 
throughput as independent variables to calculate trip rates. 
Trip rates were calculated for an average weekday because 
of insufficient data. This study uses an automatic vehicle clas
sification system to collect detailed data on travel demand 
patterns for the container port. The demand patterns have 
been related to land use characteristics used in previous ·trip 
generation studies, and a new land use characteristic has been 
included in the calculation of trip rates: TEUs. 

DATA COLLECTION 

This study focused on the Port of Houston's Barbours Cut 
container facility. Field traffic volume counts were performed 
at the site, and data were also collected on the independent 
variables of the site. Then actual trip generation rates were 
calculated for average weekday, a.m. and p.m. peak hour of 
the generator. 

Site Configuration 

Barbours Cut has three access roadways leading into the ter
minal. Trucks and other vehicles used these roads. The main 
road is a public road and is the main access to the terminal. 
It has two 12-ft lanes in each direction divided by a median. 
The other access is a private, two-directional road, which is 
mainly used for carrying containers that are taken to the rail
head, from where it is distributed to the final destination. 

Initial visits to the site were made to observe the traffic 
flow and select the most suitable spot for installation of the 
automatic vehicle classification equipment. The system was 
set up at the site so that all entering and exiting vehicles were 
counted and classified. Each system consisted of photoelectric 
sensors and reflectors mounted on steel posts on either side 
of the road. Two such systems were set up on the public road 
for each direction to count and classify entering and exiting 
vehicles. It was observed that vehicles on the two-lane entry 
and exit roads seldom passed each other, and therefore very 
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rarely did two vehicles cross the sensor beams at the same 
time. Hence, the error of counting two vehicles as one was 
negligible. The third system was set up on the private road. 
That system counted vehicles irrespective of their direction. 
Manual counts were made during the data collection period 
to adjust the directional distribution on this road. Data were 
collected using this methodology and then were input into the 
trip rate calculations. 

Automatic Vehicle Classification System Arrangement 

At Barbours Cut Terminal an effort was made to collect data 
on traffic volumes and vehicle classification by using photo
_electric sensors. The procedure included designing the needed 
hardware and software and installing the systems at selected 
field sites so that the desirable data could be collected. Com
mercially available photoelectric sensors were used to acquire 
traffic data for a period of 7 consecutive days, 24 hr per day, 
or 168 hr of data. These sensors, along with microprocessors, 
made up the data collection system. 

The sensors were arranged at the sites to allow all vehicles 
to be counted and classified. The classification data required 
for this study and from the data collection system were (a) 
number of axles (six or more, five, four, three, or two) and 
(b) container length (20 or 40 ft). 

As previously stated, photoelectric sensors were installed 
on the roadside at the site. The sensors and the reflectors 
were mounted by using steel posts and other diagonal support. 
The sensor and the reflector arrangements Sl, S2, S3, S4, 
and S5 and Rl, R2, R3, R4, and R5, respectively, of each 
system are shown in Figures 3 and 4. These sensors can be 
used to collect different types of data, such as 

•Vehicle counts, 
•Vehicle classification, 
•Vehicle speed, 
• Spacing between successive axles, 
•Approximate size of the tire/pavement contact area, and 
•Overall dimension of the vehicle body (9). 

Batteries were used to provide power to the sensors. The 
sensors used an infrared light beam to detect the presence of 
vehicles. The beam was focused on a reflector located across 
the roadway from which it was reflected and sent back to the 

SI S2 

FIGURE 3 Sensor arrangements: front elevation. 
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FIGURE 4 Photoelectric sensor system to count and classify 
vehicles. 

receiver and transmitter located in the sensor head. The beam, 
when interrupted, generated a signal to detect the presence 
of the vehicle body. 

Two pavement-level sensors (Sl and S2), which were spaced 
2 ft apart, were used to count the number of axles per vehicle. 
This also enabled calculation of the speed of the vehicles by 
dividing the distance between sensors by the time between 
successive beam interruptions. The speed data were then used 
to find the length of the containers. To determine the overall 
vehicle length, two sensors (S3 and S4) were mounted about 
2.5 and 6 ft above the road level and placed at such an angle 
that all of the vehicle presence time was detected. To differ
entiate trucks from passenger cars and pickups, a sensor (S5) 
was mounted approximately 10 ft above the roadway at the 
roadside. This also provided information pertinent to deter
mining the length of the cont.ainers. 

Traffic Volume Counts 

A detailed trip generation study was conducted at the Bar
bours Cut facility to estimate the vehicle trips generated at 
or attracted to the site. Automatic counters (photoelectric 
sensors) as described in the previous section were used to 
collect traffic data. The equipment was designed and deployed 
at the site in such a way that vehicles passing the sensors were 
divided into those entering and those exiting the port. The 
data were collected for 15-min intervals over 7 days. Manual 
counts were conducted at the site during the peak hours to 
test the accuracy of the sensor equipment. Table 1 summarizes 
the vehicle trip ends, which are the sum of entering and exiting 

TABLE 1 Total Vehicle Trip Ends at Site 
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vehicles for weekdays and peak hours of the generator as 
collected at the site. 

Independent Variables 

Another part of the data collection phase of trip generation 
calculations involved compiling data on independent variables 
of the site. For this study, information was gathered on total 
acreage of the site, revenue-tons of cargo throughput, number 
of ship berths, and container throughput (TEUs). These data 
were provided by the terminal manager. Land area in acres, 
revenue-tons, and number of ship berths were chosen for this 
analysis because these variables have been used previously as 
input into trip generation calculation (14). In actual practice, 
data for all these variables may not be readily available; there
fore, it is helpful to have the ability to estimate vehicle trips 
based on more than one variable. Most container terminals 
have TEUs instead of revenue-tons of cargo as their produc
tivity unit. Therefore, the TEU was established as another 
independent variable for use in calculating trip rates. Table 
2 is a compilation of the land use characteristics. 

Vehicle Classification 

In trip generation studies, information about the types of 
vehicles that constitute the total traffic is valuable. Because 
of increases in container traffic, there has been an increase 
in the number of trucks. to and from these facilities. The typical 
vehicular unit is a five-axle truck with a 20- or 40-ft container. 
There are also four-, six-, seven-, and occasionally eight-axle 
trucks. Other than these trucks, two- and three-axle vehicles 
enter and exit the port for a variety of purposes. The two
axle vehicles are usually service vehicles, employees' personal 
vehicles, or other purpose vehicles and are typically pickups, 
single-unit trucks, or passenger cars. The three-axle traffic is 
mainly bobtails (a truck without a trailer). The variety of 
vehicle types entering and exiting a container port suggested 
that it was important to consider all traffic related to the 
facility. Data were collected at the site to document the types 
of vehicles that entered and exited the facility. 

TABLE 2 Independent Variables 

Independent Variables Harbours Cut Facility 

LandArea(acre) 230 

Revenue-Tons(per week) 83333 

Twenty Foot Equivalents(per week) 4413 

Ship Berths 4 

DAYS 24 hour vehicle trip ends A.M. peak hour vehicle P.M. peak hour vehicle 
trip ends trip ends 

IN OUT TOTAL IN OUT TOTAL IN OUT TOTAL 
MONDAY 1453 1776 3229 160 180 340 170 200 370 

TUESDAY 1734 2071 3805 170 192 362 178 168 346 

WEDNESDA'l 1864 2325 4189 166 246 412 176 215 391 

THURSDAY 1785 2367 4152 166 273 439 180 222 402 

FRIDAY 1703 2122 3825 155 252 407 156 182 338 

SATURDAY 499 555 1054 31 35 66 43 53 96 
SUNDAY 672 792 1464 33 34 67 90 72 162 
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DATA EVALUATION 

Trip Generation Analysis 

Actual trip generation rates of the sites were computed by 
developing mathematical relationships between measured traffic 
volumes and the independent variables. Trip rates are ex
pressed in terms of independent variables. Depending on the 
duration of the data collected, trip rates are calculated for 
average weekday trip ends, a.m. and p.m. peak hour of gen
erator trips. 

After collecting the data, trip generation rates were cal
culated. With the above data, average weekday trip rates were 
calculated for the site with respect to land area (per acre), 
ship berth (per berth), and revenue-ton throughput (per ton). 
In the calculation of average weekday trip rates, an average 
of the trip ends over a period of 5 days was calculated and 
then divided by the independent variable unit. Since data were 
collected over a period of 7 days and information about the 
independent variable TEU was also available for this period, 
weighted average weekday trip rates were calculated by sum
ming all trip ends and all independent variables and then 
dividing the sum of trip ends by the sum of the independent 
variable units for Monday through Friday. Tables 3 and 4 
present examples of the procedures performed to calculate 
average weekday trip rates and weighted average weekday 
trip rates, respectively. Data were collected for 15-min inter
vals and were tabulated to determine the peak-hour traffic 
volume for each day at the site. After identifying the peak 
hours of operation, a.m. and p.m. rates were calculated. Peak 
hour of the generator rates for a.m. and p.m. and weighted 
average weekday trip rates are summarized in Tables 5 and 
6, respectively. 

Vehicle Classification 

Considerable effort was made to record the vehicular volume 
and class for the study site. The data were collected over a 
period of 7 days and checked for accuracy before being used 
in the analysis. After the equipment was installed, 15-min 
manual counts were made to validate the automatic counts. 

During a validation check it was observed that the equip
ment was recording more vehicles with six or more axles and 
too few five-axle vehicles, although the total number of ve-

TABLE 3 Peak Hour of Generator Trip Rates per Berth 
(Sample Calculation) 

TOT AL TRIPS: 

PEAK HOUR OF GENERATOR C 11:00 A.M.-12:00 P.M.) 

Vehicles Entering: 
Vehicles Exiting: 

Percent of Vehicles Entering: 
Percent of Vehicles Exiting: 

Trip Rate: 

TOTAL 
166 
273 

439 

166/439 = 38% 
273/439 = 62% 

439/4 = 109.75 Trips per Berth 

TABLE 4 Average Weekday Trip Rate per TEU (Sample 
Calculation) 

TOTAL TRIPS 

Trip Ends: 

Total TEU's: 

Percent of Vehicles Entering 
Percent of Vehicles Exiting 

Average Weekday Trip Rate: 

19200 

4413 

48% 
52% 

19200/4413 = 4.35 Trips per TEU 
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hides was correctly recorded. It was found that some trucks 
had mud flaps behind the front and rear wheels that were 
hanging so low that they were almost touching the surface of 
the road and would on some passes be registered as another 
axle. The sensors were placed as low as possible to eliminate 
the error, but without complete success. To adjust for this 
error, manual classification counts were performed to get a 
percentage distribution of five-axle vehicles that were erro
neously registered by the equipment as having six or more 
axles. It was found that about 73 percent of those vehicles 
placed in the class of six or more axles were actually five-axle 
vehicles. This facilitated a calibration of the classification 
distribution. 

TABLE 5 Peak Hour of the Generator Trip Rates 

Average Trip Rate for Peak Hour of the Generator 
DAYS Per Acre Per Berth Per Revenue-Ton PerTEU 

A.M. P.M. A.M. P.M. A.M. P.M. A.M. P.M. 
MONDAY 1.47 1.6 85 92.5 0.02 0.02 0.34 0.37 
TUESDAY 1.57 1.5 90.5 86.5 0.02 0.02 0.44 0.42 

WEDNESDAY 1.79 1.7 103 97.75 0.02 0.02 0.51 0.48 
THURSDAY 1.9 1.74 109.8 100.5 0.02 0.02 0.45 0.42 

FRIDAY 1.74 1.46 100.5 84.5 0.02 0.02 0.47 0.39 
SATURDAY 0.28 0.41 16.5 24 0 0 0 0 

SUNDAY 0.29 0.7 16.75 40.5 0 0 7.44 18 
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TABLE 6 Weighted Average Weekday Trip Rates 

Average Week Day Trip Rate 

Per Acre Per Berth Per Revenue-Ton PerTEU 

16.69 I 960 I 0.23 I 4.35 

The results of the field survey indicated that 30 percent of 
total traffic was container truck traffic. The rest consisted of 
passenger cars, pickup trucks, and truck-tractors (bobtails). 
Table 7 presents the percentage variation of each vehicle class 
for each day. As expected, vehicles with five or six or more 
axles were negligible on weekend days because of the closure 
of the terminal on those days. 

SUMMARY AND CONCLUSION 

This paper presents the results of a case study of a single 
container port, the Barbours Cut Terminal in the Port of 
Houston. The case study focused on obtaining primary data 
in an effort to characterize the trip production and attraction 
associated with the container facility and its operation. 

It is recognized that the observations may not be transfer
able to other container ports; however, the methodology and 
data collection techniques may lead to other efforts that will 
enrich our appreciation of landside traffic characteristics. A 
search of the published literature and reference material sug
gested that limited data are available for similar efforts. How
ever, the growth in containerization and forecasts for increas
ing activity suggested that landside access will in all likelihood 
become a much higher priority issue among state and local 
transportation and port management officials. To appreciate 
the relative impact of container port operation on landside 
traffic conditions, more complete information must be avail
able to guide investment decision and evaluate alternative 
recommendations. 

It is recognized that there are seasonal variation in com
modity flow, variance in vessel calls at respective ports, changes 
in intermodal transshipments, and directional splits that rep
resent only some of the traits affecting container ports. This 
effort begins the documentation of such activities. 

FINDINGS 

Trip generation rates for the peak hour and for average week
day were calculated from the data collected for the Barbours 
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Cut Terminal in the Port of Houston. These rates, using a set 
of newly defined independent variables, are total values that 
include automobile trips. Although the rates may vary by 
season and other factors affecting port operations, the TEU 
was found to be a significant variable in explaining trips for 
the container port facility and may be important in studies of 
other container facilities .. 

Average weekday trip rates for total vehicles (trucks and 
automobiles) as calculated in the analysis section were 16.69 
trips/acre, 960 trips/berth, 4.35 trips/TEU, and 0.23 trips/ton. 
An effort was made to calculate peak hour of generator trip 
rates, both morning and evening. The directional distribution 
of traffic entering and exiting the site was measured. The 
average weekday directional percentages entering and exiting 
were 53 and 47 percent, respectively. The peak hour differed 
for each day, as did the directional splits. 

Vehicle classification represented a significant effort in this 
case study. Container terminals do not document the actual 
percentage of types of vehicles that use the port. This case 
study provides information on the classes of vehicles that 
make up port traffic, measured in 15-min intervals over a 
period of 7 days and grouped by number of axles. The analysis 
indicated that only 30 percent were trucks, 60 percent were 
automobiles (cars, pickups, and two-axle trucks), and the 
remaining 10 percent were three-axle trucks (bobtails). 

Similar studies of different container facilities in the United 
States are needed to develop a more comprehensive under
standing of container port characteristics. Because of steady 
increases and anticipated growth in container tonnage through 
U.S. ports, further studies are needed to guide future in
vestments to improve landside access. Studies should also 
focus on negative consequences of container growth, such as 
the contribution of truck traffic to traffic congestion and re
lated air quality issues. This case study represents a limited 
initiative in this larger vision. 
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TABLE 7 Percent Variation of Vehicle Classes (Monday-Sunday) 

DAYS 2AXLE 3AXLE 4AXLE 5AXLE 6/MORE 
AXLE 

MONDAY 58 II 5 16 10 
TUESDAY 58 II 4 19 8 

WEDNESDAY 63 10 5 15 7 
THURSDAY 63 10 4 16 7 

FRIDAY 60 10 5 18 7 
SATURDAY 82 10 4 3 - I 

SUNDAY 80 II 6 2 I 
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Time-Motion Analysis of Wharf Crane 
Operations 
MAX K. KIESLING AND C. MICHAEL WALTON 

Numerous queueing models are available that are appropriate 
for modeling wharf crane operations. When used correctly, the 
models provide an excellent way to assess the efficiency of con
tainer port operations. The majority of queueing theory appli
cations assume that exponential distributions adequately describe 
the service and arrival processes, primarily because of the trac
table solutions that result. Regardless of the assumption's sim
plifying effect, its suitability should be questioned before applying 
it to any analysis. The appropriateness of the exponential distri
bution for analyzing service, interarrival, and backcycle processes 
at container port wharf cranes is determined, and suitable dis
tributions should the exponential distribution prove inappropriate 
are investigated. Interarrival and service times were recorded for 
all tractors servicing wharf cranes for a total of more than 30 hr 
at two United States ports. The formation of the data set used 
for the analysis, the testing procedure used to determine the most 
appropriate distribution, and the results of the analysis are de
scribed. It is shown that service times, interarrival times, and 
backcycle times used in queueing analysis should not always be 
modeled as exponential distributions, contrary to popular belief. 

In today's competitive freight industry, where speed is re
quired or at least desired, the ability to efficiently move freight 
can control how successful ports, freight forwarders, and ship
pers are in business. Since total transport time can be sub
stantially increased by a breakdown in a single link, each leg 
of the journey must operate efficiently to ensure expeditious 
freight transportation. This becomes increasingly difficult in 
intermodal transportation where freight travels through any 
number of freight terminals- the primary source of excessive 
delays. Since terminals are the only segment of a journey in 
which freight is not moving toward its destination, the time 
spent in the terminal can make or break an efficient journey. 
Unfortunately, container ports are more often than not the 
source of long delays relative to total transport time. 

Simply stated, container ports are critical interfaces in the 
efficient movement of international containerized freight from 
the viewpoint of both the customer and the shipper. A mani
festation of this demand for speed is an increase in the re
search on container port operations, the primary goal of which 
is to develop and implement techniques to streamline oper
ations and improve efficiency. In 1990, researchers at the 
University of Texas at Austin embarked on a series of such 
studies. This paper focuses on one component of these studies. 

Much of the research at the University of Texas relied 
heavily on queueing theory to evaluate operations surround-

M. K. Kiesling, Department of Civil Engineering, University of 
California, 107 A McLaughlin Hall, Berkeley, Calif. 94720. C. M. 
Walton, Department of Civil Engineering, University of Texas, 
Ernest Cockrell, Jr., Hall, Room 4.2, Austin, Tex. 78712. 

ing the wharf crane. Kiesling (J) analyzed wharf crane pro
ductivity at two major container ports in a three-step process. 
First, several statistically significant factors affecting wharf 
crane productivity were identified. Second, several queueing 
models were applied to the loading and unloading cycle as
sociated with wharf cranes and storage yards. Third, computer 
simulations were developed to determine the benefits of mod
ifying operations. This paper deals primarily with step two of 
the research effort and provides insight into arrival and service 
processes associated with wharf crane operations. Ultimately, 
this enables researchers to more accurately specify queueing 
models commonly used in analyses of port operations. This, 
in turn, leads to improvements in the management of con
tainer port operations by specifying improved wharf crane 
service configurations (such as specifying optimal number of 
tractors in system and their service protocol toward wharf 
cranes). 

Most queueing theory applications are built on the as
sumption that exponential distributions correctly describe the 
service and arrival processes of the system. One reason for 
the exponential assumption is that the resulting models are 
mathematically tractable and typically result in closed-form 
solutions for single server and cyclic queues. Regardless of 
the exponential distribution's elegance, its suitability in any 
queueing application should be validated. (To the authors' 
knowledge, there have been no published works validating 
the assumption of exponential arrival and service processes 
of tractors at the wharf crane.) 

Existing wharf crane performance studies generally assume 
exponential interarrival and service time distributions without 
validation. The objective of this paper is to assess the validity 
of that assumption. The most effective way to assess the suit
ability is through a time-motion study of the service facility 
in question. If the assumption is not suitable, it is necessary 
to determine what distributions can be used to accurately 
describe the system. Knowing this will improve the accuracy 
of container port operational models. In turn, it will be pos
sible to more accurately specify the number of cranes and 
tractors and an operational configuration that maximizes the 
efficiency of ship loading and unloading. 

Toward the goal of specifying correct distributions, arrival 
and service times were recorded for all tractors servicing wharf 
cranes at two major United States container ports. For an
onymity, the ports will be referred to as Port 1 and Port 2, 
and ships will be assigned letter names (A-G). The remainder 
of this report documents the data collection procedure, the 
analysis of the data, and the conclusions that can be drawn 
from the analysis. 
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EXPERIMENTAL ENVIRONMENT 

Loading and unloading procedures at most container ports 
are conceptually similar. While unloading a containership, a 
cycle is formed that involves a tractor and chassis accepting 
a container from a wharf crane, carrying it to the storage yard 
where it is removed and stacked, and returning to the wharf 
crane where another container is received. (In the event that 
containers are stored in the yard on the chassis, a bobtailed 
tractor picks up another chassis before returning to the wharf 
crane.) This cycle is reversed for the loading of a container
ship. In general, six or seven tractors serve one wharf crane 
during this process. Atkins (2) provides an excellent descrip
tion of the containership loading/unloading process. 

Three elements of the cyclic queue are examined in this 
paper: the service process, the arrival process, and the total 
cycle of tractors. At the container port, the service facility is 
the wharf crane, and customers are the tractors serving the 
crane. The service provided by the single server facility is the 
removal of a container from the chassis of the tractor or the 
placement of a container onto the chassis. The service time 
is defined as the difference between service completions of 
succeeding tractors. Thus, the first tractor in queue (if a queue 
is present) begins service immediately after the preceding 
tractor completes service. The service time includes the move
up time [see Carmichael (3)]. Similarly, the interarrival time 
is the time between consecutive arrivals of tractors into a 
queue or at the wharf crane if no queue exists. The backcycle 
time is the time to complete a full cycle through the storage 
yard (in other words, the difference between the departure 
from the service facility and the arrival at the crane or queue). 
To identify the correct time distribution, we record the ser
vice, interarrival, and backcycle times for a large number of 
tractors. Given a sample of such measurements,.we then test 
what theoretical distribution best describes the empirical dis
tribution. This process is described in the following sections. 

TABLE 1 Data File Code Description 

CREATION OF THE DATA SET AND INITIAL 
DATA ANALYSIS 
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Data for this research effort were collected at two United 
States container ports. Four different operating entities were 
represented. Two ports are privately operated and two are 
publicly operated. Two of the ports use chassis storage as 
opposed to container stacking. In each case, wharf cranes 
were rail-mounted, single-pick cranes with adjustable spreader 
bars and adequate clearance to move 48-ft containers. Yard 
cranes were rubber-tired cranes with clearance for stacking 
containers four deep and up to five container widths, or top
pick loaders capable of stacking containers three deep. The 
type of yard crane associated with each data file is identified 
later in this report. 

The time-motion experiment was based on the coded events 
described in Table 1. The code "999" was included in the list 
to permit recording any nonstandard tractor or crane oper
ations, including tractors balking from queues, hatch cover 
removals, lashing, movement between bays, and spreader ad
justments. Such nonstandard operations were noted in the 
field through the use of microcassette recorders and later 
corrected in the actual data files. The tractor number was also 
recorded to permit tracking gang members through the cycle. 

The exact time of events was recorded with programmable 
Hewlett-Packard calculators. A simple program prompted first 
for the tractor or crane number' then for a predefined event 
code. Event times were recorded to the nearest second, more 
accuracy than necessary since tractors and cranes often "inch" 
forward at the beginning or end of an event. Data were then 
uploaded to desktop computers and immediately transferred 
to spreadsheets, minimizing the potential for human error. 
Multiple port visits resulted in a total of 16 data files. Each· 
filename identifies the date and time of day it was created 
(e.g., Feblla.1, the first file created on February 11 in the 
morning). Data files created in March are associated with top-

Code Descri tion of Event 

Tractor enters queue. (wheels of tractor stop rotating) 

2 Tractor completes move-up procedure. (wheels of tractor stop rotating) 

3 Tractor departs service. (wheels of tractor begin rotating) 

3.1 Placement of first container during double container moves. (tractor remains in 
service position) 

3.2 Service completion of double container move. (wheels of tractor begin rotating) 

4 Beginning of crane movement from one bay to another. (wheels begin rotating) 

5 Completion of crane movement from one bay to another. (wheels stop rotating) 

6.0 (6.1) Beginning of crane idle period with zero (one) container. 

7.0 (7.1) End of crane idle period with zero (one) container. 

8 A tractor that was in queue, balks. 

999 Special event or comment about crane or tractor operations. 



26 

pick loaders operating in the storage yard. Table 2 provides 
a sample of the Jan7p.1 data file. 

The 16 data files represent 31 hr 10 min of data collection. 
The individual data files cover time periods ranging from only 
30 consecutive min to more than 5 hr. Short observation pe
riods were caused by service interruptions such as lashing/ 
unlashing, hatch cover removal, crane movements, mechan
ical failure, equipment changes, or other unexpected opera
tional problems. Table 3 summarizes the results of the data 
collection effort. Seven ships are represented in the 16 data 
files, all of which are cellularized vessels. The crane produc
tivity averaged 28.6 container moves per hour with a standard 
deviation of 6.1 moves per hour. Maximum productivity 
achieved was 37 .1 moves per hour for the observation period 
of 1 hr 20 min, a substantial period of time to maintain ex
ceptionally high productivity. Minimum productivity was only 
13.3 moves per hour over a span of 1 hr 7 min. This includes 
at least one significant delay, which deflates the reported 
crane productivity (the same crane provided the fastest av
erage service time of 40 sec/tractor). 

There is a high variance of service, backcycle, and inter
arrival times between and within individual files. Reasons for 
this are as follows. First, the stowage location of the container 
on the ship significantly affects how quickly a container can 
be placed or removed. Restows on the ship can also inflate 
average service times. Other factors that delay service times 
have already been discussed. Backcycle times are controlled 
primarily by the distance from the ship to the yard storage lo
cation and the speed at which the container can be transferred 
in the yard. This will vary between ships, as well as throughout 

TABLE 2 Field Data Extracted from Jan7.pl Data File 

Event Tractor HH:MM:SS Queue Interarrival Service 
Time Time 

no event no event 14:05:14 l 
2 921 14:05:43 0 0:00 
l 952 14:08:26 l 4:51 
l 922 14:09:21 2 0:56 
3 921 14:11:25 2 0:00 5:41 
2 953 14:11:46 l 0:00 
l 950 14:12:25 2 3:04 
3 953 14:13:35 2 0:00 2:10 
2 952 14: 14:03 1 0:00 

TABLE 3 Initial Data Analysis 

File Moves Service Times 
per hr #Obs Mean St Dev 

Jan7p.l 26.2 60 1:40 1:20 
Jan7p.2 28.7 37 1:17 l: 11 
Fehl la.1 30.5 41 1:44 0:42 
Febl la.2 27.9 37 1:09 0:45 
Febl lp. l 28.0 74 1:40 1:31 
Feb12a.1 23.8 27 1:23 1:22 
Feb12a.2 13.25 15 0:40 0:25 
Feb12a.3 36.3 22 1:40 0:34 
Febl2p.l 33.3 53 1:33 1:03 
Mar7p.l 36.2 30 0:48 0:21 
Mar7p.2 37.1 47 1:00 0:26 
Mar8a.1 24.1 25 1:32 0:41 
Mar8a.2 33.2 17 1:50 0:49 
Mar8p.1 24.l 61 1:25 1:02 
Mar9p.l 25.1 118 2:09 1:22 
Mar9p.2 29.7 128 1:36 1: 12 
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the ships' loading/unloading plan. Thus, if yard delivery loca
tions change within the time frame of a data file, the backcycle 
times will also change, increasing its variance: Ideally, then, 
there should be more than one distribution assigned to de
scribe backcycle times throughout the loading/unloading pro
cess. The same argument applies to service and interarrival 
times. It may seem most appropriate to specify several dif
ferent distributions for service, interarrival, and backcycle 
times to describe various stages of the loading/unloading pro
cess. The result would be the ability to optimize the number 
of tractors in a gang for each phase in the loading/unloading 
process. Obviously, decisions are not made this way in- prac
tice-the same number of gang members serve a crane from 
start to finish. To coinc.ide with this practice, we will focus 
on specifying a single distribution for service, interarrival, and 
backcycle times through the duration of servicing a ship. In 
other words, we will not try to specify different distributions 
for the movement of containers only on top of the hatch 
covers, or being delivered to one part of the storage yard. 
The process of testing and specifying various time distribu
tions is presented in the following sections. 

ERLANG DISTRIBUTION 

When the exponential distribution's validity is questioned, a 
common alternative to consider is the Erlang distribution. The 
Erlang distribution is very flexible and, depending on the 
selection of parameters, transforms into the exponential, nor
mal, and constant distributions, as well as many distributions 
"in between" [see Winston (4)]. The density of the Erlang 
distribution is specified by two parameters: a rate parameter 
R and a positive shape parameter k. The rate parameter is 
the inverse of the mean of the sample under consideration. 
The Erlang probability density function is 

R(Rt)k-1e-Rr 
f(t) = (k - 1)! 

where E( T) = kl R and var( T) = kl R2
• 

(1) 

Inspection of the Erlang probability density function (pdf) 
reveals that when k = 1, the Erlang reduces to the exponential 
density. As the shape parameter k increases, the variance of 

Interarrival Times Backcycle Times 
#Obs Mean St Dev #Obs Mean St Dev 

59 2:36 2:05 50 12:39 8:57 
- 39 2:05 1:49 26 11: 13 3:23 

44 1:50 1:05 34 5:13 1:43 
38 2:10 1:40 21 9:34 10:26 
74 2:37 2:21 62 12:02 7:58 
29 2:35 2:09 6 16:36 2:47 
16 3:53 5:44- 11 17:49 11:35 
22 1:36 1:12 16 6:22 1:22 
48 1:51 2:27 39 6:35 1:35 
27 1:49 2:02 17 9:24 6:21 
43 1:49 2:45 43 5:00 2:58 
21 2:03 1:36 21 8:09 4:51 
14 2:00 1:09 14 3:44 0:30 
65 2:19 2:41 47 6:27 4:46 
97 2:15 1:44 89 6:31 2:04 
136 1:57 1:54 133 7:20 4:48 
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the pdf decreases, causing the density to behave more like a 
normal density function. For extremely large values of k, the 
Erlang density approaches a constant density (zero variance). 

The shape parameter of the Erlang distribution has a pow
erful yet simple interpretation. Consider a process t,hat is 
described by an Erlang distribution with parameter k. The 
process is actually composed of k exponential service phases 
that occur in series. Each of the k phases follows independent 
and identically distributed exponential random variables, each 
with a mean of (1/µk), whereµ is the mean service rate. Only 
one customer at a time is allowed in the system of phases, 
and each customer must complete all k phases of the system. 

TESTING METHODOLOGIES AND 
DISTRIBUTION TEST RESULTS 

The individual data files were tested two ways. Initially, the 
chi-square test was used to determine whether the exponential 
distribution was appropriate. Initial analyses indicated that 
this was seldom the case. The Kolmogorov-Smirnov (K-S) 
statistical test was used extensively to further test the distri
butions. The K-S test has several inherent advantages over 
the commonly used chi-square test for this application, in
cluding the ability to compare theoretical and empirical data 
by considering cumulative distributions instead of categorized 
data. In the remainder of this paper, the null hypothesis is 
that data were drawn from the tested distribution. The test 
is executed by comparing cumulative distribution functions of 
theoretical and sample distributions. The test statistic, D, is 
the maximum absolute difference between the two distribu-
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tions. If the difference between the cumulative distributions 
is greater than that allowed by the test statistic, the null hy
pothesis is rejected. 

Although the primary objective of the tests is to specify the 
distribution that best describes the service, interarrival, and 
backcycle times, other events were tested. For example, 
whenever double moves were captured within a data file, tests 
were performed on single, double, and combined service and 
interarrival times. Also, if two or more data files were created 
for the same ship, the tallied service and interarrival times 
were combined and the tests performed again on the new 
data file. 

The test results are presented in Tables 4, 5, and 6, rep
resenting service times, interarrival times, and backcycle times, 
respectively. Each table represents statistical tests for a sig
nificance level of a = 0.05. Note that the majority of the files 
tested allow several possible distributions. The best-fit dis
tribution is considered the distribution with the smallest max
imum deviation. However, the null hypotheses that the ex
ponential, E(3), and E(4) distributions are the same as the 
sample distribution cannot be rejected at the a = 0.05 sig
nificance level. Erlang distributions with shape parameters 
greater than seven were not considered. Such distributions 
become extremely laborious to analyze. If there is reason to 
believe that a distribution should be described by shape pa
rameters higher than seven, a secondary shape parameter 
estimation procedure exists. Carmichael (3) illustrates the simple 
derivation leading to the following estimation for k: 

k (mean)2 I (stdev)2 (2) 

TABLE 4 Service Time Distribution Tests 

Data File K-S E(l) E(2) E(3) E(4) E(5) E(6) E(7) 
Statistic 

Jan7p.l 0.175 0.144 0.136 0.177 0.207 0.236 0.260 
Jan7p.2 0.218 0.164 0.149 0.176 0.205 0.2300 0.251 
Feb I la. I 0.212 0.344 0.195 0.161 0.151 0.143 I 0.135 I 
Feb I la.2 0.218 0.228 0.134 ~ 0.146 0.174 0.196 
Febllp.I 0.158 0.165 0.116 0.147 0.171 0.192 0.206 
Febl2a.l 0.254 0.198 0.190 0.234 0.268 0.297 0.321 
Febl2a.2 0.338 0.262 0.188 0.222 0.250 0.274 0.295 
Febl2a.3 0.251 0.458 0.305 0.262 0.229 0.202 I 0.198 I 
Feb12p.1 0.186 0.352 0.236 0.234 0.230 0.227 0.222 
Mar7p.l 0.242 0.264 0.166 0.143 0.126 0.116 0.130 
Mar7p.2 0.198 0.339 0.252 0.201 0.164 0.134 0.108 0.087 
Mar8a.l 0.264 0.300 0.168 I 0.094 I 0.095 0.099 0.105 0.111 
Mar8a.2 0.318 0.427 0.325 0.263 0.218 0.183 0.169 I 0.165 I 
Mar8p.l 0.174 0.154 I 0.010 I 0.119 0.156 0.187 0.214 0.236 
Mar9p. l -single 0.132 0.379 0.254 0.181 0.191 0.203 0.214 0.222 
Mar9p.l- 0.361 0.437 0.346 0.293 0.263 0.238 0.218 I 0.200 I 
double 
Mar9p.l-all 0.125 0.364 0.234 0.161 0.159 0.176 0.191 0.205 
Mar9p.2-single 0.136 0.21 l [QIQIJ 0.129 0.149 0.171 0.191 0.208 
Mar9p.2- 0.246 0.398 0.279 0.208 0.160 0.124 ~ 0.125 
double 
Mar9p.2-all 0.120 0.115 I 0.018 I o.134 0.176 0.211 0.240 0.264 
Ship A 0.138 0.169 0.165 0.218 0.258 0.289 0.315 0.338 
Ship B 0.109 0.187 0.132 0.129 0.124 0.134 0.152 0.166 
ShipC 0.217 0.214 [QIIT] 0.184 0.232 0.268 0.297 0.321 
ShipD 0.154 0.358 0.247 0.204 0.189 0.175 0.162 ~ 
ShipE 0.154 0.280 0.157 0.086 0.063 I 0.059 I 0.080 o. 104 
Ship F 0.132 0.154 0.161 0.198 0.226 0.251 0.280 0.304 
Shi G 0.093 0.245 0.106 0.101 0.111 0.125 0.138 0.162 

* Boxes identify the minimum deviation between the theoretical and sample distributions. 
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TABLE 5 Interarrival Time Distribution Tests 

Data File K-S E(l) E(2) E(3) E(4) E(5) E(6) E(7) 
Statistic 

Jan7p.l 0.177 0.089 0.222 0.256 0.282 0.301 
Jan7p.2 0.213 0.110 . 0.196 0.231 0.258 0.278 
Fehl la.l 0.205 0.238 0.118 0.152 0.181 0.205 
Feblla.2 0.215 0.156 0.154 0.175 0.191 0.204 
Febllp.l 0.158 0.144 0.181 0.216 0.242 0.264 
Febl2a. l 0.246 0.126 0.192 0.222 0.249 0.272 
Febl2a.2 0.327 0.281 0.439 0.467 0.491 0.512 
Febl2a.3 0.281 0.147 0.198 0.234 0.263 0.287 
Febl2p.l 0.196 0.097 0.226 0.254 0.272 0.290 
Mar7p.l 0.254 0.156 0.288 0.323 0.352 0.376 
Mar7p.2 0.207 0.243 0.335 0.371 0.400 0.424 
Mar8a.l 0.287 0.172 0.160 0.195 0.224 0.248 
Mar8a.2 0.349 0.188 0.138 0.141 0.158 0.180 
Mar8p.l 0.168 0.092 0.248 0.280 0.303 0.322 
Mar9p. l-single 0.152 0.128 0.154 0.181 0.204 0.227 
Mar9p.l- 0.318 0.064 0.261 0.296 0.325 0.348 
double 
Mar9p. l-all 0.138 0.134 0.173 0.206 0.232 0.252 
Mar9p.2-single 0.130 0.179 0.218 0.254 0.282 0.304 
Mar9p.2- 0.250 0.232 0.258 0.271 0.286 0.307 
double 
Mar9p.2-all 0.116 0.189 0.225 0.252 0.280 0.301 
Ship A 0.137 0.155 0.199 0.233 0.262 0.285 
ShipB 0.108 0.095 0.144 0.179 0.208 0.231 
ShipC 0.202 0.165 0.213 0.249 0.278 0.302 
ShipD 0.162 0.149 0.198 0.234 0.262 0.284 
ShipE 0.162 0.248 0.295 0.332 0.361 0.384 
ShipF 0.136 0.143 0.192 0.226 0.252 0.271 
Shi G 0.099 0.149 0.185 0.214 0.242 0.265 

* Boxes identify the minimum deviation between the theoretical and sample distributions. 

TABLE 6 Backcycle Time Distribution Tests 

Data File K-S E(l) E(2) E(3) E(4) E(5) E(6) E(7) 
Statistic 

Jan7p. l 0.192 0.157 0.185 0.207 
Jan7p.2 0.259 0.210 0.169 0.137 
Fehl la. l 0.227 0.244 0.200 0.165 
Fehl la.2 0.287 0.408 0.456 0.492 
Febllp.l 0.172 0.158 0.159 0.160 
Febl2a.l no test 
Febl2a.2 
Febl2a.3 0.327 0.408 0.456 0.492 0.521 0.544 
Febl2p. l 0.213 0.273 0.231 0.197 0.169 I 0.146 I 
Mar7p.l 0.318 0.201 0.249 0.285 0.314 0.338 
Mar7p.2 0.207 0.227 0.259 0.285 0.308 0.328 
Mar8a.l ·o.287 0.145 0.193 0.226 0.251 0.270 
Mar8a.2 0.349 0.313 0.286 0.263 I 0.243 I 
Mar8p.l 0.198 0.130 0:166 0.194 0.216 
Mar9p.l 0.144 0.235 0.200 0.173 0.162 
Mar9 .2 0.117 0.190 0.200 0.208 0.217 
* Boxes identify the minimum deviation between the theoretical and sample distributions. 

There are two disadvantages to estimating the shape pa
rameter in this fashion. First, there must be prior knowledge 
that the process can be described by the Erlang distribution. 
Second, when k is estimated by the mean and variance of the 
sample, it is more sensitive to outliers in the sample data file. 
The K-S methodology, on the other hand, is based on the 
cumulative distribution of the sample and is less sensitive to 
extreme values. 

Service Time Distributions 

Inspection of the service time distributions indicates that there 
is no consistency in the shape parameters of the Erlang dis-

tributions not rejected by the K-S test. Put another way, there 
is no indication that the service times at wharf cranes can be 
predicted or modeled as one distribution. This is verified by 
the fact that every single distribution was rejected by at least 
five of the data files. More specifically, the 16 original data 
files indicate that the E(l)-E(7) distributions were deemed 
most appropriate 0, 6, 2, 1, 0, 1, and 4 times, respectively. 
On two occasions, no distribution tested successfully. 

Two of the four files that tested successfully as E(7) dis
tributions represented the operations of ports using chassis 
storage systems. It was expected a priori that these operations 
would result in more efficient (lower variance) distributions 
because of the chassis storage system. On the basis of the 
observed data, this is the case. The reason is that yard crane 
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operations are avoided, reducing the opportunity for delays 
in queue or yard crane maneuvering. This is not to say that 
backcycle times are necessarily shorter; they are merely more 
consistent for chassis storage systems. 

The data files created at Port 2 (Mar9p.1 and Mar9p.2) 
were categorized into single and double moves to determine 
whether they follow different distributions. On the basis of 
the differences found in the Mar9p.2 distributions, this is the 
case, suggesting that single and double moves should be mod
eled separately. It was previously mentioned that several dis
tributions test "acceptable" for each data file in addition to 
the actual best-fit distribution. Note, however, that 11 of the 
16 data files indicate that the null hypothesis can be rejected, 
since the deviation for the exponential distribution is greater 
than the test statistic. 

To determine whether specific ships followed specific ser
vice distributions, all data files associated with the same ship 
were combined and tested. The results indicate that of the 
seven ships represented (Sh~ps A-G), only three tested suc
cessfully with E(2), E(7), and E(5) service time distributions. 
The premise that service times are not necessarily exponen
tially distributed is supported by these tests for two reasons. 
First, four of the seven ships did not test successfully with 
any of the seven distributions. Second, the ships that did 
successfully test (for any distribution) did not test as expo
nentially distributed service times. 

The last test performed was on a data set that contained 
all service time observations. The test was inconclusive, be
cause no distribution was accepted as statistically similar to 
the sample distribution. It is possible that a hyperexponential 
distribution would be applicable. However, the variability in 
the mean service times suggests that the service time is too 
general of a process to be modeled with only one distribution 
(i.e., it is very unlikely that a single distribution could be 
specified that accurately describes the service process for 
any ship). 

The major conclusion that may be drawn from the service 
time distribution tests is that the process is not necessarily 
exponentially distributed as assumed in most studies. The test 
results indicate that more efficient distributions (high k) or 
very broad distributions [exponential or E(2)] are generally 
appropriate to model the process. It is likely that there is a 
relationship between the level of congestion in the port and 
the service time distribution, explaining the different "groups" 
of distributions. Because of the inadequacy of the data to 
accurately quantify the congestion (J, Chapter 3), it is not 
possible to explore this hypothesis in this study. The point 
remains, however, that the service times are often not ac
curately described by the exponential distribution. 

Interarrival Time Distributions 

Interarrival time distribution tests were performed for the 
same data files as the service time distributions. The results, 
however, were ~uch more consistent for the interarrival time 
distributions. The E(l) distribution was selected seven times, 
the E(2) was selected seven times, and the E(3) distribution 
was selected twice. No other distributions accurately modeled 
the empirical interarrival time distribution. 
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All files that were tested for interarrival time distributions 
tested successfully, including the two data files that did not 
test successfully for the service times because of the presence 
of single and double moves. Even when the interarrival times 
for single and double moves were tested separately, the same 
distribution as the combined times was specified. In other 
words, single and double moves did not have the same effect 
on interarrival times that they did on service times. The trend 
that exponential interarrival times are more appropriate than 
exponential service times is supported by the fact that only 
two of the data files that were tested can reject the exponential 
distribution as statistically similar to the sample distribution. 

The last data file tested for interarrival time distributions 
combined all individual files. The test was again inconclusive; 
no distribution was accepted as statistically similar to the com
bined sample distribution. The distribution tests on individual 
files indicate that exponential distribution of interarrival times 
is a much more solid assumption than exponential distribution 
of service times. · 

Backcycle Time Distributions 

Backcycle time distributions appear to be less consistent than 
the interarrival distributions yet more consistent than the ser
vice time distributions. Specifically, each distribution tested 
successfully with the following frequencies: E(l) two times, 
E(2) five times, E(3) zero times, E(4) zero times, E(5) zero 
times, E(6) one time, E(7) three times, and no distribution 
three times. The actual test results are given in Table 4. (Only 
14 data files are included in the test results because two data 
files had too few observations to produce strong results.) 

The three unknown distributions correspond to the files 
Mar7p.2, Mar9p.1, and Mar9p.2. The first of the files rep
resents stacking operations using top-pick loaders, and the 
last two files are associated with chassis storage operations. 
However, it does not appear that there is any correlation 
between container storage techniques and backcycle time dis
tributions. Inspection of the test results of these three files 
indicates that the Mar7p.2 and Mar9p.2 files do not corre
spond to any of the Erlang distributions considered in the 
testing procedure. However, it appears that the Mar9p.1 data 
file is converging toward an acceptable Erlang distribution 
with a high shape parameter. The shape parameter is esti
mated as k = 10.0. 

It is somewhat surprising that several data files tested suc
cessfully for distributions other than exponential or E(2). It 
was expected that the backcycle times would be consistently 
exponential or E(2) because of the wide range of mean back
cycle times given in Table 1. This wide range verifies that the 
backcycle time is dependent on the operations within the 
storage yard. Specifically, if containers are being delivered to 
a point in the yard that is near the wharf crane, the mean 
backcycle time is expected to be considerably less. The vari
ance of the backcycle time is also expected to decrease as the 
point of delivery in the storage yard draws nearer to the wharf 
crane. This would have the .effect of increasing the shape 
parameter of the Erlang distribution. 

Visual inspection of the test results does not indicate that 
such trends exist. The four data files that produced the highest
parameter Erlang distributions are associated with mean 
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backcycle times ranging from the smallest to the third largest. 
Mar8a.2 resulted in an E(7) distribution and is associated with 
a mean backcycle time of only 3 min 44 sec. Jan7p.2 also 
resulted in an E(7) distribution but is associated with a mean 
backcycle time of 11 min 13 sec. This wide range suggests that 
there may not be a relationship between the Erlang shape 
parameter and the location of storage yard deliveries, contrary 
to prior expectations. Obviously, there is not enough infor
mation to quantify such relationships. 

It is very difficult to make any assumptions or predictions 
about the backcycle time distributions. It appears that the 
best-fit distribution may be as file specific as the service time 
distributions. This makes it increasingly difficult to form gen
eral models that are applicable to more than one ship. 

CRITICISM OF DATA COLLECTION 
EXPERIMENT 

The actual process of collecting, processing, and testing field 
data for this experiment was successful. The required infor
mation was captured, and all test results are appropriate and 
significant. However, the experiment could be improved in 
several ways. 

First, this data collection effort produced time-motion stud
ies of cellularized vessels only. As yet, the implications of 
noncellular vessels for time distributions have not been quan
tified. We can safely assume that the mean service time is 
larger but cannot safely assume what distribution best de
scribes any element of the process. The only way to quantify 
the effects is to repeat the data collection on noncellularized 
vessels. 

Second, it is unfortunate that visibility, logistics, and safety 
concerns precluded the collection of data from yard cranes 
where container stacking is used. Such information could be 
used to further analyze the variability of backcycle time dis
tributions. It would also open the door to further decompose 
the cyclic queue so that transit times could be analyzed as 
another stage in the cycle. The collection of data in the storage 
yard would also allow researchers to study the impact of vari
ous storage container techniques on operational efficiency. 

Third, not all events that affect service, backcycle, and 
interarrival time distributions could be recorded in this time
motion analysis. It would have been beneficial to have infor
mation on where containers are located in the ship, exactly 
where containers are placed in the yard, the reason for all 
crane delays, and other miscellaneous operating character
istics. Having such information would have equipped us to 
analyze the data more effectively and quantify the effect of 
such information on time distributions. Similarly, if this type 
of data collection effort is repeated, an account of how far a 
container is stored from the wharf crane should be kept during 
the data collection effort. This could be as basic as counting 
the number of bays between the storage location and the ship. 
Such information would help explain the variability of the 
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backcycle time distributions and may provide an explanation 
for the division in the service time distribution results. 

Fourth, the data collection experiment is port specific. Con
ducting similar experiments at other ports could yield different 
results, since operating technologies and strategies differ at 
each port. Thus, the results presented in this paper should 
not be blindly assumed appropriate for all ports. To investi
gate this issue, similar studies should be conducted at nu
merous other ports. 

These inadequacies do not render the experiment unsuc
cessful or unimportant. The experiment would benefit greatly 
from repetition at other ports and from having full cooper
ation from port operators in viewing activities and obtaining 
valuable documentation. However, valuable and reliable in
formation was obtained that, to our knowledge, has not been 
collected in the past. The experiment successfully indicated 
that exponential distributions are not always appropriate to 
describe service times (and perhaps backcycle and interarrival 
times), contrary to popular belief. It also provides a frame
work for similar experiments at other ports. 

SUMMARY 

This paper outlined the collection of data describing the ef
ficiency of operations at container port wharf cranes. The 
data collected constitute a time-motion study of the service, 
arrival, and cycling processes surrounding the wharf gantry 
crane. Kolmogorov-Smimov tests were used as goodness-of
fit tests to determine which theoretical distributions can or 
cannot be used to describe individual samples of the time
motion study. The distributions considered in the testing pro
cedure were the exponential distribution and the Erlang(2) 
through Erlang(?) distributions. The range of distributions 
was appropriate for the majority of the samples tested. 

On the basis of the results of testing 16 individual data files, 
this research showed that the service and backcycle time dis
tributions are the most difficult to predict. Most important, 
this research showed that the service time distribution at the 
wharf crane is not always exponential. The arrival process, 
on the other hand, appears to be properly represented by the 
Poisson distribution. 
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Multimodal Transportation and 
Impacts of Policy: Grain 
Transportation Model 

KEN L. CASAVANT, WALTER PENARANDA, ]ON NEWKIRK, AND 

JAMES SHANAFELT 

Multimodal systems offer efficiencies from complementary and 
competitive interactions. A least cost spatial equilibrium model 
is used to determine how alternative policies and firm decisions 
affect the performance of a multimodal grain transportation 
system. The system is found to be extremely competitive, and 
much of the competitive structure comes from intermodal move
ment via truck-barge. It is also found that the operating struc
ture of the shipping firm using the system directly affects the 
performance. 

The availability of a multimodal transportation system brings 
with it many benefits for shippers. The obvious benefit is the 
efficiencies achieved by allowing each mode to be used for 
the type of movement for which it is specifically suited. This 
is particularly evident in an intermodal movement where dif
ferent segments or functions of the overall movement are 
performed by that mode with the comparative advantage for 
each segment. These efficiencies and system approach have 
led to TOFC, double-stack railcars, RoadRailer, truck-barge, 
truck-rail, and rail-barge intermodal movements throughout 
the United States and the world. 

An additional benefit of a "complete" intermodal system, 
meaning availability of rail, truck, and barge modes, has been 
the competition among these modes. Competitively induced 
rates and competitively induced cost innovations and reduc
tions have been the impetus for much of the economic de
velopment of the United States and have been the sustaining 
force in the competition for U.S. markets. Competition be
tween the rail industry and truck-barge movements has left 
rail rates, as late as 1991, at 1936 levels. 

The historical policies toward aiding each mode to develop, 
regulating each mode's economic decision making, and the 
shippers' use of the modes are currently undergoing significant 
change. Critical issues of rail line abandonment, potential 
rural road deterioration, and loss of barge movement due to 
salmon preservation efforts have received considerable atten
tion from researchers and policymakers ( 1-9). The Pacific 
Northwest grain transportation serves as a good laboratory 
in which to evaluate the probable impacts of such changes on 
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a multimodal system. It has a complete multimodal system 
with alternative management structures in shipping firms and 
a history of active rate and service competition as well as 
complementary activity among modes. 

OBJECTIVES 

The overall purpose of this study is to determine how alter
native marketing strategies and transportation policies affect 
the efficiency and performance of a multimodal transportation 
system. Specific objectives are to 

1. Select a case study area where the modal competitive 
environment has affected the grain industry, 

2. Determine modal use and marketing characteristics of 
farm producers and grain elevators, 

3. Develop a conceptual and mathematical spatial equilib
rium model capable of reflecting commodity flows, 

4. Construct alternative model scenarios reflecting current 
or potential shipper marketing strategies and transportation 
policy changes, and 

5. Determine multimodal response and system perfor
mance under the alternative models. 

STUDY APPROACH 

The primary tool of analysis for this study was a least cost 
spatial equilibrium model, developed to evaluate intermodal 
competitiveness in the transportation system in eastern Wash
ington. Supporting the mathematical model and providing 
realistic borders for the analysis were two comprehensive sur
veys of grain producers and grain elevators in the study region. 
Transportation rates and other coefficients were obtained from 
shippers, carriers, and elevator firms currently participating 
in grain marketing. 

An area including southern Spokane and northern Whit
man counties in eastern Washington was chosen for this study 
(Figure 1). Wheat and barley are the major crops in this area, 
with natural geographic and political boundaries serving as 
effective barriers and minimizing grain inflows into the region. 
The area has 25/26-car rates available to it from the Burlington 
Northern and the Union Pacific railroads, as well as single
and 3-car rates. Proximity to the Snake River is an important 
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FIGURE 1 Location of the study area and the 33 county 
elevators identified for the development of a grain 
transportation cost minimization model for southern Spokane 
and northern Whitman counties in Washington State (adapted 
from Washington Agricultural Statistics 1989-1990 and the U.S. 
Geological Survey, 1965). 

determinant of whether grain is shipped by truck to river 
barges or sent by rail (10). 

It has been hypothesized that the introduction of multiple
car rail rates will hasten the demise of smaller country ele
vators (4). To test the potential effect of such impacts from 
multimodal competition, the study area chosen had to have 
a representative size· distribution of elevators by licensed ca
pacity. The 33 elevators, belonging to 12 firms existing in the 
study area, represent that desired size distribution (Figure 1). 

The difficulty of allocating accounting costs to programming 
cost coefficients was reduced using information provided by 
two sources. The first was a seminal work conducted in a 
similar geographic area by Dooley in 1986 ( 4), where cost 
coefficients were approximated by nonlinear cost functions 
using mixed integer programming. Second, estimates were 
developed from the two surveys and from direct telephone 
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consultation with the elevator managers and personnel of Bur
lington Northern and Union Pacific railroad companies. 

SURVEY RESPONSES IN STUDY AREA 

Producers were surveyed to develop an appropriate operating 
framework and coefficients for the analytical model. [An in
depth review of survey findings and a copy of the survey forms 
are given elsewhere (JJ).] Agricultural producers had various 
marketing alternatives available to them. Depending on lo
cation and size of farm, considerable differences were found 
in what producers did with their grain. Almost half of pro
ducers moved their grain first to local elevators, with country 
elevators being the most important form of wheat storage. 
On-farm storage was used by fewer than 20 percent of the 
surveyed farms, but more frequently by larger producers. 

Farm size and seasonal timing of marketing activity influ
enced perceived road conditions. Larger farms moving grain 
during the winter months on local roads more frequently re
ported problems with roads. For all producers in the area, 
the dominant perception was that road conditions were good 
but deteriorating. 

More than half of the farm-to-elevator movement occurred 
just· after the harvest period. These findings were used to 
define realistic coefficients for the model. Most of the grain 
was moved to elevators during the 4 months following harvest 
(July through October). Shipments from elevators to markets 
occurred throughout the year. 

Since decisions made by grain elevators have a direct impact 
on the transportation system, such analysis was of primary 
importance. The breakdown of wheat and barley handled by 
the elevators is consistent with proportions reported by grain 
producers (an approximately 7:3 wheat:barley relation). Wheat 
is shipped almost exclusively (98 percent) to Portland. Three
car and 25/26-car are the common railroad methods used. 
Direct truck-to-market shipments were not used by the pro
ducers or elevators surveyed. Transshipments go from ele
vators without direct railroad access to the 25/26 multiple-car 
loading facilities within the same firm. 

Because barley is not a homogeneous product like wheat, 
its transport is more specialized. Malting barley was trans
ported by rail to Vancouver. Barley went to in-state feedlots 
by truck. Barley for export was moved by train and truck
barge. 

MATHEMATICAL MODEL 

A traditional linear programming model was used to find the 
least cost optimal solution to the transportation cost problem. 
The model considered the following costs: (a) assembly costs, 
the costs of moving 1 bushel of grain from the supply regions 
(farms) to the elevators; ( b) elevation costs, cents per bushel 
elevator operating costs; and (c) shipment costs, cents per 
bushel transportation and handling costs from the elevator to 
the final destination. 

The mathematical model took into account the total cost 
of assembly, elevation, shipping, and transshipment, subject 
to specified constraints imposed on the grain marketing in-
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dustry of the area. The specified objective function was as 
follows: 

Minimize z = LLLL (c8 XJ G~j + LLL (ce)t Et 
j i n t j n t 

+ LLL (cr)J} TJJ· + LLLL (cs)]; s;; (1) 
j' j t p j n t 

The c coefficients in parentheses in Equation 1 indicate the 
cost per unit of the variable they precede. The superscripts, 
subscripts, and activities in this objective function are defined 
as follows: 

t = time period (1 for July-August, 2 for September
October, 3 for November-February, and 4 for March
June). 

n = type of grain (1 for wheat and 2 for barley). 
i = crop origin supply point; each origin supply point is 

a township (i = 1, 2, ... , 40). 
j = elevator (j = 1, 2, ... , 33). 

j' elevator with multiple-car loading. facilities (the j''s 
are a subset of the j's; j' = 1, 2, ... , 17). 

p mode used to transport the grain from elevators to 
final market [1 for truck-barge of wheat and barley 
to Portland, 2 for three-car unit trains of wheat to 
Portland and for barley to Portland or Vancouver 
(since the rates are the same), 3 for 25/26-car unit 
trains of wheat to Portland, and 4 to indicate that 
barley goes to in-state feedlots]. 

G~'j = is the quantity of the nth grain assembled from origin 
supply point i to elevator j in time period t. 

Et = quantity of the nth grain received at the j elevator 
during time period t, stored, and subsequently 
shipped. 

TJJ = level of wheat transshipment activities, shipping wheat 
from elevator j to an elevator with multiple-car load
ing facilities j' in time period t_ (j -:/:= j'). 

Sj; = quantity of the nth grain shipped from elevator j by 
the mode and destination p in time period t. 

The equation is minimized subject to empirical conditions 
relating to grain production, assembly coefficients, elevator 
capacities, shipping coefficients, and minimum storage use of 
elevator's capacity. 

Four elevator capacities were used in a multiplant grain 
firm structure. Multiple-car loading facilities were identified 
as central gathering points for subsequent lower-cost out
bound shipments. The base model outlined below is a close 
approximation, compared with survey results, of what actually 
happens in the grain marketing system in the study region. 

Linear programming models, as used in this study, are con
strained representations of the actual marketing system. Com
petitive reaction to price changes, handling costs related to 
volume put through an elevator, and capacity changes over 
time are the types of changes that are held constant in this 
type of model. 

MODEL SCENARIOS 

Seven models were evaluated; each model tested a marketing 
strategy or policy change within the multimodal transporta-
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tion system. The first four models evaluated alternative ship
per marketing strategies of grain firms, and the final three 
deal specifically with potential carrier policy changes in the 
transportation sector. The base model reflects the existing 
grain transportation system and actual usage of that system 
in eastern Washington. Elevators are organized into multi
plant firms, as in the actual situation, where an average cost 
of operation for the entire firm, rather than for each elevator, 
is charged per bushel handled. A critical feature of this base 
model is the minimum amount of grain forced into each el
evator, determined by the elevator'survey. 

The shipping of grain from the elevator to final market is 
a function of the type of grain and the transportation modes 
available. Two general transportation modes compete for wheat 
shipping to this port: railroad, which offers 3-car and 25/26-
car rates, and truck-barge, which takes the wheat by truck to 
the Central Ferry Port on the Snake River and then to Port
land by barge. Wheat is also transshipped from elevators with
out access to those with access to 25/26-car rates, but only 
within the same firm. No seasonal variation in rates occurs 
in the study area. 

The second model, the least cost model, relaxes the as
sumption of minimum storage constraint. Thus, grain was 
allowed to flow without any restriction of using all elevators 
through the path with the lowest total transportation cost. 

The third and fourth models were run on a single firm basis 
with every elevator operating as an independent firm; there 
were no multiplant firms. Single Firm Model A allowed no 
transshipments, and 25/26-car rates were only available to 
multiple-car loading facilities. Single Firm Model B elimi
nated 25/26-car rates by assuming that even elevators with 
multiple-car loading facilities could not put together enough 
grain to meet the requirements of filling 25/26-car trains in 
24 hr. 

A virtue of linear programming is the flexibility it offers to 
change specific parameters, maintaining the rest of the eco
nomical setting unchanged, and predicting the effects of the 
changes made. This allowed the last three models to evaluate 
the impact of actual issues confronting eastern Washington 
shippers. 

The first policy model examined the impact on grain flow 
of closing the Snake River during the early summer in an 
attempt to save the salmon recently listed under the Endan
gered Species Act. This was accomplished by closing the time 
period in the base model from March to June (time period 
4). 

A second policy model sought to examine the effect on 
wheat movement and rail revenue if the Burlington Northern 
were to adopt a competitive or aggressive rate policy. Bur
lington Northern rail lines cross the study area as a vertical 
column from south to north, with 3 elevators on its lines being 
multiple-car loading facilities and 11 other elevators having 
transshipment connections to multiple-car loading facilities. 

The final policy model evaluated the potential result if a 
recently abandoned (but not yet salvaged) line (the Arrow 
Line) were to be purchased and operated as a regional or 
short line railroad. If this line were to be successfully resur
rected, it would have to offer lower rates to draw traffic. To 
test the effect of such changes, both Burlington Northern and 
Union Pacific rates were decreased to determine the impact 
on rail movement. Several other permutations of the rates 
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gave information on the elasticities of demand for transpor
tation modes. 

ANALYTICAL RESULTS 

The results of the first model are indicated in Table 1. It is 
evident that many of the smaller elevators, as forced by the 
assumptions, collect grain, but then quickly transship the grain 
to multiple-car loading elevators. Since these elevators fill 
only about 40 percent of their capacity, their long-term life 
is suspect. 

Three factors explain these results and give a better under
standing of the industry's use of the multimodal system. First 
is the organization of elevators into multiplant firms and the 
average firm cost scheme they use. Essentially, a firm's share 
of the grain market is more important than any one elevator's 
share. Therefore, small elevators serve as grain collection 
units into the overall firm volume. 

Dooley ( 4) found that larger elevators could increase their 
market share if they could build additional storage capacity 
when individual elevators are operating as firms. Another fact 
favoring the association of individual firms into multiplant 
firms, rather than the buildup of large individual elevators, 
was discussed by Hays (12). He found that because of severe 

TABLE 1 Modal Split of Grain Transportation for Base Model 

Wheat 
MCLF (25/26-Car Rail) 

Elevator 
Truck- 3-Car ·At Transshi~ 
Barge Rail Elevator From To 
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time constraints, especially during harvest, grain producers 
choose the closest elevator available. 

The modal split of the grain shipments for the base model 
indicates that wheat is moved by truck-barge only if the el
evator does not have access to multiple-car loading facilities 
(12 percent of total wheat transported) or if the distance to 
the Snake River port is short enough to allow competition 
between truck-barge and rail rates. 

Three-car rates were used by elevators with access to them 
except in the case of the elevators with on-site multiple-car 
loading facilities. This option is well suited to firms that do 
not have the operational volume required for the implemen
tation of multiple-car loading facilities (21 percent). 

There are five multiple-car loading facilities in the model, 
each belonging to a different multiplant firm and being located 
at the largest elevator of the firm. All the multiple-car loading 
facilities have transshipment connections with the other ele
vators within the firm. For the base model, 67 percent of the 
wheat delivered to Portland was shipped by this means. Of 
the 67 percent, 41 percent came directly into elevators from 
farms, and 26 percent was the product of transshipments. 

System costs for the base model are presented in Table 2. 
The total bill for transportation of 12.184 million bushels of 
wheat and 5.733 million bushels of barley from the producing 
areas of southern Spokane and northern Whitman counties 

Barley 

Total Total Truck- 3-Car Truck to Total 
25/26-Car Shipped Barge Rail Feedlots Shipped 

---------------------------------------------------------------------- 000 Bushels -----------------------------------------------------------------------------
Cheney 0 391 391 0 261 0 261 
Rodna 100 100 0 50 50 
Fairfield 0 0 845 88 933 933 0 585 0 585 
Waverly 0 88 Fairfield 0 0 83 83 
Rockford 0 600 600 0 50 0 50 
Freeman 0 333 333 0 81 0 81 
Mt. Hope 150 150 0 9 9 
Spangle I 0 891 891 891 523 0 523 
Plaz.a 0 0 473 1,070 1,543 1,543 0 202 0 202 
Spangle II 0 268 0 Plu.a 268 0 114 0 114 
Spring Valley 0 268 Plu.a 0 0 115 115 
Rosalia 0 472 0 Plu.a 472 0 203 0 203 
Balder 0 266 Plu.a 0 0 116 116 
McCoy 0 240 0 Plu.a 240 0 100 0 100 
Pine City 0 472 Plu.a 0 0 203 203 
Squaw Canyon 0 64 Plu.a 0 0 28 28 
Thornton 0 303 303 0 477 0 477 
Cash up 120 120 0 51 51 
Steptoe 380 380 0 237 237 
Garfield 200 200 0 20 20 
Walters 75 75 0 8 8 
Crabtree 60 60 0 15 15 
Oakesdale 0 l_,543 669 2,212 2,212 0 200 0 200 
Farmington 0 200 Oakesdale 0 0 100 100 
Seltice 0 114 Oakesdale 0 0 57 57 
Warner 0 100 Oakesdale 0 0 60 60 
Fairbanks 0 255 Oakesdale 0 10 118 128 
St. John 37 412 Willada 37 221 229 450 
Ewan 56 381 Willada 56 238 0 238 
Willada 0 1,225 1,367 2,592 2,592 0 400 0 400 
Juno 88 14 Willada 88 4 64 68 
Sunset 59 141 Willada 59 150 0 150 
Pleasant Valley 82 418 Willada 82 195 155 350 
Total 1,407 2,606 4,977 3,193 8,171 12,184 818 3,196 1,719 5,733 
Percent 12 21 41 26 67 100 14 56 30 100 



TABLE 2 Transportation System Costs for Base Model 

Item Wheat Barley Total Percent Grain Shipped 

----------- 000 Dollars ---------- ---- 000 Bu ----
Assembly 297 148 445 5 
Elevation 2,453 1,138 3,591 40 
Shipping 3,705 1,215 4,920 55 

Wheat 3,705 3,705 0.41 12,184 
Truck-Barge 492 1,407 
3-Car Rates 857 2,606 
25-Car Rates 2,196 8,171 
Transshipments 160 3,193 

Barley 1,215 1,215 0.14 5,733 
To Portland-

1,001 4,014 Vancouver 
Truck-Barge 275 818 
3-Car Rates 726 3,196 
To Feedlots 214 1,719 

Total Costs 8,956 100 

TABLE 3 Modal Split of Grain Transportation for Least Cost Model 

Wheat 

MCLF (25/26-Car Rail) Barley 
Elevator 

Truck- 3-Car Total Truck- Truck to Total At Transshil! Total 3-Car 
Barge Rail Elevator From To 25/26-Car Shipped Barge Rail Feedlots Shipped 

-------------------------------------------------------------------- 000 Bushels ----------------------------------------------------------
Cheney 0 491 491 0 313 0 313 
Rodna 0 0 0 92 92 
Fairfield 0 0 1,418· 0 1,418 1,418 0 760 0 760 
Waverly 0 0 Fairfield 0 0 0 0 
Rockford 0 0 0 0 0 0 0 
Freeman 0 0 0 0 81 0 81 
Mt. Hope 0 0 0 0 0 
Spangle I 0 1,898 1,898 1,898 545 0 545 
Plaza 0 0 599 430 1,029 1,029 0 282 0 282 
Spangle II 0 0 0 Plaza 0 0 0 0 0 
Spring Valley 0 0 Plaza 0 0 0 0 
Rosalia 0 582 0 Plaza 582 0 193 0 193 
Balder 0 0 Plaza 0 0 0 0 
McCoy 0 633 0 Plaza 633 0 93 0 93 
Pine City 0 430 Plaza 0 0 0 0 
Squaw Canyon 0 0 Plaza 0 0 0 0 
Thornton 0 o. 0 0 1,539 O' 1,539 
Cash up 373 373 0 0 0 
Steptoe 219 219 0 0 0 
Garfield 0 0 0 0 0 
Walters 0 0 0 0 0 
Crabtree 0 0 0 0 0 
Oakesdale 0 2,550 0 2,550 2,550 0 78 0 78 
Farmington 0 0 Oakesdale 0 0 224 224 
Seltice 0 0 Oakesdale 0 0 135 135 
Warner 0 0 Oakesdale 0 0 138 138 
Fairbanks 0 0 Oakesdale 0 0 52 52 
St. John 0 0 Willada 0 0 142 142 
Ewan 110 314 Willada 110 0 571 571 
Willada 0 2,064 613 2,677 2,677 0 130 0 130 
Juno 0 23 Willada 0 0 157 157 
Sunset 205 245 Willada 205 0 0 0 
Pleasant Valley 0 31 Willada 0 0 208 208 
Total 906 1,705 8,530 1,042 9,573 12,184 0 4,014 1,719 5,733 
Percent 7 14 70 9 79 100 0 70 30 100 
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to the final markets was $8.956 million. This compares closely 
with a total estimated transportation bill of $9.200 million 
developed from the elevator surveys. 

LEAST COST MODEL 

In this model, the assumption of minimum storage constraint 
was relaxed. Thus, grain was allowed to flow, without any 
restriction, through the path with the lowest cost of assembly, 
elevation, and shipping to the market. 

This environment of greater competition with no minimum 
storage constraints would result in the complete elimination 
of 10 elevators. from the system (Table 3). The underused 
elevators identified in the base model are, in fact, now forced 
to exit the industry under the competitive conditions of this 
model. Grain would be concentrated around the multiple-car 
loading facilities and transshipments would be almost com
pletely eliminated. Truck-barge would be completely elimi
nated as a barley transportation mode, and only four elevators 
would use truck-barge for wheat. 

Compared with the base model, total transportation costs 
in the least cost model decreased from $8.956 million to $8.643 
million (approximately 3.6 percent; see Table 4). This savings 
was realized mainly in the shipment of grain from elevators 
to the final market. 

The increase in use of 25/26-cartrain units was accompanied 
by a reduction in transshipments to multiple-car loading fa
cilities. Handling costs of loading and unloading were avoided 
by directly assembling the grain over longer distances instead 
of transshipping it as in the base model case. 

SINGLE FIRM MODEL A (WITH MULTIPLE-CAR 
RATES) 

The results of this scenario (Table 5) differ little from the 
base model results in Tables 1 and 2, although a 2 percent 
increase in the total transport bill occurred. This similarity 
arises largely because the supply of grain from farms closely 
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matches the storage capacity of the elevators or the minimum 
amount of grain handled. 

Once transshipments are eliminated, all of the wheat, pre
viously transshipped to multiple-car loading facilities for 
movement by 25/26-car unit trains, makes its way to Portland 
through the truck-barge mode (Table 6). The truck-barge 
activity increased from 12 to 38 percent when transshipments 
were eliminated. However, the three-car rail rates were still 
a more economically efficient option than truck-barge for 
moving some wheat to Portland. 

SINGLE FIRM MODEL B (NO MULTIPLE-CAR 
RATES) 

With 25/26-car unit trains eliminated, 3-car rail rates remain 
a more economically efficient option than truck-barge for 
moving wheat to Portland (Figure 2). Without 25/26-car unit 
trains, all the rail-moved wheat would be moved by 3-car train 
units. However, because these rates were not as low as the 
25/26-car rates, they did not lead to the pooling of grain from 
as far as multiple-car loading facilities had done. 

Total transportation costs went up by $253,000 when multiple
car loading facilities were eliminated. This represents cost 
savings from moving almost 5 million bushels of wheat by 25/ 
26-car train units. This comparison underscores the impor
tance of the lower rates for 25/26-car rail. 

A comparison of the shipping costs (Table 7) and total cost 
components (Figure 3) reveals little variation in assembly, 
elevation, and barley shipping costs. The cost of shipping 
wheat causes most of the variation. 

RIVER CLOSURE MODEL 

As previously discussed, one potential impact of salmon being 
listed under the Endangered Species Act is the drawdowi;i of 
the river below levels that would allow barge traffic to con
tinue. Results of the analysis indicate that the grain that would 
normally go by barge in the fourth period, after closure, sim-

TABLE 4 Transportation System Costs for Least Cost Model 

Item Wheat Barley Total Percent Grain Shipped 

------------ 000 Dollars ----------- ---- 000 Bu ----

Assembly 333 152 485 6 

Elevation 2,421 1,137 3,557 41 

Shipping 3,484 1,117 4,601 53 

Wheat 3,484 3,848 0.40 12,184 

Truck-Barge 307 906 

3-Car Rates 541 1,705 

25-Car Rates 2,584 9,573 

Transshipments 52 1,042 

Barley 1,117 1,117 0.13 5,733 

To Portland- 902 4,014 
Vancouver 

Truck-Barge 0 0 

3-Car Rates 902 4,014 

To Feedlots 214 1,719 

Total Costs 8,643 100 



TABLE 5 Modal Split of Grain Transportation for Single Firm Model A 

Wheat 

MCLF (25/26-Car Rail) Barley 
Elevator 

Truck- 3-Car Total At Transshi~ Total Truck- 3-Car Truck to Total 
Barge Rail Elevator From To 25/26-Car Shipped Barge Rail Feedlots Shipped 

------------------------------------------------------------------- 000 Bushels ---------------------------------------------------
Cheney 0 391 NA NA 391 0 391 0 391 
Rodna 100 NA NA 100 0 50 50 
Fairfield 0 0 845 NA NA 845 845 0 451 0 451 
Waverly 88 NA NA 88 0 83 83 
Rockford 0 600 NA NA 600 0 216 0 216 
Freeman 0 333 NA NA 333 0 50 0 50 
Mt. Hope 150 NA NA 150 0 9 9 
Spangle I 0 0 770 NA NA 770 770 0 310 0 310 
Plaza 0 0 594 NA NA 594 594 0 285 0 285 
Spangle II 0 268 NA NA 268 0 114 0 114 
Spring Valley 268 NA NA 268 0 115 115 
Rosalia 0 472 NA NA 472 0 203 0 203 
Balder 266 NA NA 266 0 116 116 
McCoy 0 240 NA NA 240 0 100 0 100 
Pine City 472 NA NA 472 0 203 203 
Squaw Canyon 64 NA NA 64 0 28 28 
Thornton 0 303 NA NA 303 0 164 0 164 
Cash up 120 NA NA 120 0 51 51 
Steptoe 380 NA NA 380 0 237 237 
Garfield 200 NA NA 200 0 20 20 
Walters 75 NA NA 75 0 8 8 
Crabtree 60 NA NA 60 0 15 15 
Oakesdale 0 0 1,049 NA NA 1,049 1,049 0 513 0 513 
Farmington 200 NA NA 200 0 100 100 
Seltice 114 NA NA 114 0 57 57 
Warner 100 NA NA 100 0 60 60 
Fairbanks 255 NA NA 255 0 128 128 
St. John 450 NA NA 450 370 80 450 
Ewan 437 NA NA 437 238 0 238 
Willada 0 0 1,719 NA NA 1,719 1,719 0 400 0 400 
Juno 103 NA NA 103 0 68 68 
Sunset 200 ~ NA NA 200 0 150 150 
Pleasant Valley 500 NA NA 500 209 141 350 
Total 4,601 2,606 4,977 4,977 12,184 818 3,196 1,719 5,733 
Percent 38 21 41 41 100 14 56 30 100 

TABLE 6 Transportation System Costs for Single Firm Model A 

Item Wheat Barley Total Percent 
Grain 
Shipped 

-------------- 000 Dollars ------------- -- 000 Bu --
Assembly 306 139 445 5 
Elevation 2,447 1,145 3,593 40 
Shipping 3,801 1,221 5,022 55 

Wheat 3,801 3,801 0.42 12,184 
Truck-Barge 1,609 4,601 
3-Car Rates 857 2,606 
25-Car Rates 1,335 4,977 

Transshipments 0 0 
Barley 1,221 1,221 0.13 5,733 

To Portland- 1,006 4,014 
Vancouver 
Truck-Barge 275 818 
3-Car Rates 732 3,196 
To Feedlots 214 1,719 

Total Costs 9,060 100 
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Single Firm Model A 

Truck-barge - 38'1. 4,60 1,00 

3-car rate - 21'1. 2,606,00 

25-car rate - 41'1. ,977,000 

1,609,00 42'1. 

$857,000 23'1. 

1,335,00 35'1. 

Single Firm Mo_del 8 

Truck-barge - 39!. 4,723,000 1,860,00 - 41!. 

"\ 
3-c:ar rate - 81'1. 7,461,000 2,403,00 - Ht. 

26/26-c:ar rate - ot.-----------'---~ - O'lo 
Total 12. 184,000 

Grain shipped 
(in bushels) 

$4,064,000 
Shipping coats 

FIGURE 2 Comparison among the three shipping options (25/26-car, 3-car, and 
truck-barge) used in Single Firm Models A and B to ship wheat produced in southern 
Spokane and northern Whitman counties to Portland, Oregon. 

TABLE 7 Shipping Costs for the Four Broad Base Models 

County 

Spokane 

Whitman 

Total 

Shipping Costs 

Base Model Least Cost 
Model 

Single Firm 

Model A Model B 

------------------------------- 000 Dollars ----------------------------· 
1,566 1,365 1,385 1,488 

1,979 2,067 2,416 2,566 
3,545 3,432 3,801 4,054 

ply shifted to another time period. The model did not spe
cifically price the storage and shipping during the fourth pe
riod by adding on a storage penalty; thus the mathematical 
solution was simply another shipping pattern. If such a penalty 
were assigned, total costs would increase. No change in costs, 
storage, or modal choice occurred. 

The shipper could sell before closure, hold until after the 
closure period, or sell during closure but move the grain via 
a different mode. The first alternative saves storage costs but 
makes shippers dependent on existing market price, the sec
ond causes increased storage cost and some price dependency, 
and the third entails higher transport costs. The actual re
sponse by shippers to a river closure would be driven by 
market demand conditions, financial needs of producers, rate 
reactions by other modes, and capacity needs in the elevator 
and storage sector. 

oj__~~~~~~~~~~_J BURLINGTON NORTHERN COMPETITIVE 
MODEL Base Model Least Cost 

Model 
Single Firm 

Model A 

FIGURE 3 Comparison of component and total costs for three 
models. 

Results from the base model indicated that almost 50 percent 
of the 12.184 million bushels of wheat shipped from the study 
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area went to Portland, Oregon, on Burlington Northern cars. 
Union Pacific moved around 39 percent, and the remaining 
11 percent went by truck-barge. Reducing Burlington North
ern rates did not have a great effect on the modal share 
distribution of wheat shipments (Figure 4), suggesting that 
there is little incentive for Burlington Northern to decrease 
rates since they do not gain traffic. 

If all Burlington Northern rates were increased (the 3-car 
and 25/26-car rates), the first 6-cent range increase would be 
critical in changing the modal share for wheat movement to 
Portland, Oregon. A 4-cent rate increase reduced the Bur
lington Northern share from almost 50 to 29 percent (almost 
eliminating three-car rates and transshipments to multiple-car 
loading facilities), in favor of an increase in the truck-barge 
share from 10 to 30 percent. Union Pacific gained only 2 
percent of the shipping share. 

This reduction assumes availability of barge capacity on 
the river system. In the peak year of grain movement on the 
river, 1985, almost twice as much moved on the river as the 
volume used in this analysis; thus, barge capacity appears to 
be available. 

These results reflect the intense competition that exists in 
the transportation system in eastern Washington since the 
rates per ton-mile are very similar among model alternatives. 
Union Pacific did not gain a bigger share because of the prox
imity of Willada (its busiest station) to the Snake River. An
other factor that influenced this result is the loyalty of wheat 
producers to specific elevators, thus preventing the low Union 
Pacific rates from drawing more grain to its stations. This 
loyalty was expressed by the minimum amount of grain han
dled per elevator that constrained the linear programming 
model. 

ARROW LINE ALTERNATIVE MODEL 

The assumed reduction in rates from the new Arrow Line did 
not have much effect on modal share since in the base model 
truck-barge rates were already at a rate disadvantage com
pared with railroad rates. Yet, if the new Arrow rail line 
configuration were able to offer a 2-cent reduction, an in
crease of 159,000 bushels would occur; this shift would be 
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FIGURE 4 Modal share of wheat shipments as a function of 
Burlington Northern rates. 
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captured by wheat that was previously transshipped or moved 
by 25/26-car units. A further 2 cents per bushel decrease (a 
total of 4 cents) would move an additional 163,000 bushels 
by transshipment and 25/26-car movements. 

CONCLUSIONS 

The overriding conclusion is that this multimodal system, es
sentially a duopoly at most shipping points, is quite compet
itive. Analysis of the modal share shifts in response to rate 
changes reveals the high elasticity of demand, in economics 
commonly associated with competition. It is also evident that 
the competitive environment is made possible by the inter
modal complementary relationship of truck and barge in an 
integrated mode. Any competitive advantage held by the rail
roads has already been introduced into the market place by 
multiple-car rates. Little, if any, further monopoly power re
mains with the railroads. 

Any decrease in truck-barge rates, even 2 cents, captures 
much of the wheat originally transshipped to multiple
car loading facilities. Eight- and 12-cent reductions would 
eliminate three-car mode and multiple-car shipments, 
respectively. 

A second conclusion is that the multimodal transportation 
system performance is directly affected by the operating struc
ture of the industry using that system. Maintaining all ele
vators, even the small, is costly to the transportation system. 
However, small elevators provide service to local producers 
during harvest and serve as collection sites whenever trans
shipments are available. Cooperatives or other multiple-plant 
firms can take advantage of multiple-car rates using trans
shipment between elevators in a firm to accumulate the re
quired volume. Costs can then be averaged and spread out 
among elevators in a firm, allowing the survival of smaller 
elevators. 

It is also evident that a decrease in availability of any mode 
in the existing complete multimodal system results in in
creased costs to the shipper, a decrease in the service received 
by the shipper, and a decrease in the overall mobility of freight 
and goods. The existing multimodal system seems to offer a 
competitive and efficient package of rates and service. 
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Estimating Annual Waterway Tonnage 
from Lock Data: Methodology 

DONALD LEAVITT 

To provide more timely data, the Corps of Engineers has devel
oped advance reports on estimates of commodity tonnage on 
American waterways since 1989. They are based on correlations 
between lockage data and operator-reported data over a decade. 
Experimentation and development of better methods provide more 
accurate estimates a year before the final published reports. Bet
ter methods include regression equations and common sense. 
Graphical analysis was used. Scattergrams pinpoint outliers due 
to poor data collection. Line graphs of tonnages by commodity 
of river locks show which give the maximum waterway tonnage. 
Time-series graphs of actual tonnage and promising regression 
estimates show the best estimator and unreported data. Analysis 
of the past flow of commodities shows which locks are more 
logical predictors. Graphs can show patterns in past tonnage re
lationships to justify estimation. Unreliable data must be iden
tified and dropped from the analysis. The temptation to be me
chanistic in the methodology must be avoided, and common sense 
must be used to overcome spuriousness and multicollinearity er
rors. These precautions can overcome the pitfalls of automatic 
computer-generated methods. Methods that improved accuracy 
included graphical analysis, adjusted regression equations, com
monsense methods, and adjusted R-square. Analysis of errors 
improves methods. Advance data for.1990 showed improvement. 
Validity measures were developed that prove the model valid. 
Reliability can be predicted, and factors that increase reliability 
are known. 

To provide more timely statistics, the Waterborne Commerce 
Statistics Center (WCSC) decided to develop annual estimates 
of waterway tonnage based on the data _of prior years. The 
goal was to estimate timely WCSC tonnages for the previous 
year with reasonable accuracy. Annual lock tonnages on those 
waterways were used. Estimates were made for seven cate
gories of commodities for 17 American rivers and waterways, 
by direction. Estimates were computed for 1988, 1989, 1990, 
and 1991. Data users indicate satisfaction with the more timely 
figures. 

Actual WCSC annual tonnages were determined for each 
past year for each waterway and transferred into a Lotus 4.0 
spreadsheet. The commodity groups are coal, petroleum, 
chemicals, metals, farm products, nonmetals, and miscella
neous. Commodity tonnages were obtained from the Corps 
of Engineers' Lock Performance Monitoring System (LPMS) 
for each lock and direction on the waterway and nearby locks 
on associated rivers. Each variable included annual data from 
1982 to 1989 with a usual N of 8. 

A correlation matrix was calculated for the variables for 
each commodity group in the spreadsheet. WCSC figures were 

Waterborne Commerce Statistics Center, U.S. Army Corps of En
gineers, P.O. Box 61280, New Orleans, La. 70161-1280. 

correlated with all lock variables. The correlations showed 
which locks were most likely to accurately predict the WCSC 
tonnage for that commodity group and direction. In 1991, the 
1990 tonnages were also checked by a tonnage-flow analysis 
to determine whether locks carried a significant proportion 
of the WCSC tonnage. 

The best predictor locks were selected on the basis of higher 
correlations and higher tonnages flowing through the locks. 
Initially the percentage change from last year for the pre
dictor lock was used to estimate the percentage change for the 
waterway. 

Another method was to develop regression equations by 
using the best predictor lock. The equations were based on 
annual data from 1982 to the current year. The new lock 
figures (1990) were substituted in the equation to get the 1990 
WCSC estimate. We regarded the estimation methodology as 
an iterative process. Minor modifications of our methods were 
tried each succeeding year to improve the accuracy of the 
estimates. 

The percentage change method was found empirically to 
be less accurate than the regression equation method, so it 
was dropped. Various criteria were used to select the "best 
equation." Some were found to be associated with greater 
accuracy and were thus relied on more strongly later in the 
study. 

The problem of faulty data was dealt with as experience 
was gained. Some years, some locks, and some commodities 
were inaccurate without obvious cause or regularity. Thus we 
relied on the more reliable post-1981 period for our data. 
(Several technical problems and a new system made the in
clusion of pre-1982 data infeasible.) Even then, for some 
waterways only more recent data are accurate. An attempt 
to use quarterly data for a larger N was soon scrapped, since 
it not only seemed to increase the rate of faulty data but also 
added the problem of correction for seasonal variation. 

Several regression equations were tried for each estimate, 
and the one that best met our criteria was selected. Alternate 
locks were used; several locks were used as variables in the 
equation; the variable of year was used; sums or differences 
of locks were tried; when justified, the constant was dropped. 
The question was asked, Does the predictive regression equa
tion make sense in terms of the real world and all the infor
mation we have about the process? 

The basic mathematical model is 

Estimate of WCSC tonnage = constant + coefficient 

* (tonnage through the best predictor lock) (1) 
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Estimate (metal products for upbound Mississippi, 1991) 

500,000 + 1.24 * (upbound metal in Ohio Lock 52) 

+ 1.88 * (upbound metal in Mississippi Lock 27, 

Chain of Locks) 

500,000 + (1.24 * 5,300,000) + (1.88 * 1,500,000) 

9,900,000 

See Figure 1 for more examples of actual equations. This may 
vary by adding more variables, including year. 

Use of a dynamic rather than a static methodology and 
other experiments violated "taboos," for which we may be 
criticized. However, accuracy seems preferable to orthodoxy. 

Various criteria used to select the best equation included 
correlation of the variables with the dependent variable, logic, 
a measure of fit called average error (which is a modification 
of the Klein ex post forecast), and proportion of waterway 
tonnage actually going through the lock. 

A measure of fit was developed to test the equations. It 
uses the absolute difference between the estimate and the 
annual WCSC data for each year, subtracted from 1. The 
average of those hypothetical errors was used as the probable 
best measure of fit for an estimate. (However, no error was 
allowed to exceed 100 percent.) This measure is called "av
erage error": it is the average error between the actual data 
and the equation-estimated data for each year. It is similar 
to using half the data to predict the other half. Equations 
were selected that minimized this error. Subsequent analysis 
showed this to be the best predictor of the reliability of the 
estimate. 

The multiple correlation of the equation with the WCSC 
variable and the adjusted multiple correlation were additional 
criteria. 
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THEORY 

The theory behind this study is that the tonnage through each 
lock may be a "sample" of the whole tonnage for the water
way. The problem is to get the most reliable sample: as close 
to a 100 percent sample as possible. This is actually an esti
mate, like estimating a vote from a preelection poll. However, 
in some respects, it is like a forecast. 

A monograph on forecasting (J) discusses and supports 
methods that influenced the shift in emphasis explained be
low. A forecast (or estimation) is "the attempt to make sci
entific statements about non-sample situations on the basis of 
relationships determined from sample observations" (J ,p.76; 
2 ,p.10). Thus data from the past (sample observations of lock 
and WCSC tonnage) are used to estimate the future (non
sample observations). Ostrom suggests leaving out certain 
sample points to determine whether the equation can predict 
these with sufficient accuracy. This was tried at the start, 
but with single-digit sample sizes (a maximum of 8 years), 
soon abandoned. Instead the average error criterion was 
developed. 

According to Ostrom (1), the forecast error will be smaller 
with larger samples, explanatory variables with a larger dis
persion, and smaller distances between the nonsample ob
servation and the mean of past, sample observations. Thus, 
future estimates should be more accurate with more years of 
data. A large variation in past LPMS data should give better 
results (e.g., 1 million tons some years and none in others). 
For a new LPMS figure that is quite different from past fig
ures, the estimate is likely to be less accurate. If the new lock 
figures are much larger or smaller than the past, we can expect 
less accuracy. This is consistent with the "contention that we 
are better able to forecast within our range of experience than 
outside of it" (J ,p.78; 3,p.250). Along these lines, it is also 
easier to estimate the past than predict the future (by excessive 
curve-fitting). Economic change and other unpredictables are 
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constantly and dynamically changing past relationships. The 
best solution might be to keep our methods equally dynamic 
because our past computer models will soon be outmoded. 

MIND OVER AUTOMATION 

Much emphasis has recently been placed on picking the "best" 
regression equation by using a particular criterion, formula, 
strategy, or computer-derived method: stepwise, forward, 
backward, or chunkwise (4,5). However, I have begun to 
believe that human, nonmechanical techniques are better than 
automatic, computer-generated ones. The mind can take into 
consideration available information in a more complex way 
than do present computer methods. 

Ostrom (J) says that "there may be times when we wish to 
be a bit less mechanical in our approach to forecast generation 
[quoting Klein (6,pp.278-279)] ... (T)here is considerable 
room for judgment and insight in the generation of forecasts 
... (P)urely numerical methods cannot be used, but must be 
supplemented by special information and personal judgment 
... (A)ttempts at pure push button mechanistic uses are sure 
to fail and prove inferior to methods that combine a formal 
estimated model with a priori information and judgment" 
(2,pp.81-82). 

This suggests that when statistical methods result in an es
timation that seems suspect, we are allowed to modify it (the 
fudge factor). Even Einstein added a "universal constant," 
and it resulted in a model with great predictive value. A 
similar but computerized method of "fudging" might be to 
use dummy variables. This, however, brings the disadvantage 
of adding spuriously to the multiple correlation, just as adding 
spurious or random variables also appears to give a better 
prediction by raising the unadjusted multiple correlation. 
Whether a computer or the human mind should do this "fine 
tuning" is a question for debate among methodologists. It 
seems likely that the addition of dummy variables will add 
misleading spurious variance to a regression equation. The 
increased multiple correlation may be illusory. 

Examples of fallacious results from the overuse of com
puters in our study include an estimate of negative tonnage, 
a number that may be quite out of line with the maximum 

-number of tons of a commodity in locks in the waterway, and 
a negative relationship (lock tonnage goes up but the estimate 
goes down). Also, when the sum of commodities estimated 
is out of line with the estimated total, adjustments were made. 

We may revise the total equation or the least sound and 
reliable commodity estimates. Correlation analysis showed 
that the true figure lies somewhere between the sum of the 
estimated commodities and the estimate of the total. 

Regression equations that multiply a lock tonnage by sev
eral times were questioned. Also suspect is a lock that is the 
sole measure of the WCSC estimate multiplied by a small 
fractional coefficient. The actual WCSC river tonnage could 
be more (if some does not go through that lock), but it is 
unlikely to be significantly less. 

Previously, the computer "drew the regression line" and 
computed the formula. For the 1990 estimates, I sometimes 
redrew the line that I thought to give the best prediction 
(judged by a visual scan of the graph). This may involve 
adding a time factor, combining several locks, or omitting a 
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constant. This was often done when combining several of the 
larger commodity lock variables to get an accurate estimate 
of the total. A goal was the closest relationship of the esti
mation equation with more recent lock data, so the line was 
drawn to more closely fit the last few data points. 

Human judgment, rather than raw computer power or stan
dard programmed formulas or software, seemed most likely 
to reduce past error levels in our estimates. "Variable selec
tion is a mixture of art and science, and ... the analyst should 
be guided by a combination of theory, intuition, and common 
sense" (7). 

In sum, we should use all the information available in our 
estimate, even if it cannot be stated in a precise mathematical 
form. 

In this project, information about lock data is available that 
can improve the technique beyond a. blind adherence to math
ematical criteria. Most scientists also have a theory to guide 
their understanding of a process. A 20-variable correlation 
matrix without a hypothesis as to which variables should cor
relate and which should not is a fishing expedition (made easy 
by computers), not a scientific study. Yet, Bowerman and 
O'Connell (4, chapter 8) recommend putting in all possible 
variables (like a gumbo) and using statistics to pick out the 
"best" regression equation. However, I have found that one 
must discriminate to avoid spurious correlations. A plot or 
visual scan will reveal outliers and improve judgment for fur
ther analysis. 

Spuriousness 

If we run a 14 by 14 matrix of variables, accepting a .05 error 
level, we could get five spurious correlations purely by chance. 
It is easy to get a high correlation where there is no real 
relation~hip. Often by pure chance we may discover (for ex
ample) that the LPMS tonnage of oil from a lock correlates 
with the tonnage of metal from WCSC. Sometimes upbound 
lock figures correlate with downbound WCSC figures. A small
tonnage lock may correlate highly with much larger WCSC 
totals. Many of these were pure accidents, not reliable rela
tionships. If we use them to predict next year's tonnage, we 
may be lucky, but we are most likely to be inaccurate. 

Thus, when logic tells us that no connection is reasonable, 
even high correlations should be used only with caution when 

· there are other, more logical candidates. 
Here are some techniques based on commonsense infor

mation: Lock tonnages were only used to estimate same
direction WCSC tonnages. More tonnage in a lock is logically 
likely to be related to more tonnage in the WCSC figure (so 
we omit variables with negative correlations). The total of all 
commodities should be equal to the sum of each commodity 
group estimated. The lock on the waterway with the most 
tonnage for a direction is likely to contain the best "sample" 
of tonnage for the waterway. We prefer bigger samples to 
measures with larger correlations. 

This method can also be used to determine which locks give 
tonnage consistent with the WCSC figures. If all the river 
tonnage goes through a lock, the lock tonnage should equal 
the WCSC tonnage. From a graph of several locks, the one 
closest to the WCSC tonnage or the nearest pattern in recent 
years can be selected. In this case, we may omit the constant 
in the regression equation. 
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Multicollinearity 

We should expect high correlations of locks with WCSC data, 
since they are from the same river. Often we find them. 

When we find many correlations, the problem of multi
collinearity presents itself. This involves multiple regression 
analysis with explanatory variables that correlate highly with 

· each other, leading to unstable regression coefficients and 
erroneous inferences about the model (7,8). For example, 
another variable may be added that makes a variable coef
ficient flip over to negative (contrary to the logic of the anal
ysis). Another highly significant variable may then be reduced 
to insignificance. At times, regression _analysis seems to be a 
matter of chance rather than science .. We were unsuccessful 
in using factor analysis, first differences, or two-stage least
squares regression to solve the problem. Eventually common 
sense and graphical techniques were applied for more satis
fying equations. 

CHARTING THE FLOW OF COMMODITIES 

High correlations and regression equations can suggest can
didates for ·estimates, but we must guard against spurious 
correlations. We can use the WCSC data file for the latest 
year to document the flow of a commodity within a waterway 
or system of waterways. This is an empirical method to find 
how much tonnage actually went through the various locks 
under consideration in a recent year. 

Initially we found high correlations with WCSC tonnages 
for river locks or for the lock of a nearby waterway (e.g., an 
Ohio lock for the Tennessee River). Later flow analysis gave 
empirical evidence that relationships were justified (in addi
tion to probabilistic deduction). Sometimes we found that it 

was not. Sometimes most of the river's tonnage does not go 
through a reporting lock. The Alabama River is an example. 

The flow of commodities can show which locks are the best 
estimators that have the most tonnage flowing through the 
river studied. Figure 2 is an example of a graph of the flow 
chart of the river with the locks in geographical order. This 
method shows which locks have the most tonnage. A river 
with several maximums (humps) indicates that there are short 
hauls or local tonnage, and the total may be estimated by 
summing the locks giving the maximum for each hump (and 
perhaps subtracting the locks with the minimum between them). 
An example was nonmetals in the down bound Allegheny. 
This hypothesis was tested by calculating the error level and 
correlation for each likely combination. If a higher correlation 
is the result of such a combination, greater confidence in our 
final estimate is justified. However, adding variables also means 
adding to the error factor. 

CONSISTENT AND STABLE PATTERN 

Estimation is based on the assumption that the system dy
namics will remain stable so that the future will be like the 
past (J ,p.82; 4,p.3). Reliable estimates will then be possible. 

However, the process for the year studied may not be typ
ical of previous years. Changes in extent of usage or operation 
(such as the Tennessee-Tombigbee), a drought, or shifting 
patterns of economics may change the underlying process of 
flow of commodities. Graphing the processes can reveal when 
the recent system is different from the past. Flow analysis 
revealed changes in patterns. Only the years reflecting the 
present system ideally should be used for the regression equa
tion. Sometimes only 1 or 2 years define the current system. 
Unfortunately, this bases the estimates on few data with a 
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low level of reliability. However, the ideal method should 
involve understanding the system and trying to use all useful 
available information. 

Thus, forecasting works when the same structure operating 
in the sample period is still in force in the postsample period. 
A correction for trends over time ("year") may aid the proc
ess. The lock or WCSC tonnage may be increasing in the 
accuracy of reporting. The tonnage of a commodity may be 
steadily increasing or decreasing over time for shipments that 
do not go through the best lock measure. "Year" alone was 
used in the equation if the best lock gave an unreliable esti
mate according to "average error" or no lock correlated with 
WCSC tonnage. 

GRAPHICAL ANALYSIS 

The stability of the pattern may not be reflected by a simple 
correlation. It can, however, be tested by a graphical analysis 
of the relationship between the data points over time. A change 
in system dynamics can be identified and only the more recent 
system data used in the regression analysis (Figure 1). 

Present.software makes it much easier to draw graphs quickly. 
Recent books and statistics courses include techniques of data 
analysis through graphing (7,9). "Look closely at the raw data 
. . . before carrying out a multiple regression analysis . . . 
since computer programs are blind to many anomalies in the 
data" (7,p.6). The estimate of 1990 data involved line graphs 
of tonnages with time and also geography and some scatter
grams. Lotus 4 drew the graphs. Line graphs of lock tonnages 
over time were constructed along with the variable of WCSC 
tons to determine which years did not show a consistent re
lationship between locks and WCSC tons. Outliers can be 
spotted and dropped from inclusion in a regression equation 
(inferring that they are bad data). 

THE PROBLEM OF BAD DATA: OUTLIERS 

In 1929 the British economist Josiah Stamp said, "Govern
ment(s) are very keen on amassing statistics-they collect 
them, add them, raise them to the nth power, take the cube 
root, and prepare wonderful diagrams. But what you must 
never forget is that everyone of those figures comes ... from 
the village watchman, who just puts down what he damn 
pleases" (10). 

The most logical predictor to estimate the WCSC river 
tonnage for each direction and commodity should be the larg
est commodity tonnage of any lock. If the correlation is low 
or negative, a better measure may be found, however. Meas
urement error was a problem. Some districts or locks may 
not record all the tonnage for the year (11). The processing 
of the data may be incomplete. Some data may be double 
counted. A change might develop in accuracy (increasing ac
curacy or enforcement of reporting). 

Several districts did not report for several years (1983, 1986). 
Lock data are incomplete for some years or months. Other 
observers may classify commodities differently than the op
erators reporting to WCSC. Some record more nonmetals 
than does WCSC but considerably less miscellaneous tonnage, 
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for example. Not all operators report their cargoes to WCSC 
in some years. 

WCSC is familiar with the problems of incomplete reporting 
and poor accuracy, since many operators must be painstak
ingly coaxed to send accurate and prompt reports of their 
cargo movements. Experience with LPMS data revealed the 
pitfalls of high-tech analysis of poor data, which may result 
in faulty and inaccurate estimates. 

Bad data probably accounted for the less accurate esti
mates. Scatter diagrams and line graphs show the correlation 
between a likely annual lock total and the WCSC figure. They 
might indicate that a value is out of line (an outlier). We may 
then proceed on the expectation that such data points are 
unreliable. The LPMS staff can double-check the data, or we 
may omit such points from the analysis. 

BEST FIT REGRESSION 

How can we be sure that the right variables and the right 
number of variables in a multiple regression equation are used 
to maximize the estimation accuracy? 

The addition of any variable (even an unrelated one) will 
decrease the unexplained variation and increase the multiple 
correlation (4,pp.435-436). A dozen unjustified variables can 
be used in an equation, which would give a perfect correlation 
but a perfectly awful estimate. 

Initially, I relied too much on computer or formula-derived 
regression equations. Much information was ignored. Regres
sion equation formulas for 1989 were often automatically based 
on the highest correlation among lock variables and the high
est multiple correlation. 

Bowerman and O'Connell ( 4) give some better measures 
for the best fit of an equation: a corrected R square, a mean 
square error, and a C-statistic. The "best" equations have the 
largest corrected R square (multiple correlation squared), the 
smallest mean square error, and the smallest C-statistic 
(4,pp.436-441). The corrected R square was adopted (also 
called corrected multiple coefficient of determination): 

Adjusted R square 

= [ R square 
(np 1)] (n - 1) 
( n - 1) * ( n - np) 

(2) 

where n is the sample number and np is the number of var
iables used in the regression equation, including the constant. 

. . SSE · ( ) 
C-statist1c = ( d) - n - 2k 

sp square 
(3) 

where SSE is the unexplained variation (sum of the squares 
of the error), k is the number of variables in the equation 
(not including the constant), and sp(squared) is the mean 
square error calculated from the model with k variables and 
a constant. 

The solution is to select the most logical variables that 
maximize the adjusted R. Of course each variable in the equa
tion should also have a significant t-score when its coefficient 
is divided by its error factor, at a .10 probability level. 
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TABLE 1 Comparison of 1988 and 1989 Measures 

1988 1989 
Mean Correlation .89 .86 

15.37 
16.83 

651,333 
9,596,500 

278 
.9982 

Median Absolute Percent Error 16.10 
Average Error 1982-87 13.97 
Average Tons Error 952,819 
WCSC Tons 11, 097, 162 
Number of Estimates 160 
Correlation of Estimate with Actual tons .9976 

For the naive model for 1989, Median Absolute% Error 15.75 
Tons Error= 759,102 

TABLE 2 Percentage Error Levels for Waterways, 1988 to 1990 

Total Tons By Direction 
Mean Percent Error Change 

River 1988 1989 1990 
Ohio 1.4 1.4 2.4 Worse in '90 
Mississippi 6.8 7.3 

8 

6.3 Improvement 
Tennessee 7.4 8.1 2.5 Improvement '90 
Monongahela 9.1 8.3 2.6 Improvement 

a a 
Arkansas 9.2 9.3 14.3 Improvement 
Black Warrior 12.9 15.8 5.6 Improvement '90 
Kanawha 9.0 8.3 3.4 Improvement 
Cumber1and 10.4 11.6 2.9 Improvement '90 
Illinois 8.9 6.6 7.6 Improvement '89 
Allegheny 22.6 31.7 15.0 Improvement '90 
Columbia 16.3 13.4 11.4 Improvement 

Tennessee-Tombigbee 24.5 34.8 11.9 Improvement '90 
Apalachicola 37.4 60.0 5.6 Improvement '90 
Snake 34.7 24.0 

a 
25.0 Improvement '89 

Alabama-Coosa 54.5 41.3 5.2 Improvement 

8Cn the average of all commodity groups and directions, there was substantial improvement from 
the previous year. 

EVALUATING FORECASTS 

When the estimated year's actual WCSC data are available, 
a check of accuracy is done. Improvement over the previous 
year's predictions is assessed. 

The errors of our estimate can be compared with those of 
a "naive model" (1,pp.84-85; 12,p.572). The estimate can 
be compared with a no-change model. In this naive model, 
next year's value is set to this year's value. If the regression 
equation "does no better than this naive model, the impli
cation is that it does not abstract any of the essential forces 
making for change, that it is of zero value as a theory ex
plaining year to year change" (JJ,p.109). 

The formula ratio for determining the efficiency of the model 
is 

RMSE (model) 
RMSE (naive) 

(4) 

RMSE is the root mean square error of the forecast (deviation 
from perfection). For only one estimation, it would be 

Absolute (estimate actual) 
Absolute (last year actual) 

(5) 

A similar method would be to determine whether the direction 
of change is the same as predicted. 

The estimating process is assessed annually. The least ac
curate estimates and least accurate waterways are screened 
for the causes of error. Two measures of error were per
centage of error and error-tons. Measures of the different 
variables (correlation, average error, tonnage of commodity 
in lock) that might affect error are correlated with the mea
sures of error (see Table 1). Estimates are ordered by groups 
and the average error of each group calculated by waterway 
(Table 2), commodity group, and number of variables. I went 
back to the equations to see what pattern could be found. 
A good assessment question is, Was our estimate better 
than a random guess? Usually it was. When it was not, why 
not? 

ESTIMATING PROCESS, 1989 VERSUS 1988 

An assessment of the 1989 waterway estimates was done to 
improve the process, assess its value, and avoid pitfalls for 
the 1990 process. 
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Validity of Model 

Estimates correlated with WCSC data at a slightly improved 
0.99816 for 1989 compared with 0.99758 for 1988. Figure 3 
shows this high precision for our estimates compared with the 
actual WCSC tonnage. Of the 278 estimates, the larger ton
nage points are close to the ideal of accurate estimates (equal
ity for the two axes). Only the smaller tonnage points (on the 
left) show some random scatter and outliers. Smaller tonnage 
sizes account for this, but accuracy on the smaller waterways 
and commodities is less important. 

Average ton error per estimate was 651,333 for 1989 (15 
percent) compared with 952,819 for 1988. The 1988 error was 
reduced a third for 1989 (see Table 1). 

The formula for the efficiency of the model is mean error 
for the model divided by mean error for a "naive" model that 
compares the previous year (1988) with the year estimated 
(1,13). When using average absolute tonnage in error (WCSC 
minus estimated), an efficiency of 0.864 was calculated (the 
smaller the better). By using average percentage error, the 
figure is 0.959. A figure above 1.0 would give evidence of an 
invalid model. Our evidence shows that our model does work 
better than chance. The 1989 process was better than that of 
1988 on the basis of these measures. 

Our conclusion is that if we estimated 1989 figures by using 
the 1988 figures (assuming no changes), we would be less 
accurate than by using our model. Thus, the formula above 
might have but does not prove that our model is invalid. (By 
inference, it is valid.) Another method developed was to de
termine whether our model predicts the right direction of 
change between 1988 and 1989. For 62 percent of the time 
the correct direction of change was predicted: when a com
modity bf a river was predicted to increase, it did. Predictions 
for the Apalachicola, Columbia, and Kanawha were very poor: 
the correct direction of change was predicted only 40 percent 
of the time (chance alone should give us 50 percent). When 
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these were omitted, the rivers were predicted correctly 68 
percent of the time. 

Lock data for the Apalachicola, Alabama-Coosa, and Co
lumbia were poor and erratic. Much of the commerce does 
not go through the only reported lock, and tonnages are small 
for the former two. Using our validity checks, estimates for 
these waterways were not valid in 1989. 

Comparisons with the 1988 Process 

These correlations show that for both years, "average error" 
correlates highly with absolute percentage error for the 
year studied. The regression formula is absolute percentage 
error = 1. 7 * average error. We can expect the confidence 
level for our prediction to be within plus or minus 1. 7 times 
the average error. The regression equation for error-tons is 
0.0444 *tons estimated. Thus we can expect an average error 
of 4.4 percent of the tons for that estimate for 1989. 

"Year" as a variable increased accuracy somewhat, espe
cially in reducing error-tons. It was used sparingly. Use of 
more variables in the equation helps lower the percentage of 
error, especially when two variables are used (a constant was 
always used for 1989), but one variable was usually better 
than two. The adjusted R square was not used for 1989, but 
its use for 1990 indicated when several variables were justified 
and when they were not, making multivariable equations more 
efficacious. 

The comparison of estimates of totals for waterways is given 
in Table 2. Estimates with more tonnage have a smaller per
centage of error: above 1 million, percentage error is 10 per
cent; below, it is 44 percent. Higher correlations between 
variables strongly reduce error, and a lower "average error" 
for an equation shows the strongest effect on reducing per
centage error (with a 0.55 correlation). For all waterways 
except the Apalachicola and the Tennessee to Black Warrior 
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system, 1989 was an improvement over 1988. Improvement 
in all waterways in 1990 is noted except for the Ohio and 
Illinois. 

Large-tonnage commodities are more accurate than smaller 
ones. Fewer locks result in less accurate estimations: the Mis
sissippi is less reliable than the Ohio. For 1990 the one-lock 
waterways were less reliable: Alabama (mean error of 98 
percent), Apalachicola (69 percent), Black Warrior (27 per
cent). Two- and three- (reporting) lock waterways were some
what better: Tennessee-Tombigbee (44 percent), Kanawha 
(30 percent), and Cumberland (30 percent). Past faulty col
lection of LPMS data also seems a factor in lowering relia
bility: Alabama (98 percent), Columbia (41 percent), Apa
lachicola (69 percent). Rivers without these problems were 
better: Ohio (7 percent), Mississippi (11 percent), Gulf In
tracoastal (13 percent), Tennessee (15 percent), Arkansas (21 
percent), Monongahela (16 percent), Allegheny (36 percent), 
and Illinois (35 percent for 1988). 

The model for 1989 shows improvement, and data indicate 
that it is a valid model. Reliability can now be predicted, and 
several factors increasing reliability are known. 

REITERATIVE PROCESS: LEARNING FROM 
EXPERIENCE 

Available recent statistical sources were consulted. Govern
ment library facilities were not adequate (except for the loan 
system), but university libraries were helpful. Opportunities 
to consult with experienced statisticians working on similar 
problems might help this process, as might a sense of fallibility 
and a willingness to drop less successful methods. 

Our past regression equations were consulted, but each 
equation was updated with the newly available WCSC figures 
every year. 

Better methods include using regression equations, larger
tonnage locks, "logical measures" of waterway tonnage even 
if correlations are lower, and fewer variables except on the 
larger tonnages. 

Graphical analysis was used: scattergrams may pinpoint a 
year in which the results are out of line. Line graphs of ton
nages by commodity between all the locks of a river [e.g., 
Ohio (Figure 2)] show which lock or sum of locks gives the 
maximum tonnage for the waterway. Graphs by year of var
ious measures, including actual WCSC data and the more 
promising regression estimates, may show which is the best 
estimator, or when the lock or WCSC has not collected all 
the tonnage data, and perhaps which years might be omitted 
from the equation (Figure 1). 

The adjusted R square, along with common sense, can help 
select variables. Graphs can show whether there is any pattern 
to past tonnage relationships to tell whether estimation is 
justified and, if so, what years to use. 
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These methods (graphical analysis, adju~ted regression 
equations, common sense, and corrected R square) seem 
sounder than previous ones. If not, other ways will be sought 
to perfect the methodology. Advance 1990 WCSC data showed 
improvement, for all waterways except the Ohio and the Il
linois. The latter may contain problems, which will be studied. 
Otherwise the improvement would have been more dramatic. 
The Mississippi improved slightly in spite of the absence of 
lock data for the lower Mississippi. Total tonnage error for 
all estimates decreased by 11 million tons or 7 percent for 
1990 over 1989. 
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Methodology for Planning Efficient 
Investments on Inland Waterways 

DAVID MARTINELLI, MELODY D. M. DAI, PAUL SCHONFELD, AND 

GEORGE ANTLE 

A methodology that addresses the analytic complications asso
ciated with making investment planning decisions for inland 
waterway improvements is presented. The complications include 
interdependencies between locks, bidirectional traffic, stalls, dual 
chamber facilities, and budget limitations. The methodology ad
dresses most steps of the investment planning process for locks, 
namely project evaluation, sequencing, and scheduling. 

The national waterway study and other navigation studies 
identified a need for substantial investment in the waterway 
infrastructure on the basis of several trends and observations. 
The first trend is that lock conditions are deteriorating, giving 
rise to an increase in tow delays. Currently, there are about 
100 locks that have exceeded their design life. The second is 
that traffic levels are consistently increasing for many locks 
in the system. Also, prospects for increased grain exports are 
improving. Currency reform, the grain export enhancement 
program, reduction in worldwide carryover stocks of grain, 
and other factors have contributed to increases in exports. A 
third trend is an increase in tow sizes. Whereas this tends to 
increase overall transport efficiency, large tows must be dis
assembled into several pieces to move through the chamber 
and must later be reassembled. The fourth observation is that 
additional funding sources for major lock rehabilitation proj
ects is not likely. The major sources of funding for such proj
ects are the federal matching share and fuel tax receipts. The 
federal share of 50 percent and the fuel tax rate of 20 cents 
beyond 1995 are not likely to increase in the near future. 

The trends identified by these studies present interesting 
but challenging opportunities for developing a more compre
hensive methodology for inland waterway planning and op
erations analysis. The following are the primary analytical 
needs in developing such a methodology: 

1. More reliable forecasting methods, 
2. More reliable techniques for predicting delays at locks, 
3. Identification and assessment of the benefits of lock re

habilitation, and 
4. More efficient techniques for sequencing and scheduling 

lock improvement projects. 

This paper presents an overview of a methodology designed 
to address many of the analytical needs resulting from trends 

D. Martinelli, West Virginia University, Morgantown, W.Va. M.· D. M. 
Dai, National Cheng Kung University, Tainan, Taiwan. P. Schonfeld, 
University of Maryland, College Park, Md. G. Antle, Navigation 
Division, Institute for Water Resources, Ft. Belvoir, Va. 

in conditions, traffic levels, and funding sources for waterway 
locks. Particular emphasis is placed on satisfying Items 2 
and 4 above. The methodology is the product of several re
search projects conducted over the last 4 years through the 
Institute for Water Resomces and consists of the following 
components: 

1. Exploratory data analysis and characterization of prob
lems, 

2. A microsimulation model of waterway traffic and lock 
operations, 

3. Statistically estimated functions ("metamodels") to ap
proximate the results of the simulation model, 

4. An algorithm for prioritizing and scheduling proposed 
lock improvement projects, and 

5. A computer program for cash flow analysis for the Inland 
Waterway Trust Fund. 

BACKGROUND 

There are numerous analysis tools available to assist in mod
eling lock operations and investment parameters. These in
clude benefit-cost analysis, mathematical programming, queuing 
theory, and simulation. There exist some significant works on 
the application of these tools to waterway problems. How
ever, extensions of the previously available methods were 
necessary to meet the analytical demands of current U.S. 
waterway transportation problems. 

Determination of Delays at Locks (Analytic Models) 

Two single-lock models based on the application of queuing 
theory have been found for estimating lock delays. DeSalvo 
and Lave (1) represent the lock operation as a simple server 
queuing process with Poisson distributed arrivals and expo
nentially distributed service times. However, these assumed 
distributions do not adequately fit the physical system of locks 
on waterways (2). Wilson (3) improved on this model by 
treating the service processes as general distributions rather 
than as exponentially distributed, which is far more realistic 
(2). However, this was for single-chamber locks only, and the 
Poisson arrivals assumption is not realistic for all locks. 

Two other deficiencies exist in both of the above models. 
First, neither accounts for stalls. Stalls cause service inter
ruptions at locks, thus reducing lock capacities or increasing 
delays. Their occurrence is very difficult to predict. Second, 
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both models were developed to analyze delays at a single 
isolated lock. Since the delays at adjacent locks may be highly 
interdependent, it is desirable to analyze lock delays for entire 
systems. 

Queuing theory offers some solutions for more general 
queuing systems [i.e., those beyond Poisson arrivals and ex
ponential service times (M/M/1)]. In special cases combining 
Poisson arrivals with general service times (M/G/1) and gen
eral arrivals with exponential service times (G/M/1), closed
form solutions for the mean waiting time have been obtained 
(3). G/Gll queues are difficult cases in queuing theory, and 
the available techniques for handling them are incomplete. 
Solving G/G/M queues is even more difficult than solving 
G/G/l queues. The methods of approximations and bounds 
have been proposed to solve G/G/M queues ( 4). These can 
be accurate and efficient under heavy traffic conditions. How
ever, the methods are difficult to extend to the series and 
networks of queues found in waterways. 

Determination of Delays at Locks (Simulation Models) 

An early microscopic simulation model to analyze lock delays 
and tow travel times was developed by Howe et al. (5). In 
that model, service times were based on empirically deter
mined frequency distributions. To avoid some troublesome 
problems and errors associated with the requirement to bal
ance long-run flows in that model, Carroll and Bronzini (6) 
developed another simulation model. It provided detailed 
outputs on such variables as tow traffic volumes, delays, pro
cessing times, transit times, average and standard deviations 
of delay and transit times, queue lengths, and lock utilization 
ratios. 

Each of these models simulates waterway operations in 
detail but requires considerable amounts of data and com
puter time, which limits their applicability for problems with 
large networks and numerous combinations of improvement 
alternatives. They both assume Poisson distributions for tow
trip generation, which is not always realistic. Moreover, ser
vice failures ("stalls"), which are very different in frequency 
and duration from other events and have significant effects 
on overall transit-time reliability, are not accounted for. Hence 
a waterway simulation model that explicitly accounts for stalls 
is desirable for evaluating and scheduling lock improvement 
projects. 

Benefit-Cost Analysis for Interdependent Improvement 
Projects 

The delays at locks have been shown to be interdependent, 
that is, delays at one lock are related to delays at one or more 
other locks (7). That is because the departure process from 
one queuing station (e.g., a lock) in a network affects the 
arrival process at the next queues in that network. Interde
pendence not only yields difficulties in predicting lock delays 
but also in conducting benefit-cost analysis. Current methods 
of benefit-cost analysis are quite satisfactory for analyzing 
mutually exclusive projects and reasonably satisfactory for 
independent projects. However, there is a void in analyzing 
projects that are interdependent. 
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In evaluating and sequencing mutually exclusive projects, 
the net present value and benefit-cost ratio methods (8) can 
be used if the benefits and costs are quantifiable and can be 
accurately assessed over the planning horizon. This is because, 
in such cases, the benefits and costs of projects are not de
pendent on the project set selected. When working with inde
pendent projects, we can use an integer programming ap
proach, where the objective is to maximize the sum of net 
present values subject to a set of budget constraints. (9). 

However, for interdependent projects, the estimates of 
benefits and c"osts must be performed simultaneously with 
project selecti,)n. Therefore, it may be necessary to enum
erate all possible project combinations when selecting a set 
of projects and all possible permutations when sequencing a 
set of projects. However, as a practical matter, complete enu
meration becomes infeasible as a method of finding optimal 
combinations and permutations of projects as the number of 
projects becomes even modestly large. An alternative to com
plete enumeration is an augmented integer programming for
mulation. Such methods are discussed elsewhere (9). To cap
ture some of the interdependence, the objective function 
includes interaction terms for pairs of projects. These terms 
represent the deviation from linear addition when summing 
the net present values for two interdependent projects. For 
example, if Projects A and Bare independent, the net present 
values may be summed linearly: 

NPV AB= NPVA + NPVB (1) 

Alternatively, for interdependent projects an interaction term 
is added: 

NPV AB = NPV A + NPVB + dAB (2) 

There are significant shortcomings with such an approach. 
First, only paired interactions are represented; depending on 
the application, three, four, or more projects may be simul
taneously dependent. Second, the number of integer variables 
and interaction terms is excessive. The estimation of inter
action terms is quite complex for most applications. Whereas 
many problems may be smaller than this example, most in
teger programming algorithms have serious difficulties with 
problems of this size. 

There is a need to formulate the selection and sequencing 
of interdependent projects in a manner that is not compu
tationally intractable and that does not require excessive es
timation of interaction terms. It seems that overcoming these 
voids requires the development of a method whereby the 
numerous permutations of possible programs may be effi
ciently represented and searched (without complete enumer
ation) and the determination of efficient project implemen
tation schedules. 

. COMPONENTS OF THE METHODOLOGY 

Simulation Model 

In light of the many shortcomings and difficulties associated 
with analytic methods of estimating delays at locks, a simu
lation model has been developed to analyze tow operations 
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along waterways. The model may be used to determine the 
relations among delays, tow trips, distributions of generated 
travel times, and coal consumption and inventories. The model 
can account for the stochastic effects and seasonal variations 
and can estimate the following: tow delays at each lock, in
terarrival and interdeparture time distributions for each lock 
and for each direction, tow travel times along the waterway, 
inventory levels and expected stock-out amounts for com
modities delivered by waterway, and many other variables of 
interest to waterway users and operators. 

Development of the model was based on the Lock Per
formance Monitoring System (LPMS) data. The model is event 
scanning, with four types of events initiating a status update: 
(a) stochastic generation of tow trips; (b) tow entrances at 
locks as determined by arrival times, chamber availability, 
and chamber assignment discipline; (c) the arrival of a tow 
at its destination; and ( d) the occurrence of stalls at a chamber. 

Several features of this model lend themselves well to 
waterway operations. The simulation model is microscopic 
(i.e., it traces the movement of each individual and records 
its characteristics, including the number of barges, commodity 
types, speed, origin and destination, travel direction, and ar
rival time at various points). Any distributions for trip gen
eration, travel speeds, lock service times, and tow size may 
be handled by the model. These distributions can be specified 
for each interval in tables or by standard statistical distribu
tions. Tows are allowed to overtake other tows, and the model 
simulates two-way traffic through common servers and ac
counts for stalls. The size of waterway systems that the model 
can handle is limited only by computer and computer capacity. 
Further, the model has been developed with "dynamic di
mensioning" for additional increases in flexibility in modeling 
various waterway systems. 

The main simplifying assumptions in the current version of 
the simulation model are as follows: 

1. The tows maintain a constant size through the entire trip. 
2. The service discipline is first-in-first-out, as are opera

tions on the Mississippi and Ohio rivers. 
3. The queue storage area is unlimited. 
4. The tow speeds are normally distributed and constant 

for each round-trip. 
5. The time intervals between two successive stalls and the 

stall durations are exponentially distributed. 

These assumptions are not seriously restrictive, but they can 
still be easily modified. 

The simulation model consists of five operation routines 
and one scheduler routine. The operation routines are asso
ciated with the five types of events and are invoked by the 
scheduler. Figure 1 is a chart of the flow of data as dictated 
by the model. 

To check the logic of this simulation model, its results were 
first compared with theoretical (but well-established) results 
from queuing theory. The results of the model were then 
compared with observed data to demonstrate how closely the 
model represents real systems and verify its ability to simulate 
the special features of waterways. 

A partial validation of the model is possible by comparing 
the model to theoretical results for the special case of Poisson 
arrivals and generally distributed service times. The waiting 
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times predicted by the simulation model at a single lock were 
compared with those obtained from queuing theory for this 
special case. A validation has been conducted for a variety 
of volume/capacity (V/C) ratios ranging from 0.0471 to 0.8934. 
To reduce the variance of the output, each result was obtained 
by averaging the output from 30 independent simulation runs. 
To ensure that results were compared for a steady state, each 
simulation run discarded the first 10,000 tow waiting times 
and collected the next 12,000 .values for computing the average 
waiting time. 

The results, given in Table 1, confirm that the simulated 
and theoretical average waiting times are extremely close. 
Such results verify that the overall mechanism of the simu
lation model is correct. They also show that generally dis
tributed service times are generated satisfactorily in the sim
ulation model. That is reassuring, since the same logic is used 
to generate generally distributed interarrival times for G/G/1 
queues and, ultimately, to develop metamodels for series 
of G/G/1 queues. 

The simulation results were then compared with the ob
served data at Locks 22, 24, 25, 26, and 27 on the Mississippi 
River. These locks were selected on the basis of their criti
cality and available data. The five locks were simulated as an 
interacting series. Some of the validation results are sum
marized in Table 2. Each result is averaged from 80 inde
pendent simulation runs. Table 2 indicates that the difference 
between the simulated and observed average waiting times 
for each lock is within the 95 percent confidence interval based 
on the t test, except at Lock 25. The observed data also show 
that tows sometimes were kept waiting at Lock 25 even when 
the chamber was idle. Therefore, no direct comparison of 
average waiting times at Lock 25 is appropriate. 

Metamodel Approximations to Simulation 

Each simulation run takes from a few seconds to a few minutes 
on a personal computer, depending on the values of various 
parameters. Despite this high level of efficiency, simulation 
time becomes expensive for evaluating large combinatorial 
problems such as investment planning. Furthermore, the proj
ect combinations may have to be evaluated over several time 
periods. A metamodeling approach that statistically estimates 
unknown parameters of equations from simulation results and 
then uses these equations as substitutes has been developed 
to overcome the computational requirements of simulation. 
The main difficulty with this approach is in finding structural 
forms for the approximating functions that fit the simulation 
results as well as possible. This was accomplished by queuing 
theory insofar as possible for these functions. 

In this study, a numerical method has been developed for 
estimating delays through a series of queues. The method 
decomposes systems of queues into individual queuing sta
tions. The analysis of each queuing station is further decom
posed into three modules: arrival processes, departure proc
esses, and delay functions. Arrival processes at a particular 
lock depend on the departure distributions from the upstream 
and downstream locks and the intervening speed distribu
tions. Departure processes depend on the interaction among 
the arrival distributions and service time distributions at one 
lock. Delay functions relate the waiting times to the arrival 
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PROCESS: 

INPUT: 

Link & Lock Characteristics 
Traffic Demand 
Probability Distributions 
Inventories & Consumption 

Origin Nodes: generating tow trips 
Destination Nodes: updating: cumulative deliveries 

cumulative consumption 
inventory levels 

Locks: assigning chamber 
determining number of cuts 
determining lock service times 
calculating queuing times 

Links: determining traveling times 

OUTPUT: 

determining arrival times to next locks or 
destinations 

Average waiting time per tow at each lock 
Average waiting time per tow at each lock for each 0-D pair 
Means and variances of interarrival and interdeparture times at 

each lock 
Cumulative deliveries, cumulative consumption, inventory levels 
Average speed 
Total number of tow trips for different 0-D pairs 
Total queuing times for different locks 
Total lock service times for different locks and chambers 
Total tow travel times & distances 

FIGURE 1 Structure and elements of the simulation model. 

TABLE 1 Comparison of Theoretical and Simulated Results for a Single Lock Queue 
(M/G/l) 

V/C T •1 Ts"2 w.im •3 w•4 Devia. •s A t 
Avg Var Avg 
(hr) (hr2

) (hr) 

0.893 0.888 0.789 0.793 
0.755 0.888 0.789 0.670 
0.566 0.888 0.789 0.503 
0.330 0.888 0.789 0.293 
0.047 0.888 0.789 0.042 

*1 TA: interarrival times 
*2 T8 : service times 

Var 
(hr2 ) (hr) (hr) 

0.319 4.9516 5.0059 
0.227 1.5575 1. 5522 
0.128 0.4926 0.4935 
0.044 0.1082 0.1087 
0.001 0.00155 0.00156 

*3 w.im: average waiting times from simulation 
*4 Wi= average waiting times from queuing theory 

(%) 

-1.09 
0.34 

-0.19 
-0.46 
-0.64 

*5 Devia.: deviation which is defined as (W.im-Wi) /Wi*100% 

and service time distributions. The basic concept of this method 
is to identify the parameters of the interarrival and interde
parture time distributions for each lock and then estimate the 
implied waiting times. 

and service time distributions. For series of G/G/1 queues and 
bidirectional servers, a difficulty arises in identifying the var
iances of interarrival and. interdeparture times because the 
interarrival times at each lock depend on departures from 
both upstream and downstream locks, and the variances of 
interarrival times cannot be determined from one-directional 

To estimate delays in a queuing system, we need to know 
the means and variances of the interarrival, interdeparture, 
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TABLE 2 Comparison of Simulated and Observed Waiting Times 

Lock w.im 
., 

woo. "2 Difference 95% Confidence 
(min) (min) (min) Interval 

22 4.09 3.73 0.36 3.49 
24 6.12 6.36 0.24 6.72 
25 4.49 10.94 6.45 _•3 

26 119.40 130.99 11.59 60.73 
27 36.49 34.43 2.06 23.92 

*1 W,im: simulated average waiting times 
*2 W00,: observed average waiting times 
*3 The comparison is not appropriate. 

scans along a series of queues. To overcome such complex 
interdependence, an iterative scanning procedure is proposed. 
The core concept is to decompose the system into individual 
locks and then sequentially analyze each of those locks. At 
each lock, the two arrivals from both directions are first com
bined into an overall arrival distribution and then split into 
two-directional departure distributions. 

The algorithm is initiated by scanning along waterways from 
either direction, sequentially estimating the interarrival and 
interdeparture time distributions for each lock. Initially as
sumed values for the variances of interdeparture times from 
the opposite direction must be provided for the first scan. 
Then the scanning direction is reversed and the process is 
repeated, using the interdeparture time distributions for the 
opposite direction estimated in the previous scan. Alternating 
directions, the scanning process continues until the relative 
difference in the preselected convergence criteria stays within 
preset thresholds through successive iterations. Waiting times 
at locks can be computed in every iteration (and then used 
as convergence criteria) or just once after all iterations are 
completed. 

Arrival Processes 

The mean and standard deviation of interarrival times are 
estimated in two steps. First, the means and standard devia
tions of directional interarrival times at a particular lock are 
estimated from the interdeparture time distributions of the 
adjacent locks. If flows are conserved between locks and the 
V/C ratio is less than 1.0, such relations are represented in 
Equation 3: 

where 

{
k - i - 1 if j = 1 
k : i + 1 if j = 2 

(3) 

t aji = the average interarrival time for Directionj and Lock 
i, 

tdjk = the average interdeparture time for Direction j and 
Lock k, and 

j = direction index (1 = downstream, 2 = upstream). 

Because speed variations change headway distributions be
tween locks, Equation 4 was developed to estimate the stan
dard deviation of directional interarrival times at one lock. 

0 02 ( 
D;ka vik) 

aaji = adjk + . 51ln 1 + --
(0.002) µvik {

k = i - 1 if j = 1 
k = i + 1 if j = 2 

(4) 

R 2 = 0.999954 n = 107 Se = 0.0586 µy = 5.1685 

where 

CJ" aji = standard deviation of interarrival times for Direction 
j and Lock i, 

CJ" djk = standard deviation of interdeparture times for Di-
rection j and Lock k, 

D;k = distance between Locks i and k, 
µvik = average tow speed between Locks i and k, 
CJ" vik = standard deviation of tow speeds between Locks i 

and k, 
j = direction index (1 = downstream, 2 = upstream), 

se = standard error of dependent variable, and 
µY = mean of dependent variable. 

This suggests that, theoretically, the standard deviation of 
directional interarrival times should be equal to the standard 
deviation of directional interdeparture times plus an adjust
ment factor depending on the speed distribution and distance. 

Second, the overall mean and coefficient of variation of 
interarrival times for this lock are estimated on the basis of 
coefficient of variation of directional interarrival times. 

tali * fa2i 

tali + la2i 

0.179 + 0.41 (C~1 i + C~i) 
(0.027) (0.014) 

R 2 = 0.9188 n = 79 

where 

0.0059 µy = 0.988 

tAi = the average interarrival time at Lock i, 

(5) 

(6) 

C~; = squared coefficient of variation of interarrival times 
at Lock i, and 

C~ji = squared coefficient of variation of directional inter
arrival times for Direction j and Lock i. 

In Equation 6 the coefficients of variation of upstream and 
downstream interarrival times carry the same weight in esti-



54 

mating the overall variance of interarrival times, since the 
mean directional trip rates are equal. 

Departure Process 

The departure module estimates the mean and coefficient of 
variation of interdeparture times. On the basis of the flow 
conservation law, if capacity is not exceeded, the average 
directional interdeparture equals the corresponding interar
rival time: 

(7) 

The coefficient of variation of interdeparture time is esti
mated in two steps. First, the coefficient is estimated for com
bined two-directional departures. Departure processes with 
generally distributed arrival and service times are analyzed 
using Laplace transforms. The following metamodel was 
eventually developed to bypass the difficulties of determining 
the variances of the lock idle times: 

c1 = 0.201 + o.795 (1 - P + p) + (p2 _ P2) 

= 0.207 + 0. 795 = 1.002 = 1.0 (8) 

Next, the coefficient of variation of directional interdepar
ture times is estimated. The following metamodel was de
veloped for this purpose: 

qii = 0.518 + 0.49lC~ii C1; 
(0.0056) (0.0068) 

(9) 

R 2 = 0.9710 n = 158 Se = 0.013 µy = 0.9164 

where 

c~ji = squared coefficient of variation of directional inter
departure times for Direction j and Lock i, 

c~ji = squared coefficient of variation of directional inter
arrival times for Direction j and Lock i, and 

C1; = squared coefficient of variation of interdeparture 
times for Direction j and Lock i. 

Delay Function 

The delay function is intended to estimate the average waiting 
time at a lock. By applying Marshall's formula for the variance 
of interdeparture times, an exact solution for the average 
waiting time, W, was obtained as follows: 

(10) 

where 

W = average waiting time, 
cr~ = variance of interarrival times, 
cr; = variance of service times, 
cr1 = variance of interdeparture times, 

p 
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average interarrival time, and 
volume to capacity ratio. 

In this delay function, the average waiting time increases 
as the variance of interarrival and service times increases and 
decreases as the variance of interdeparture times increases. 
The average waiting time approaches infinity as the VIC.ratio 
approaches 1.0. 

Comparison of Simulated and Numerical Results 

To validate the numerical method, its results were compared 
with the results of the previously validated simulation model. 
Various system configurations were compared, including a 
relatively large 20-lock system. 

The parameter values for this test system (e.g., means and 
standard deviations of input distributions and distances be
tween locks) were obtained from random number generators, 
except for traffic volumes, which were assumed to be 10 tows 
per day in each direction throughout the system. The nu
merical model estimates aggregate waiting times within 8 per
cent of those simulated. At individual locks, the percent errors 
are slightly greater but within 10 percent. In its current form, 
the modeling approach does not consider possible diversion 
to other modes on the basis of excessive delay. However, the 
model might be applied iteratively with a demand reestima
tion model. 

Project Sequencing and Scheduling 

Sequencing 

Either the simulation model or the metamodels may serve as 
a project evaluation tool. That is, both are able to provide 
delay estimates for a system of locks for different combina
tions of proposed lock improvements (i.e., any measure that 
physically or effectively increases the capacity of a lock). This 
is the basis for estimating the benefits associated with such 
improvements. The choice should be based on a trade-off 
between precision for complete lock operations (favoring sim
ulation) and computational efficiency (favoring the meta
models). Thus, the metamodels may be used for preliminary 
screening and the simulation for the final detailed evaluation. 

The next step in the investment planning methodology is a 
technique whereby the permutations of investment sequences 
may be efficiently searched and a corresponding optimal 
schedule found. The proposed approach for searching the 
solution space of possible project permutations represents the 
solution space in two dimensions and applies a heuristic search 
algorithm in selecting the preferred sequence. Given a system 
cost evaluation function for interdependent projects g(X,Y), 
the selection and sequencing problem may be represented in 
two-dimensional space. The function g(X,Y) incorporates both 
benefit and cost factors into a generalized cost while account
ing for project interdependencies, where Xis a vector of de
lay variables and Y represents a particular combination of 
projects. 

Assuming that each set of projects may be viewed as a 
system generating a common time-dependent output, a two-
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dimensional representation is feasible. For the lock rehabil
itation problem, the costs associated with a given combination 
of projects in a given time period t may be written as 

(SC);y = Cy + g{X[A(t)], Y}( OC) (11) 

where Cy is the total capital cost of construction for the set 
of projects Y. The term g{X(A(t)], Y} represents the delay and 
corresponds to the functions obtained from some interdepen
dent evaluation (e.g., from a simulation model). OC is the 
opportunity cost of delay (which may be either a constant or 
a function of time). Evaluating SC at different levels of output 
for a combination of projects Y defines a curve with annual 
system costs SCy on the vertical axis and output level A on 
the horizontal axis. Repeating for different values of Y (i.e., 
different project combinations) produces a family of curves. 
By always choosing the lowest-cost curve for any given output 
level A (i.e., by choosing the "lowest envelope" of the curves 
in Figure 2), a sequencing and scheduling decision path is 
defined. Because the output is assumed to be time dependent, 
the horizontal axis may also represent time periods (e.g., 
years). Output and time may be linked through a demand 
function, A(t). 

Consider an example with interdependent projects A, B, 
and C. Figure 2 shows a family of system cost (SC) curves 
corresponding to the possible combinations of these three 
projects. Note that in general, combinations involving only 
one project are preferable (lower SC) for low levels of volume 
(thus earlier in the horizon stage) and become less preferable 
as volume increases. Under this representation, one combi
nation is preferred to another at a given output level (or time 
period) if its corresponding curve lies above the other. (Al
though the convex and monotonically increasing proper
ties of the curves in Figure 2 are likely to occur for costs 
with a delay component, they are not a prerequisite for the 
methodology.) 

In the example shown in Figure 2, the selection and se
quence of projects is dictated by the lowest "envelope" de-
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FIGURE 2 System cost for three interdependent projects 
(Case 1) incorporating a budget constraint. 
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fined by the curves. This lowest envelope corresponds to the 
minimization of the time integral of the system cost for fea
sible expansion paths. Here, all three projects would be ac
cepted if the volume level is expected to eventually exceed 
Q2 • We see also that the sequence of projects should be A, 
B, C; this is because Curve A lies below Band C, and AB 
lies below AC in the relevant regions. Project A is preferred 
up to volume level Q1 at the same time Project B should be 
implemented since Curve AB falls below Curve A. At volume 
level Q2 , Project C should be added to A and B, thus imple
menting Combination ABC. 

Unfortunately, not all such families of curves can be inter
preted as easily as Cases 1 and 2. Consider a second case 
shown in Figure 3, where Curves A and AB are unchanged 
but the others are different. Here, Curves AB and AC in
tersect each other before intersecting Curve ABC. It cannot 
be stated a priori whether Combination AB or AC should be 
selected on the expansion path between A and ABC. It is 
expected that if Area 1 is greater than Area 2, Combination 
AB is preferred to AC and Project B should precede Project 
C on the expansion path. Areas 1 and 2 correspond to the 
difference savings when integrating over Paths A-AB-ABC 
and A-AC-ABC, respectively. 

Scheduling 

Under the assumption that the benefits associated with a given 
combination of prqjects in some period vary only with the 
output of the system in that period, the start dates of the 
projects do not affect the system costs. Thus the SC curves 
for a project combination depend only on the presence, rather 
than start times, of particular projects in that combination. 
The implications in the context of waterways are that the 
capital cost of construction, operating and maintenance costs, 
and benefits from reduced delays are not affected by the age 
of the locks at any given time (i.e., by project start dates) but 
only by the volume of traffic using the locks. This assumption 
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FIGURE 3 System cost for three interdependent projects 
(Case 2). 
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is very reasonable for the capital costs but somewhat simplifies 
the operating and maintenance costs. The assumption is also 
reasonable for delay benefits, although it neglects the effect 
of long-term economic changes induced by the presence and 
performance of waterway investments. 

In structuring the budget constraint, it will be assumed that 
funds not spent in a given period will be available in subse
quent periods. Under this assumption, budget limitations have 
the effect of delaying the earliest feasible start date of a given 
project combination, just as they limit the earliest start of an 
individual project. Consider the small example of two projects 
A and B. In constructing the Curves A, B, and AB, the 
infeasible portion must not be included. Figure 4 shows that 
Combination A is not financially feasible until time T1 cor
responding to output Q1 • Combination AB is not feasible until 
time T2 • The possible expansion paths are then as follows: (a) 
start A at time T, and B when Curves A and AB intersect, 
and ( b) start B immediately and A when Curves B and AB 
intersect. 

In the validation, systems of four and six locks were used 
to compare the solution from the algorithm with that obtained 
through exhaustive enumeration. (Conducting such tests on 
larger systems is not possible because the optimal solution 
cannot be determined for comparison with the solution ob
tained from the sequencing methodology.) In these four- and 
six-lock experiments the optimal answer was found by the 
algorithm in 93.3 and 95 percent of the cases. In the subop
timal cases, the cumulative costs were within 1 percent of 
those of the optimal sequences. 

Cash Flow Analysis 

The output of sequencing and scheduling algorithm is the 
order in which the projects are to be implemented and the 
project start times (i.e., the time when construction is com
plete and the facility is returned to full operation). Unfor
tunately, the implementation of construction schedules are 
not without uncertainties. Often, projects may be delayed 
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FIGURE 4 Incorporating a budget constraint. 
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because of funding interruptions, technical complications, cost 
overruns, or other unforeseen conditions. Such delays and 
overruns can be binding on the Inland Waterway Trust Fund 
(IWTF). For example, if soil and geological surveys incor
rectly assess the type of foundational rock, a project might 
be interrupted to permit further engineering and design. 
For this reason, it is helpful to have a methodology for evalu
ating financial sensitivities to changes in project costs and 
schedules. 

Such a methodology was developed and programmed for 
the Corps of Engineers to conduct sensitivity analysis of the 
IWTF with respect to numerous scheduling and budgeting 
parameters. The primary computational objective behind the 
methodology is to reveal the resulting trust fund balance pro
file over a specified planning horizon. The methodology al
lows for the inclusion of the numerous factors in obtaining 
the cash flow profile of the IWTF, for example, 

1. Project sequence and start dates, 
2. Distribution of project costs over the construction period, 
3. Duration of the construction period, 
4. Length of any project interruptions, 
5. Interest rate accrued on unspent sums over the planning 

horizon, 
6. Fuel consumption rates over the planning horizon, and 
7. Fuel tax rates over the planning horizon. 

The computer program that implements the cash flow anal
ysis consists of four modules and a comprehensive user in
terface. The scheduling module provides utilities for con
trolling project-specific parameters such as project start time, 
construction duration, and interruptions. The expenditure 
module considers four basic trust fund parameters: distribu
tion, federal matching share, inflation, and base year for dis
counting. This module provides for three types of expenditure 
distributions (normal, uniform, and user defined). The rev
enue module incorporates the fuel tax, fuel consumption, and 
account interest rates to determine the total revenues avail
able in each time period. The output module provides a sum
mary table of the trust fund balances and a host of graphic 
utilities and summary statistics. The computer program has 
been successfully applied to analyze the sensitivity of the trust 
fund balance to many of the possible uncertainties. 

ADDITIONAL APPLICATIONS OF THE 
METHODOLOGY 

Applications that can be envisioned for this entire method
ology or for some of its components include the following: 

1. Estimation of lock delays under various conditions such 
as congestion levels, stall patterns, traffic mix, operational 
improvements, major capacity improvements, and closures 
for maintenance; 

2. Computer evaluation of various lock operating options 
such as chamber assignment selection for tows, grouping of 
vessels in chambers, use of helper boats, priorities among 
vessels, and platooning (m-up-n-down); 
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3. Investment planning and programming, including selec
tion and timing of new projects and smaller-scale improve
ments under financial constraints; 

4. Improved management decisions for tow operators (e.g., 
optimizing fleet schedules and operating speeds under various 
levels of lock congestion and unreliability); 

5. Improved management decisions for shippers (e.g., in
ventory policies, mode choice, and facility location decisions); 
and 

6. Improved demand forecasting based on an improved es
timate of future service levels. 

Beyond such waterway applications, it appears that the ap
proximation methods for queuing networks may be applied 
in other types of systems such as road networks, communi
cation networks, manufacturing plants, and parallel computer 
processors. The algorithm for scheduling interdependent 
projects should have even wider applicability. 

CONCLUSIONS AND EXT~NSIONS 

A fairly comprehensive methodology has been developed for 
evaluating and scheduling waterway system improvements. 
Some of the elements may be separately used in several other 
important applications. Some relatively complex aspects of 
the waterway system, such as the interactions among delays 
at adjacent locks, the effects of relatively rare lock failures 
on delays, and the effects of reliability and congestion on tow 
operating decisions and shipper inventory policies can be an
alyzed with this methodology. 

Further research would be desirable in several areas, in
cluding the following: 

1. Improved microsimulation components to analyze, in 
greater detail, various lock operating options; 
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2. Improved metamodels for the approximation of oper
ating characteristics at multiple chamber locks; 

3. Hybrid model switching automatically between sim
ulation and metamodels depending on required model 
sensitivity; 

4. New variants of the scheduling algorithm that trade com
putation time for improved solutions; and 

5. Connections to a model that predicts equilibrium de
mand over time in a multimodal network. 
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Risk Uncertainty in the Transport of 
Hazardous Materials 

F. F. SAccoMANNO, M. Yu, AND J. H. SttoRTREED 

During the last several years, a number of risk estimation models 
have been developed in North America and Europe for the trans
port of dangerous goods. Despite similarities in the nature of the 
transport problems, these models have failed to produce agree
ment on the nature and validity of the reported risk estimates. 
Notwithstanding major advances in this field of research, incon
sistency continues to plague the estimation process. The nature 
of the inconsistency in risk estimation is not well understood and 
has not been adequately addressed in the current research effort. 
Several risk analysis models have been applied to a common 
transport problem. By applying these models to a common trans
port problem, much of the variability in risk caused by assump
tions and differences in data has been taken into account. The 
results of a statistical analysis of risk uncertainty among different 
models is presented. Significant variations are reported for dif
ferent risk components by model source. Much of the uncertainty 
in the risk component estimates was found to cancel out for this 
transport problem, resulting in good agreement among the model 
sources in the final societal risk estimate, despite lack of agree
ment on the value of the various constituents of societal risk. 

A number of significant advances have taken place in recent 
years in the estimation of risks for the transport of hazardous 
materials. These advances have been made possible by a bet
ter understanding of the process and access to improved data 
bases. 

With a better understanding of the process, a corresponding 
increase in the consistency of estimates as provided by dif
ferent risk analysts would be expected. However, recent re
search has only underscored a general lack of agreement among 
the research community on the nature and validity of the 
reported estimates. Depending on the source, risk estimates 
continue to reflect significant variability for similar transport 
situations and contradictory conclusions regarding the most 
appropriate actions to take. Much of this variability remains 
unexplained. 

The treatment of risk uncertainty requires a thorough 
understanding of the nature of the risk analysis process as it 
applies to the transport of hazardous materials. This process 
consists of five components: (a) accident likelihood, (b) con
tainment system failure given an accident or fault, (c) volume 
and rate of material released, (d) hazard area associated with 
each potential threat for different releases and materials, and 
(e) population affected for different levels of damage. 

Each of the five components of risk requires specification 
of separate submodels with a unique set of inputs and outputs. 

Institute for Risk Research, University of Waterloo, Waterloo, On
tario, Canada N2L 3G 1. 

Variability in these estimates results from three basic sources 
(1): 

1. Underlying assumptions governing the estimates, 
2. Jurisdictional differences concerning the validation and 

application of the models, and 
3. Structural differences in the models themselves. 

Since many models were developed for specific transpor
tation corridors and shipment conditions, the nature of the 
adjustments required to yield consistent results is not always 
evident from the background material provided on each es
timate. To understand the nature of risk uncertainty, it is 
important to account for assumptions and jurisdictional fac
tors that are unique to each model. Any variability in the 
estimates that cannot be accounted for in this manner is con
sidered "uncertainty" and must be treated statistically. 

The purpose of this paper is to present some of the major 
results and conclusions of a hypothetical corridor exercise on 
risk uncertainty carried out as part of the International Con
sensus Conference on the Risks of Transporting Dangerous 
Goods held in Toronto, April 6-9, 1992. In this exercise, 
various quantitative risk analysis models were applied to a 
common transport problem involving the bulk shipment of 
chlorine, LPG, and gasoline by road and rail along predefined 
routes. 

CORRIDOR APPLICATION 

The corridor analysis for the risks of transporting hazardous 
materials is based on a set of specifications for different modes, 
weather conditions, and material properties. This problem is 
designed to limit the extent of variability in the estimates that 
could be caused by differences in underlying assumptions and 
jurisdictional data. 

Basic Corridor Features 

As shown in Figure 1, the test corridor is served by two modes: 
road and rail. Each route is 100 km in length and is divided 
into three separate development sections: rural (70 km), sub
urban (20 km), and urban (10 km). Development densities 
for population and employment along each of these sections 
are consistent with densities experienced along typical North 
American regional transport corridors. 

The focus of the corridor risk analysis is on immediate 
health risks. These risks include fatalities and personal injuries 
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ROAD AND RAIL CORRIDOR FOR APPLICATION 
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FIGURE 1 Hypothetical corridor features. 

experienced near the time of each incident. Long-term health 
risks and environmental impacts are not considered. For com
parison, it is assumed that immediate emergency response 
capabilities are not available. A number of population and 
employment distributions and sheltering/ evacuation ratios have 
been assumed for different weather conditions and traffic 
compositions. 

A total of 100,000 tonnes of hazardous materials is shipped 
annually by each mode along the full length of the corridor 
from the rural source to· the urban destination. Three rep
resentative classes of hazardous materials are considered: 
chlorine (high toxicity, heavy gas), LPG (high flammability 
and explosiveness), and gasoline (flammable liquid, predom
inant share of hazardous material road traffic). Representa
tive volumes of materials are shipped in bulk by typical road 
and rail tankers. The specifications of these tankers are re
flective of design standards in use in North America. The use 
of North American standards of tanker design and corridor 
development densities should not prejudice the reliability of 
those models developed for different conditions, since pre
sumably these models are transferable across national bound
aries given appropriate specification of the problem and the 
corresponding model parameters. 

The corridor data used in this exercise are "hypothetical," 
which should not be interpreted to mean unrealistic or 
impractical. Hypothetical data were used for three major 
reasons: 

1. The estimation process would not be subject to limita
tions in the data required by more complex risk formulations. 
Where possible, inputs were provided to reflect the require
ments of the most complex models. Simple formulations could 
choose to ignore these inputs at their discretion. 

2. Extreme sensitivities in the results could be assessed while 
controlling for any combination of factor inputs. The relative 
consistencies and inconsistencies in the various models could 
be identified directly in terms of specific corridor features. 

3. From a practical perspective, the application would be 
free from any political controversy generated by a "real" 
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corridor risk assessment. The focus could be better directed 
at the estimates themselves and not on the political ramifi
cations of the results. 

Risk Estimation Sources 

Seven risk estimation groups have contributed to the corridor 
results: Concord Environmental, Health and Safety Execu
tive, Institut de Protection et de Surete Nucleare, Institute 
for Risk Research, Commission of the European Commu
nities, Netherlands Institute of Environmental and Energy 
Technology, and Vanderbilt Engineering Center. Back
ground information on each of these model sources is pro
vided elsewhere (2-7). 

Estimates of risk are reported in terms of each component 
(i.e., accident, fault, release, hazard area, and population 
impact) and the final individual and societal risk measures. 
The analytical basis for each estimate varies considerably from 
model to model. For example, accident rates were obtained 
in two ways: direct reference to accident data or as a product 
of statistical models controlling for any mix of mitigating fac
tors. In some cases, accident rates were estimated by distin
guishing vehicles carrying hazardous materials from the ac
cident record of general commodity traffic. In most cases, 

. however, accidents rates were uniformly applied to all kinds 
of commodity traffic for both truck and rail modes. Release 
probabilities generally require the occurrence of an accident 
involving hazardous materials. Estimates of accident-induced 
release probabilities were obtained in two ways: direct ref
erence to the accident spill data or as a product of a fault tree 
analysis of containment system failure in an accident situation. 
In estimating these probabilities, several models distinguished 
between the occurrence of the containment system fault (breach 
of containment) and the resultant spill profile; other models 
treated the two events together. The consequence analysis 
differed significantly among the various models, depending 
on the nature of the material involved. In the case of heavy 
gas dispersion, for example, several models used a Gaussian 
approximation to obtain the resultant hazard areas; other 
models used a more detailed heavy gas dispersion formulation 
that accounts for the puff cloud effect immediately after re
lease. The basic assumptions used by the various sources to 
obtain the corridor estimates have been summarized by Stew
art (8) in a background report presented to the International 
Consensus Conference on the Risks of Transporting Dan
gerous Goods held in Toronto, April 8, 1992. The implication 
of these assumptions for explaining variations in the risk es
timates has been discussed in some detail by Saccomanno et 
al. (9). 

ASSESSMENT OF VARIABILITY IN THE RISK 
ESTIMATES 

The results of this comparative analysis will be presented in 
two stages: 

1. The various risk component estimates are presented 
graphically for each of the available model sources. Selected 
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corridor features are invoked where these features are ex
pected to modify the estimates. 

2. The models are clustered on the basis of similarities in 
selected risk component estimates (referred to as seed points). 
These estimates are used as seed points in the cluster analysis. 
The resultant model groupings reflect a level of "within group" 
consistency in these. The significance of the difference in risk 
component estimates is established statistically using a two
way analysis of variance for the two modes and three shipment 
materials, with replication for different sources of estimates. 

The central issue in this comparative analysis is whether, not
withstanding similarities in the underlying assumptions, the 
various models yield estimates that differ significantly from 
one another. 

Graphical Analysis of Risk Variability 

Figure 2 shows the pattern of accident rates for road and rail 
along the three sections of the hypothetical corridor. These 
rates apply to all materials for a given mix of physical design 
features, traffic composition, and environmental conditions. 
With the exception of Model D values, most rail accident 
rates were relatively insensitive to section-specific conditions. 
On the other hand, most models suggested a gradual reduction 
in road accident rates from the urban to the rural section, 
possibly in response to lower volumes and reduced traffic 
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FIGURE 2 Accident rate variations among different models 
for six conditions. 
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conflicts. A significant amount of variability is present in the 
road and rail accident rate results among the various models. 
On the average, rail accident rates per tanker-kilometer are 
lower than road accident rates by a significant factor of 7.6 
for all three development sections. Depending on the source 
of the estimates, differences in accident rates between the two 
modes vary significantly. For example, the rail accident rate 
from Model A on the suburban section is 13.3 times lower 
than for road per tanker-kilometer traveled. Models B and 
C consistently yield rates that are lower than the average 
regardless of mode, whereas Model D yields rail accident rates 
that are higher than the average and road accident rates that 
are lower than the average. Despite the use of similar data 
for the estimates, Model G yields a different result (i.e., lower 
rail accident rates and higher road accident rates relative to 
the average). For a given set of corridor conditions, rail ac
cident rates vary by a factor of 10 between the lowest estimate 
(Model G) and the highest estimate (Model D). For road, 
the factor of difference is approximately 9 between the lowest 
estimate (Model B) and the highest estimate (Model A). Not
withstanding these differences, all the models were consistent 
in predicting lower accident rates for rail relative to road for 
the same tanker-kilometers traveled. 

Are variations in accident rates statistically significant? The 
answer to this question will be given statistically later in this 
paper. However, given the fact that all models have been 
applied to a common set of assumed conditions, the variations 
cast doubts on the reliability of the final risk estimates. Even 
if it can be shown that risk values are reasonably close among 
the various models (i.e., that errors of estimation in the com
ponents somehow compensate one another), the case for con
sistency remains weak, and the resultant risk estimates must 
be viewed critically. This aspect is important in view of the 
analysis of variance results that will be discussed later in this 
paper. 

Figure 3 shows the release probabilities for rail and road 
as estimated by the various sources for each of the three 
materials being transported (chlorine, LPG, and gasoline). 
The probabilities assume a prior occurrence of an accident 
involving a road or rail tanker carrying the designated haz
ardous material. All models yield release probabilities that 
are insensitive to section-specific conditions. The models do 
not appear to yield consistent results as to which mode is 
more likely to produce a release in an accident situation. 
Model A suggests significantly higher release probabilities for 
rail, by a factor of 2.1 for LPG and 4.8 for chlorine. For 
gasoline, Model A suggests lower release probabilities for 
road by a factor of 0.8. Whereas most models suggest slightly 
higher release probabilities for rail tha_n for road, even these 
results are not consistent for all sources and materials. 

Uncertainty in the estimates of release probability renders 
difficult any conclusions on the relative likelihood of accident
induced releases between the two modes. For chlorine, LPG, 
and gasoline, an average of 6.5, 8.0, and 18 percent of rail 
tanker accidents, respectively, result in some type of release. 
This can be compared with release percentages on road of 
2.5, 5, and 18 percent, respectively, for chlorine, LPG, and 
gasoline. It would appear from these results that material
specific tanker design features are instrumental in explaining 
variation in accident-induced release probabilities for both 
road and rail. These results also suggest that the approach 
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FIGURE 3 Probabilities of hazardous material release per 
rail and road accident. 

adopted in many studies to lump information on release prob
abilities for all material types could contribute to significant 
variability in the estimates depending on the nature of the 
release data. 

Variability in hazard areas was significant among the var
ious sources. Given the complexity of the dispersal relation
ships and the as yet unaccounted for assumptions, this result 
was not entirely unexpected. A wide range of hazard area 
profiles was reported for different materials and shipment 
conditions. Many applicants based their estimates on as
sumptions that did not lend themselves to a common basis of 
comparison. As a result, these estimates have not been pre
sented in this paper. 

Societal risk in this analysis is defined in terms of the ex
pectation of fatalities on each mode over the entire length of 
the corridor for 1 year of shipment activity for each of the 
three materials. As shown in Figure 4, some variability is 
present in these values. Much of this variability, however, 
may be accounted for by differences in one or two model 
results. For the rail shipment of chlorine, LPG, and gasoline, 
Models A, B, and D yield values significantly higher than the 
average. Models C and G were consistently lower than the 
average for all materials. The ratio of variability between the 
lowest and highest reported values for chlorine, LPG, and 
gasoline are 8.5, 14.8, and 5.0, respectively. These values 
exclude the negligible values reported by Model C for this 
exercise. Similar results were obtained for societal risks by 
road. The ratio of variability between the lowest and highest 
estimate is 2.0 for chlorine, 21.8 for LPG, and 3.8 for gasoline. 

All models are consistent in estimating lower material
dependent risks for rail than road. On the average, the annual 
expected fatality risk for chlorine shipment by rail is 0.02, 
compared with 0.6 for road. For LPG, the average risk by 
rail is 0.04 compared with 0.30 by road. For gasoline, the 
average rail risk is 0.02 compared with 0.04 by road. These 
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FIGURE 4 Societal risk by mode for chlorine, LPG, and 
gasoline. 

risks account for lower per tanker payloads and a higher num
ber of shipments on road relative to rail. This analysis was 
carried out for comparable population/employment distri
butions and a mix of environmental conditions along each 
route. 

Despite consistency in predicting lower societal risks by rail, 
significant variability among the models raises some concerns 
regarding the true nature of the threat posed and how it can 
best be reduced. It is questionable whether cost-effective safety 
policies can be established and justified without first account
ing for this uncertainty. 

Individual risk is defined in terms of the distance from an 
incident required to sustain a certain chance of death for 1 
year of shipment activity. These results are shown in Figure 
5 for those models that were able to provide the information. 
Most models yield reasonably close results, which is surprising 
given the variability present in the elements of the individual 
risk estimate. In general, the rail mode reflects more extensive 
individual risk isolines than road. This is expected given the 
larger volume of material being transported by each rail tanker. 
The important point to observe is that all individual risk es
timates are essentially de minimus given a standard level of 
acceptability of one chance per million per year (the chance 
of being struck by lightning). 

The 95 percent confidence intervals were established on 
each risk component estimate for each mode. The results are 
summarized in Table 1 for the transport of LPG by rail and 
road. 

The results in Table 1 suggest that for both rail and road 
many of the source estimates are outside the 95 percent con
fidence intervals for each of the selected risk components, 
including societal risk. The source models, themselves, exhibit 
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some inconsistency as to whether specific risk estimates are 
within or outside the 95 percent limits. Variability in societal 
risks is particularly problematic for road transport, where four 
of the reported five values are outside the confidence limits. 
For rail transport only one reported societal risk value is 
outside the established upper limit. 

These results suggest a canceling out of errors in estimating 
societal risks for the various participating groups. Whereas 
several estimates of societal risks were found to lie within the 
95 percent confidence interval, the same groups may have 
obtained values of accident rates and release probabilities 
(constituents of societal risk) that were outside the 95 percent 
intervals. Conversely, several groups failed to satisfy the 95 
percent criterion for societal risk despite obtaining accept
able values for the risk constituents, accident rate and release 
probability. 

Analysis of the Significance of Model Variability 

0 0 
1Cf 1Cf 1 Cf 1 Cf 1 Cf5 10- 10- 10- 10- 1 Cf5 

A number of risk component estimates were obtained by 
applying various models to the transport of LPG by road and 
rail along the sample corridor. The results of these calculations 
are used as seed points in a hierarchical cluster analysis of 
the models into groupings of consistent estimates. The dis
tance metric for this clustering exercise is euclidean anq makes 
use of Ward's minimum variance method. 

PROBABILITIES PROBABILITIES 

FIGURE 5 Individual risks for rail and road for 
chlorine, LPG, and gasoline. 

TABLE 1 Confidence Intervals on Selected Risk Estimates for the Transport of LPG 
by Rail and Road 

Rail Transport 

Accident Rate Release Probability Large Release Probability Societal Risk 

0.37 
0.14 
0.11 
0.46* 
0.06* 

Mean0.23 
SD0.17 
95% Confidence Intervals 

0.19 * 
0.10 
0.01 * 
0.03 
0.08 

0.08 
0.06 

0.09 - 0.37 0.03 - 0.14 

Road Transport 

Accident Rate 

2.60* 
0.31 
0.70 
0.58 
0.35 * 
0.84 
2.60* 

Mean 1.14 
SD0.94 
95% Confidence Intervals 

0.44 - 1.84 

* Estimates outside the 95% limits. 

0.30 
O.Q3 * 
0.50 
0.86* 
0.10 

0.36 
0.30 

0.10-0.62 

Release Probability 

0.09* 
0.05 
0.01 * 
0.04 
0.07 
0.04 
0.07 

0.05 
0.03 

0.03 - 0.07 

2.50 
11.70 * 
O.Q7 
1.90 
0.56 

3;35 
4.27 

- 0.40- 7.09 

Societal Risk 

0.41 
0.04 * 
0.002 * 
0.04 * 
0.26 
0.82 * 
0.43 

0.29 
0.27 

0.08 - 0.49 
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The primary purpose of the cluster analysis is to assign 
individual models to larger groups on the basis of consistency 
of results for an array of risk component estimates. The pre
vious graphical analysis was able to assess consistency visually 
for individual estimates taken one at a time. The cluster anal
ysis is able to account for variations in a more extensive set 

-of risk estimates. Models that failed to provide complete es
timates for at least one seed point were not considered in this 
exercise. For road transport, seven models provided com
parable estimates for all the risk components used in this 
cluster analysis. For rail transport, five models were used. 
Input values for this exercise are summarized in Table 2 for 
both the rail and the road modes. 

Figure 6 shows the dendrograms for rail and road LPG 
transport. The dendrograms represent the sequence of link
ages between the various models, based on their risk com
ponent estimates. A certain degree of intuitive judgment is 
applied in setting the most appropriate cutoff for distinct 
groupings. For road transport, the models that reflect the 
closest initial linkage are Models F and D, Models B and E, 
Models A and G, and Model C in its own group. At the next 
higher level, Models B, D, and E can be assigned to a single 
group. Models A and G continue to be linked together, and 
Model C continues to comprise its own cluster. Model C joins 
Models B, D, and E at the two-cluster cutoff. For the road 
transport of LPG, it appears that, with the exception of Model 
D, the seven models reporting results can be clustered into a 
decided North American-European pattern. 

For rail transport only five models were grouped. Again 
the cutoff value is intuitive rather than statistical and is subject 
to some divergence of interpretation. Nevertheless, the results 
appear to differ significantly from the pattern associated with 
road. Models Band G link first, followed by Models A and 
C, and finally Model D standing alone. Model D continues 
to occupy its own cluster, well after all the other models have 
been clustered together. 

From this analysis, it remains unclear whether more com
plex models yield results that differ significantly from simpler 
formulations. All clusters appear to include models of both 
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FIGURE 6 Dendrograms for LPG transport: top, rail; 
bottom, road. 
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types. Models that used fault trees to analyze release prob
abilities do not yield results that differ from models that obtain 
their estimates directly from data. Finally, the use of data 
from similar jurisdictions (as is the case for Models D and G) 
gives no assurance that the results will also be similar. In 
general, the patterns suggested by this exercise are difficult 
to explain in terms of what is known a priori about these 
models. 

The results of a three-way analysis of variance of the model 
estimates are summarized in Tables 3, 4, and 5 for accident 
rates, release probabilities, and societal risks for road and 
rail, respectively. At the 5 percent level of significance, the 
results in Table 3 indicate that accident rates vary by mode 
and model source. Rail accident rates are significantly lower 
than road accident rates for all route sections. Individual route 
sections did not yield statistically different rates for each of 
the two modes. These results suggest statistically significant 

TABLE 2 Risk Input Values to the Cluster Analysis for Road and Rail LPG Transport 

Rail Transport 

Release Probability Large Release Probability 
Risk Model Accident Rate (X 10-6) (% of Accident) (% of Releases) Societal Risk E (F/Yr) 

MODEL A 0.37 19.0 30.0 0.025 
MODELB 0.14 10.0 3.0 0.117 
MODELC 0.11 1.0 50.0 0.001 
MODELO 0.46 3.2 86.0 0.019 
MODELG 0.06 8.1 10.0 0.006 

Road Transport 

Risk Model Accident Rate (X 10-6) Release Probability (% of Accident) Societal Risk E (F/Yr) 

MODEL A 2.60 9.2 0.410 
MODELB 0.31 5.0 0.039 
MODELC 0.70 0.6 0.002 
MODELO 0.58 3.7 0.038 
MODELE 0.35 6.6 0.261 
MODELF 0.84 3.7 0.820 
MODELG 2.60 6.6 0.429 



TABLE 3 Results of Three-Way Analysis of Variance for Accident Rates for 
Rail and Road 

Rail Transport 

Model Source 
MODEL A 
MODELB 
MODELC 
MODELO 
MODELG 

Road Transport 

Model Source 
MODEL A 
MODELB 
MODELC 
MODELO 
MODELG 

ANOV A Summary Statistics 

Route Section 
Model Source 
Mode of Transport 

Route Section 

Rural 
0.31 
0.14 
0.11 
0.48 
O.Q7 

Route Section 

Rural 
1.30 
0.20 
0.67 
0.47 
2.50 

F-Ratio 
0.970 
3.006 

12.537 

Suburban 
0.37 
0.14 
0.11 
0.48 
0.05 

Suburban 
4.50 
0.50 
0.70 
0.76 
2.90 

Accident Rates (x 1.0 E -06) per Vehicle Kilometer for LPG Transport 

Urban 
0.37 
0.14 
0.11 
0.20 
0.02 

Urban 
7.70 
0.70 
0.83 
1.00 
3.20 

Tail Probability 
0.395 
0.040 
0.002 

TABLE 4 Results of Three-Way Analysis of Variance for Release Probabilities 
for Rail and Road 

Rail Transport (Units % of Accidents) 

Material in Transit 

Model Source Chlorine 
MODEL A 19.0 
MODELB 1.0 
MODELC 1.6 

Road Transport (Units % of Accidents) 

Model Source 
MODEL A 
MODELB 
MODELC 

ANOV A Summary Statistics 

Material 
Model Source 
Transport Mode 

Material in Transit 

Chlorine 
4.0 
0.4 
1.6 

F-Ratio 
5.334 

16.622 
0.596 

Probability of Release Given an Accident 

LPG 
19.0 
1.0 
3.2 

LPG 
9.2 
0.6 
3.7 

Gasoline 
17.6 
5.1 
9.5 

Gasoline 
27.7 

3.2 
12.0 

Tail Probability 
0.022 
0.000 
0.455 
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TABLE 5 Results of Three-Way Analysis of Variance for Societal Risks for 
Rail and Road 

Rail Transport (Units: Expected Fatalities per Ye.ar). 

Model Source 

MODELD 
MODELC 

Material in Transit 

Chlorine 

67.00 
4.20 

LPG 
19.00 
0.68 

Gasoline 

15.80 
0.17 

Road Transport (Units: Expected Fatalities per Year). 

Model Source 

MODELD 
MODELC 

ANOV A Summary Statistics 

Material 
Model Source 
Transport Mode 

Material in Transit 

Chlorine 

431.00 
9.70 

F-Ratio 

1.410 
2.693 
1.380 

Expected Fatalities (x 1.0 E -3) per Ye.ar 

differences in accident rates, depending on model source for 
rail and road transport. 

The results in Table 4 suggest that at the 5 percent level of 
significance, variations in accident-induced release probabil
ities depend on the material transported and on model source. 
These probabilities do not appear to be affected by the mode. 
Differences in release probabilities by mode of transport from 
the previous graphical analysis appear to be random, after 
the material type and model source have been taken into 
account. 

The analysis of variance results for societal risks in Table 
5 are most interesting. At the 5 percent level, variations in 
societal risks are not dependent on material type, mode of 
transport, or model source. When all model estimates and 
materials are taken into account, the lower societal risks for 
rail suggested by the previous graphical analysis do not appear 
to be significant. Given the significant variations in accident 
rates and release probabilities as explained by material type, 
mode, and model source, it is interesting that societal risk 
estimates are unaffected by these same factors. Both accident 
rates and release probabilities are inputs into societal risk. 

Is uncertainty a problem for risk estimation? Are the var
ious model sources consistent in the estimation of societal 
risk, as suggested by the above ANOV A? The results of the 
ANOV A must be viewed simply as a case of compensation 
in random errors for a unique transportation corridor exer
cise. Despite these results, inconsistencies in model sources 
remain a problem in risk estimation. The whole must be viewed 
as the sum of its parts. A statistically significant variation in 
any one of the risk input factors must be viewed as a significant 
variation in the final risk product. 

CONCLUSIONS 

The analysis of risk estimation variability among different 
models suggests the following conclusions: 

LPG 

37.70 
2.30 

Gasoline 

61.00 
2.90 

Tail Probability 

0.306 
0.145 
0.279 

1. Much of the variability in risk estimation can be ac
counted for by differences in underlying assumptions, data, 
·and model structure. However, even when many of these 
factors are taken into account in a common transport problem, 
significant variability in the estimates was found to be present. 

2. Grouping the models into similarities in risk component 
estimates failed to reveal any pattern among the models them
selves. It cannot be concluded that more complex models yield 
results that differ significantly from simpler formulations or 
that consistency is more readily obtained when models are 
calibrated for similar data bases and jurisdictions. 

3. Whereas differences in risk component estimates were 
significant, the various estimates of societal risk for the chosen 
transport problem were similar. Much of the unexplained 
variability in risk component estimates appears to have can
celed itself out in the final risk estimate (i.e., societal risk). 
This finding may be unique to the chosen transport problem. 
Furthermore, it underscores the fact that a simple sensitivity 
analysis on the final risk estimate, as is often done in this type 
of study, would show consistency in the estimates by model 
source where no such consistency is present. 

Risk estimation is plagued by problems of inconsistency in 
the various model sources. Many of the inconsistencies cannot 
be fully accounted for by coptrols on assumptions and input 
data. In the interest of more informed decision making and 
public credibility, uncertainty in risk estimation must form an 
integral part of the overall risk analysis process. 

·The results of this corridor analysis should be viewed as a 
useful first step in understanding the extent of variability in 
the risk estimate·s from different model sources. In this way, 
effective action can be taken to account for this variability in 
the reporting of risk analysis results. 
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Assessing Hazardous Materials 
Emergency Response Capability: 
Methodological Development and 
Application 

KATHLEEN HANCOCK, MARK ABKOWITZ, AND MARK LEPOFSKY 

The emergency response community is facing important chal
lenges in the current economic, political, and technical environ
ment. Mandated requirements combined with tight budgets are 
necessitating the use of innovative techniques to meet the needs 
of emergency response planning and management, particularly 
for hazardous materials incidents. As public awareness of the 
manufacture and transport of hazardous materials increases, the 
demand for adequate emergency response related to these activ
ities has become more focused. The complexity of possible con
sequences due to hazardous materials incidents and the need for 
responder awareness of these consequences have led to a need 
for a systematic approach in evaluating the capabilities of re
sponders. The development and implementation of such an ap
proach are described. A matrix of different response capability 
levels for varying types of hazardous materials incidents is pre
sented along with the corresponding methodology to evaluate 
emergency responders. This provides responders, elected offi
cials, shippers, and carriers with the ability to assess the current 
level of preparedness, evaluate the level of preparedness desired, 
and develop a cost-effective means for attaining that level. The 
resulting methodology provides a uniform procedure for evalu
ating hazardous materials emergency response capabilities at the 
local, regional, and national levels. The basis for this work has 
the potential to be expanded to any emergency response evalu
ation (e.g., flood or hurricane) and to real-time management of 
emergencies. 

Increased concern for public safety and environmental aware
ness have brought about a need for improved practices to 
adequately plan for and manage emergencies. An em~rgency, 
as defined in this context, is an unexpected event of limited 
duration that can adversely affect the surrounding area and 
population. Whether natural or induced by society, these events 
typically involve several factors, from identification to cleanup, 
and normally require interaction and cooperation among nu
merous public and private entities. 

The management of an emergency has four major com
ponents: (a) identification of the nature of the emergency, 
(b) evacuation and rerouting of the population at risk from 
the affected area, (c) containment or isolation of the incident, 
and ( d) cleanup and mitigation of the effects of the emer-

K. Hancock and M. Abkowitz, Vanderbilt Engineering Center for 
Transportation and Operations Research, Vanderbilt University, Box 
1625, Station B, Nashville, Tenn. 37235. M. Lepofsky, Abkowitz and 
Associates, Inc., 2100 West End Ave., Suite 640, Nashville, Tenn. 
37203. 

gency. Emergency response relates to all of these components 
either directly or indirectly. 

Among the types of emergency events, hazardous materials 
incidents have taken a prominent position. The manufacture · 
and transport of hazardous materials have been subjected to 
increased public scrutiny because of the threat to health and 
safety that a major incident could create. If emergency re
sponse is timely and qualified, the incident may be controlled 
before any serious consequences occur. However, as addi
tional time elapses, the likelihood of more serious conse
quences increases, potentially leading to injury, death, and 
loss of productivity. Thus, the essence of effective emergency 
response is to minimize the consequences of an incident when 
one occurs. 

EMERGENCY RESPONSE PLANNING 

Effective emergency response requires planning and is man
dated by existing legislation. The Superfund Amendments 
and Reauthorization Act of 1986 (SARA) requires each local 
emergency planning committee to prepare comprehensive 
hazardous substances emergency response plans, primarily for 
facilities. Likewise, the Hazardous Materials Transportation 
Uniform Safety Act of 1990 was enacted to provide guidance 
to enhance state and local hazardous materials emergency 
planning and training for transportation. Similar legislation 
addresses specific responses for incidents such as oil spills. 
The two laws and their supporting documentation have pro
vided guidelines for establishing emergency response plans. 
However, a systematic approach is still required to effectively 
implement these plans. 

To have an effective plan, several information elements are 
needed, including types of possible emergencies, capabilities 
and locations of emergency responders, and time required for 
responders to reach the incident location. -Complete emer
gency management planning includes· several additional fac
tors, which are beyond the scope of this paper. 

To address the preceding considerations, a matrix of re
sponder capabilities to address different types of emergencies 
is proposed. Having every responder with the maximum ca
pabilities for any possible incident is impractical both tech
nically and economically. Conversely, not having a responder 
available that can adequately handle an incident can be costly 
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in terms of lives and dollars. By establishing different capa
bility levels for responders, any jurisdiction can effectively 
allocate its resources to meet the needs of its community. The 
same reasoning applies in assessing regional and national re-. 
sponse coverage and needs. 

The majority of emergency responders do not currently 
have advanced capabilities to handle hazardous materials in
cidents. However, these responders are often the first au
thority on the scene. It is important to distinguish, therefore, 
the different aspects of first responder versus qualified re
sponder in the planning process. The first responder may not 
be prepared to enter the site of an incident but still must 
protect the surrounding population and area until a qualified 
responder can arrive to begin containment. 

Although every incident has its own unique characteristics 
and special considerations, hazardous materials incidents can 
be grouped according to the type of response that would prove 
effective. This grouping allows the planner to establish the 
levels of response that must be available within an area and 
to identify the location of qualified responders. 

Once the responders have been identified and their capa
bilities established, this information can be used to determine 
response coverage to potential incident sites. For a large area 
with multiple responders, performing this task manually would 
be extremely cumbersome, if not impossible. The distance 
from every responder to every accessible point in the area 
would have to be measured or calculated and the minimum 
response times determined. The use of a geographic infor
mation system to determine the precise locations of response 
units and transport facilities and· the application of network 
routing algorithms make this a much more manageable task. 
The travel time to each point along the road network is then 
easily measured from the closest first and qualified responders 
to any location. 

Using this approach in the planning process can help reduce 
the likelihood and severity of consequences. In the discussion 
to follow, a methodology for assessing emergency response 
capability according to this logic is presented. 

EMERGENCY RESPONSE EVALUATION 

Currently, most emergency responders in the public sector 
are fire departments. This is particularly true for first re
sponders. These range from small, rural volunteer units to 
paid urban, multistation professional units. Similarly, a va
riety of hazardous commodities are stored or travel through 
the areas served by these departments. 

To develop an understanding of the significance of this 
relationship, five response capability levels were defined, cor
responding to the material involved and level of expertise 

. required to constitute a qualified response. This multitiered 
approach provides several advantages. Local responders and 
elected officials can determine the level of preparedness they 
choose to have on the basis of local characteristics. This ap
proach also allows jurisdictions to develop a cost-effective 
means for reaching funding and training goals. At the same 
time, this system provides a measurement for defining the 
specific types of materials and incidents to which a team is 
qualified to respond. Within this framework, it becomes ap
parent when a potential incident would be beyond a team's 
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capability, resulting in the need to request or locate a more 
advanced team. 

Team Levels 

Whereas no national standards for response teams currently 
exist, the five capability levels were developed on the basis 
of existing training and equipment standards for entry levels 
as defined by the National Fire Protection Association (NFPA) 
(1). 

As requirements for each level were established, they were 
reviewed with the Tennessee Emergency Management Agency 
(TEMA) to ensure validity. The requirements, as they cur
rently exist, are being used by TEMA to evaluate Tennessee's 
emergency response capabilities (2). 

Level 5 is the lowest capability rating. Fire departments 
with this level have the ability to do only minimal assessment, 
work in nonhazardous areas, and Level D entry as defined 
by the NFP A. Although this level does not require the for
mation of a hazardous materials team, members of the de
partment must have basic training in hazardous materials 
awareness. By current legislation, every fire department in 
the country should be at this level. 

Level 4 teams are able to handle explosives and flammables 
and could perform related assessment and containment. This 
level does not include any chemical protection. Approxi
mately 50 percent of all hazardous materials incidents require 
this response capability. 

The capability to respond to chemical incidents begins with 
Level 3. Primarily corrosives and peroxides are handled by 
this level, which corresponds to the NFP A Level C entry 
classification and is appropriate for an estimated 75 percent 
of hazardous materials responses. 

Level 2 teams can respond to poisonous and etiologic ma
terials and have capabilities that correspond to the NFP A 
Level B entry classification. This level includes specialized 
training and more extensive air supplies than Level 3. Ap
proximately 85 percent of incidents can be handled by teams 
at this level. 

A unit with a Level 1 rating (the most qualified response 
team) has the greatest chemical protection, Level A by NFPA 
definition, and can respond to incidents involving poison gases. 

These classifications are progressive, meaning·that a Level 
2 team can respond to Level 3, 4, and 5 incidents, and so 
forth. 

Team Capability Evaluation 

To evaluate a hazardous materials response team, four im
portant components of overall response capability were iden
tified: adequate numbers of trained personnel, proper equip
ment, medical surveillance, and proper site planning and 
documentation. The specific requirements for each team level 
based on these four areas are given in Table 1. From these 
requirements, a detailed survey shown in Figure 1 was de
veloped to serve as a basis· for rating fire departments and 
other agencies that are primary responders to an incident. 

Information from this survey is linked directly to the qual
ifications given in Table 1. For example, the personnel and 



TABLE 1 Hazardous Materials Response Team Capability Criteria 

Levers Capability - (Minimum for all fire departments) 

Personnel: 

Equipment: 

PPE: 

Planning: 
Medical: 

Level 4 Team 

Personnel: 

Equipment: 

PPE: 

Planning: 
Medical: 

Level 3 Team 
Personnel: 

Equipment: 

PPE: 

Planning: 
Medical: 

Senior Officer - First Responder Operations Level 
Incident Command Training 
Not applicable 
Not applicable 

HM Team Leader -
Team Members -
Support - First Responder Awareness Level 

Thoroughly familiar with assigned PPE 
Binoculars 
DOT HM Response Guidebook 
Radio Communications 

SCBA 
SFPC 

Approved & Exercised Title III Plan 
Not applicable 

Senior Officer -

HM Team Leader -

First Responder Operations Level 
Incident Command Training 
Technician Level 
Incident Command Training 

Team Members -
Support -

4 Members First Responder Operations Level 
· First Responder Awareness 

Binoculars 
Thoroughly familiar with assigned PPE and procedures 

DOT HM Response Guidebook 
Radio Communications 
Two flammable gas detectors 
Fire fighting foam 
Equipment to extinguish spill, fires and suppress flammable vapors 
At least 4 reference books in portable library 
Dyking materials 
CDV-777-1 Radiological Monitoring Kit 

SCBA 
SFPC 

Approved & Exercised Title III Plan 
Team Members meet OSHA physical requirements 

Senior Officer - Technician Level 

Team Leader -
Incident Command Training 
Specialist Level 

Team Members
Support -

Incident Command Training 
4 Members Technician Level 
First Responder Operations 
Thoroughly familiar with assigned PPE and procedures 

Binoculars 
DOT HM Response Guidebook 
Radio Communications 
Two flammable gas detectors 
Fire fighting foam 
Equipment to extinguish spill, fires and suppress flammable vapors 
At least 6 reference books in portable library 
Dyking materials 
Decontamination equipment 
pH paper 
Simple plugging supplies 
Highway hai.ard Radiological Kit 

Level C 

Approved & Exercised Title III Plan 
Team Members 

(continued on next page) 



TABLE 1 (continued) 

Level 2 Team 
Personnel: 

Equipment: 

PPE: 

Planning: 
Medical: 

Levell Team 
Personnel: 

Equipment: 

PPE: 

·Planning: 
Medical: 

Senior Officer -

Team Leader -

Team Members-

Support -
Dept. Adm Officer 

Binoculars 

Technician 
Incident Command Training 
Specialist Level 
Incident Command Training 
Additional specialized training 
4 members Technician Level 
At least 2 with Specialist Level 
Technician Level 
Technician Level 

DOT HM Response Guidebook 
Radio Communications 
Two flammable gas detectors 
Fire fighting foam 
Equipment to extinguish spill, fires and suppress flammable vapors 
At least 6 reference books in portable library 
Dyking materials 
Decontamination equipment 
pH paper 
Simple plugging supplies 
Highway hazard Radiological Kit 

Level B 
1 hour rated SCBA 
On or near-sight SCBA refill capability 

Approved & Exercised Title III Plan 
Team Members meet OSHA physical requirements 

Senior Officer - Technician Level 
Incident Command Training 

Team Leader - At least 2 leaders 
Specialist Level 

Team Members-

Support -

Binoculars 

Incident Command Training 
Rad Inst III 
Additional specialized training 
4 members Technician Level 
At least 3 with Specialist Level 
Technician Level 

DOT HM Response Guidebook 
Radio Communications 
Two flammable gas detectors 
Fire fighting foam 
Equipment to extinguish spill, fires and suppress flammable vapors 
At least 6 reference books in portable library 
Dyking materials · 
Decontamination equipment 
pH paper 
Simple plugging supplies 
Highway hazard Radiological Kit 

Level A 
1 hour rated SCBA 
On or near-sight SCBA refill capability 
Flame resistant coveralls 

Approved & Exercised Title III Plan 
Team Members meet OSHA physical requirements 
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County: HAZARDOUS MATERIALS 

City: EMERGENCY RESPONSE 

Region: SURVEY 

Date: 

nstructmns: (I) Please type or prmt c1ear1y. (l) complete a separate form for each stat10n/substat1on With HazMat response 
capability. (Make additional copies as needed.) (3) Return completed surveys to: 

1. General Information 

Department/Agency: 1 ________________ _ Team Leader: 2 __________ _ 

Mailing Address: J __________________ _ Business Phone: 4_......_ _______ _ 

City: s ____________ State: 6 ___ Zip: 1__ Emergency Phone: s _________ _ 

(Other than 911) 

FAX Number: 9......__.._ ________ _ 

S~tion wcation (Street ~dres~: w-----------------------------
wcation (if known) Latitude: 11 _____________ wngitude: 12 ___________ _ 

No. Paid: u No. Volunteer: 14 No. Assigned to Team: 1s ___ Avg. Response Time: 16 ___ _ 

2. Jurisdictional Profile (please include a map indicating boundaries and response stations) 

Total Population Served: 11 ___________ _ Area (square miles): 1s __________ _ 

Major Highways: 19 ______________ _ Major Railroads: 20 ____________ _ 

Navigable Rivers: 21 ______________ _ Airports: 22 ______________ _ 

Multi-jurisdictional Response? 23 __ Yes __ No Industrial Mutual Aid Agreement? 24 __ Yes __ No 

List Jurisdictional(s) served by written mutual aid agreements: 

~-----------------------------------------

Comments: 

26 -----------------------------------------

3. Capabilities Assessment 

es __ o 

Has the plan been successfully exercised and evaluated? 28 __ Yes __ No 

Date of last exercise: 29 __________ _ 

Medical Surveillance: Are team members participating in a medical surveillance program in accordance with OSHA 
1910.120? JO __ Yes __ No 

FIGURE 1 Hazardous materials emergency response survey. (continued on next page) 

training for a Level 3 team would require the following entries 
in the survey: 

• Boxes 33 and 34 would each require at least 1 for the 
senior officer, 

•Boxes 39 and 41 would each require at least 1 for the 
team leader, 

• Box 46 would require at least 4 for the team members, 
and 

• Box 50 would require at least 1 for the support staff. 

Additional requirements follow similar logic to define the 
capability of a team from the results of the survey. 

The guidelines for site planning and documentation re
quired for hazardous materials teams are specified in SARA 
Title III legislation. Similarly, the medical surveillance pro
gram is defined by Occupational Safety and Health Admin
istration regulations in 29 CFR 1910.120. The training spec
ifications follow the requirements defined by NFPA (3). The 
required number of personnel and level of training for each 
team level were established on the basis of experience and 
guidance provided by several government and state agencies. 
Necessary equipment, which includes personal protection 
equipment (PPE in Table 1), was also established from ex
perience and guidance from NFP A ( 4) and the Environmental 
Protection Agency (EPA) (5). 
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4. Training: (List the total number of personnel cu"ently trained to the levels listed below. Do not include anyone 
who has not received initial and/or refresher training in the past two years) 

Awareness Operations ICS Technician Specialist Advanced 

Senior Officer:Check if Team Leader 31 32 33 34 35 36 

Team Leader(s) 37 38 39 40 41 42 

Team Members 43 44 45 46 47 48 

Support Personnel 49 50 51 52 53 54 

Totals 55 56 51 58 59 60 

5. Equipment: (List number of pieces in the appropriate blanks) 

PPE Detectors Respirators Containment 

Turnouts (SFPC) 61 Combustible Gas 71 30 min SCBA 81 Booms/Pads 91 

Level C 62 ___ Oxygen Level n __ 60 min SCBA 82 Plugs/Patches 92 __ 

Level B 63 Detector Tubes 73 Air Line 83 Plastic 93 

Level A 64 ___ Photoionization 74 __ 1/2 Mask Cartridge 84 Shovels 94 

Fire Res Coveralls 65 --- Flame Ionization 15 -- Full Mask Cartridge ss Absorbants 95 --
Proximity Suit 66 Organic Vapor 76 86 Recovery Drums 96 

Disposable Suits 67 CDV-777-1 Kit n 87 Solidifiers 97 

Cooling Vests 68 Rad Hwy Haz Kit 78 88 Neutralizers 98 

69 __ Strips 79 __ 89 99 __ 

70 pH Paper 80 90 100 

'lon-s arkln p g ·1ools'! JOI '.I es No :SL.J:SA I enu: cascaae: 111 t'IXed 112 rortable 

Decontamination? 102 __ Yes __ No Compressor: m __ Fi.xed 114 ___ Portable 

No. Reference Books? 103 __ _ Foam (enter no. of gal): Alcohol: 115 ___ Protein: 116 

DOT P 5800.5 1990 ERG t04 __ Yes __ No 

List Additional 105 -------------
Light water: m__ Other: 118 __ 

Radio: 121 __ Bands(s)/Frequency(s) 122 __________________ _ 

FAX: 123 __ Fixed: Phone Number 124 t25 __ Portable: Phone Number 126 ______ _ 

Computer: 121 __ Fixed 128 __ IBM compatible 129 __ Apple/Mac 

1JO __ Portable 131 __ IBM compatible 132 __ Apple/Mac 

Programs: t33 __ Cameo 134 __ Archie B5 __ Plume Modeling t36 __ EIS m _____________ Others 

7. Survey Completed by: 

Print Name 
Date: 

Title/Rank 

-------------~ 

FIGURE 1 (continued) 

In addition to the information required to evaluate a re
sponse team, the survey includes three other sections where 
relevant information is gathered: team identification and lo
cation, jurisdictional profile, and communications and infor
mation management capabilities. 

By using this approach to evaluate response capability, two 
purposes are realized. First, the current capability level of the 
response unit is identified. Second, and just as important, the 
necessary improvements for a team to move from one level 
to the next higher level can be determined. 

Signature 
Phone Number:..__ _ __._ ________ _ 

HAZARDOUS MATERIALS RANKING 

Because of the diversity of hazardous materials that are man
ufactured or transported, the qualifications necessary to re
spond to incidents involving each type of material must be 
understood. For the most part, materials that have similar 
characteristics behave comparably. Therefore, at the screen
ing level it is appropriate to consider general classes of ma
terials for emergency response rather than each of the thou
sands of chemicals and chemical compounds independently. 
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Various organizations have established or defined classes 
or lists of hazardous materials for regulatory or rapid iden
tification purposes. These include the U.S. Department of 
Transportation (DOT), the International Maritime Organi
zation (IMO), EPA, and NFPA. Recently, DOT redefined 
its classifications to closely match the IMO system, which is 
used by other countries. The DOT Emergency Response 
Guidebook uses this classification system ( 6). 

Because emergency response teams must handle incidents 
for transported material as well as for fixed facilities, the DOT 
hazard classification scheme was adopted to provide the initial 
link between response capabilities and hazardous material 
type. As more detailed planning is performed, additional cri
teria may be incorporated, such as container type and size. 

Most materials within the same hazard class require the 
same level of response, and once that level has been identi
fied, the appropriate responder can be determined. Table 2 
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gives these classes with the corresponding minimum team 
level as defined previously. 

RESPONSE TIMES 

To complete the evaluation of emergency response coverage, 
the location of response units and their qualifications are in
. terfaced with the transportation network. Information tech
nologies such as geographic information systems combined 
with network algorithms can facilitate determination of the 
time required for any responder to reach any point in the 
network. 

This analytical environment provides the ability to perform 
several planning tasks. The first is to determine the expected 
response time to an incident location. Another application is 
the identification of geographic areas of inadequate response 

TABLE 2 Emergency Response Requirements by Hazardous Materials Class 

CLASS 

Class 1 Explosives 
1.1 Explosives with a mass explosion hazard 
1.2 Explosives with a projection hazard 
1.3 Explosives with predominantly fire hazard 
1.4 Explosives with no significant blast hazard 
1.5 Very insensitive explosives 
1 .6 Extremely insensitive explosive articles 

Class 2 Gases 
2. 1 Flammable gases 
2.2 Nonflammable gases 
2.3 Poison gases (Class A Poisons) 
2.4 Corrosive gases (Canadian) 

Chlorine (old designation) 

Class 3 Flammable liquids 
3.1 Flashpoint below -1 SC 
3.2 Flashpoint between -1 SC and 23C 
3.3 Flashpoint between 23C and 61 C 

Fuel Oil (old designation) 

Class 4 Flammable solids; Spontaneously combustible materials; 
and materials that are dangerous when wet 

4.1 Flammable solids 
4.2 Spontaneously combustible material 
4.3 Materials that are dangerous when wet 

Class 5 Oxidizers and Organic peroxides 
5. 1 Oxidizers 
5.2 Organic peroxides 

Oxygen 

Class 6 Poisonous and Etiologic (infectious) materials 
6.1 Poisonous materials (Class B Poisons) 
6.2 Etiologic (infectious) materials 

Class 7 Radioactive materials 

Class 8 Corrosives 

Class 9 Miscellaneous hazardous materials 

ORM D 

TEAM LEVEL 

4 
4 
4 
4 
4 
4 

4 
4 
1 
4 

2 

4 
4 
4 

.4 

4 
4 
2 

4 
3 
4 

2 
2 

4 

3 

4 until identified 

4 until identified 
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coverage for a specific hazardous materials shipment or fixed 
facility. Finally, this information can be used to allow indi
vidual emergency response units and the organizations that 
manage them to examine their current capability and identify 
the additional personnel, training, and equipment necessary 
to advance to a higher level of response capability, if deemed 
appropriate. This analysis environment can be easily extended 
to assess the value of establishing regional response teams 
that might have greater capabilities than local teams. The 
regional team would cover a larger area, and the necessary 
resources required to operate the team would be distributed 
over several jurisdictions. 

CASE STUDY 

To illustrate the use of this methodology in practice, these 
techniques were applied in performing an emergency response 
capability assessment for a selected county in southern Texas. 

County Response Capabilities 

The county currently has three fire departments that could 
respond to a potential hazardous materials incident. Each 
department was contacted and requested to fill out a capa
bilities survey. On the basis of the completed response, each 
department was assigned a capability rating as summarized 
in Table 3. The necessary requirements for each department 
to improve to the next capability rating are also included in 
Table 3. 

Fire Department 1 is currently the most qualified response 
team in the county and has a Level 3 rating. This team requires 
only additional training to move from Level 3 to Level 2. 
Improving to Level 1 would require adding a second team 
leader and obtaining fire resistant coveralls for the team. 

Fire Department 2 currently does not qualify for a Level 5 
rating. By developing an emergency response plan and pro-
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viding department members with minimal hazardous mate
rials training, the department would be able to achieve a Level 
5 capability. 

Although Fire Department 3 was also assigned a Level 3 
capability rating, the department would require additional 
training and upgrading of the self-contained breathing ap
paratus from 30- to 60-min capacities to reach Level 2. An 
increase to Level 1 capability would require adding equip
ment, upgrading personal protection equipment, and adding 
training. 

Establishing Required Response Capability 

A commodity flow study carried out at the proposed site 
enumerated the types of hazardous materials that pass through 
the county. From Table 2, materials within Classes 1.4, 1.5, 
3.1, 3.2, 3.3, 4.1, 4.2, 4.3, 5.1, and 5.2 were identified as the 
materials involved. On the basis of the corresponding mini
mum response team capability needed among these groups, 
Class 4.3, materials that are dangerous when wet, requires 
the highest level of response capability at Level 2. Conse
quently, qualified response can only be met by units with 
capabilities of Level 2 or Level 1. At a minimum, there
fore, having at least one Level 2 team within the county is 
necessary. 

Measuring Response Coverage 

Using network optimization algorithms designed to determine 
minimum travel times from any point in the county to all 
other points, minimum response times to various highway 
locations in the county were computed. Figure 2a shows a 
map of the major highways in the county. Figure 2b shows 
the same map with highway names removed and the addition 
of a unique number assigned to each major junction. In Figure 

TABLE 3 Summary of Case Study Responder Capabilities 

Fire Capability Required Improvements to Reach Next Level 
Dept Rating 

1 Level 3 To acquire Level 2: 2 Team Members with Specialist Training 

Support Personnel with Technician 

- Training 

2 Not rated To acquire Level 5: Jurisdiction acquire HM Response Plan 

Senior Officer with First Responder 
Operations Training and Incident 
Command Training 

Support Personnel with First Responder 
Awareness Training 

3 Level 3 To acquire Level 2: Senior Officer with advanced training 

2 team members with Specialist Training 

Support Personnel with Technician 
Training 

PPE must upgrade to 60-min SCBA's 
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(a) 

(b) 

FIGURE 2 County road network: (a) major highways, 
(b) numbered junctions. 

2b, the locations of Fire Departments 1, 2, and 3 correspond 
to Intersection Points 1, 6, and 12, respectively. 

The map in Figure 2b was used as the basis for determining 
the most rapid response time from each responder to each 
point in the county. Table 4 gives a summary of calculated 
response times, presented as a matrix by response team and 
highway location. 

The results of this analysis can be used to illustrate the 
array of options available to the county. Initially, if the haz
ardous material ranked under Class 4.3 from Table 2 did not 
pass through the county, emergency response coverage would 
be adequate and no improvements would be required. Be
cause of the existence of this material, at least one of the fire 
departments should be upgraded to Level 2 capabilities. From 
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TABLE 4 Response Times Within the Texas County 

Response 
Times 
(min) 

Junction Number Fire Dept Fire Dept Fire Dept 
(Figure 2) 1 2 3 

1 0 39.74 46.61 

2 1.39 38.35 45.22 

3 7.94 31.80 38.67 

4 31.50 8.24 15.11 

5 38.49 1.25 8.12 

6 39.74 0 6.87 

7 62.06 22.32 29.19 

8 54.62 36.25 43.12. 

9 31.87 48.08 54.95 

10 48.92 12.86 19.73 

11 40.21 16.95 23.82 

12 46.61 6.87 0 

13 81.61 41.87 35.00 

J4 44.93 47.47 40.60 

Table 3, Fire Department 1 be the least expensive to upgrade. 
However, if a response time of more than 60 min is considered 
unacceptable, this department has two areas with excessive 
response times (from Table 4). This might indicate that the 
extra expense to upgrade Fire Station 3 should be incurred. 
If the acceptable response time were established as 45 min, 
Fire Departments 1 and 3 would both require upgrading to 
Level 2 capability. Collectively they could then respond within 
this window to any potential hazardous materials incident that 
might occur in the study region. 

EXTENDED APPLICATIONS 

Although the discussion presented centers on emergency re
sponse planning for hazardous materials, this approach can 
be extended to regional- and national-level planning, real
time incident management, and applications involving earth
quakes, floods, fires, and other emergencies. 

Regional and National Planning 

The process discussed in this paper is directly applicable to 
broader planning processes. Extending this to regional and 
national plans is straightforward. The approach to evaluating 
responder qualifications and material classifications remains 
unchanged. Response times would be adjusted to reflect the 
level under consideration. 

By establishing a uniform procedure for hazardous mate
rials incident planning, such as the one presented, the plan
ning process becomes consistent and easily adaptable to any 
planning level. 
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Incident Management 

With the appropriate communications links, this emergency 
response planning methodology can be extended to encom
pass incident management. When an incident is reported, the 
location and material involved would be used to identify and 
contact the nearest qualified responder. The time for that 
responder to arrive at the scene could be reported to the acting 
incident commander, giving that person critical information 
on which to base decisions concerning immediate actions that 
should be taken. 

This information could also provide input into an overall 
emergency management package that included evacuation and 
rerouting capabilities. The location of sensitive areas could 
be provided to the incident commander to allow that person 
to make informed decisions about personnel and equipment 
deployment, cordoning, containment, and evacuation, if 
required. 

Other Emergencies 

Although response to hazardous materials emergencies has 
received much attention in the form of legislation and public 
concern, other emergencies that often affect significantly larger 
populations and geographic areas occur frequently, albeit ran
domly. Forest fires, floods, earthquakes, and other natur.al 
disasters require varying levels of emergency response that 
could be evaluated by extending this methodology. In a similar 
manner, this methodology could be applied to police work. 
Special teams, such as SWAT teams, have different levels of 
qualifications for different situations. 

In these instances, the definition of capability ratings and 
location of qualified teams will vary, but the approach is iden
tical to the one used for hazardous materials emergency re
sponse. Overlaying this information on a spatial platform adds 
a new dimension to incident management and planning that 
has previously been unavailable. 

CONCLUSIONS 

Effective emergency response in the event of a hazardous 
materials incident can be literally a matter of life or death. 
The best way to ensure an effective response is through ad
equate planning and preparation. Planning requires infor-

. mation about the responders, the possible incidents, and the 
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time involved. Preparation requires having qualified re
sponders available. 

The approach presented herein provides a systematic pro
cedure for achieving this goal. The response capabilities within 
a planning area can be uniformly evaluated. As finances be
come available, response teams can be upgraded using a log
ical and consistent rationale. 

This methodology is extremely flexible and can be used in 
a variety of applications. It can be applied at the local, re
gional, or national level for single jurisdictions or multiple
planning areas. Whether a potential incident occurs at a fixed 
facility or while in transport, the methodology is equally valid. 

Effective emergency response coverage for natural and man
made disasters is essential to the well-being of our population 
and the environment. A consistent, flexible approach, such 
as the one presented here, can facilitate this goal. 
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Canada's National Capital Region 
Goods Movement Study 

DONALD 0. STEPHENS, Juuus M. L. GoRYS, AND DAVID S. KRIGER 

The economic viability of an urban area is closely related to the 
availability of an adequate transportation system. The ability to 
transport goods efficiently to, from, and within the urban area is 
a critical element in the promotion of continued economic de
velopment. Therefore, the planning of transportation facilities 
must be cognizant of the needs and requirements of all users, 
including those of the goods movement industry. This requires a 
clear understanding of goods movement operations and charac
teristics. A high priority had been placed by the various levels of 
government on the development of a goods movement data base 
and a review of a number of issues and policy considerations 
facing the local trucking industry in Canada's National Capital 
Region (NCR). Consequently, in 1989, a study of the character
istics of and issues surrounding goods movement in the NCR was 
undertaken. The study provides a sound data base for urban 
goods movement planning in the NCR. It also provides insight 
into data collection and policy issues of interest to planners in 
other cities. The findings of that study are reported. 

Historically, issues related to urban freight transportation have 
received less attention than issues related to urban passenger 
transportation. In recent years there has been renewed in
terest in undertaking goods movement studies to better define 
its economic importance, outline its nature and role, ascertain 
its traffic impact and the impact of traffic on its operations, 
develop policies and regulations, and implement strategies. 

In 1987 a study of urban goods movement operations was 
completed for metropolitan Toronto, Canada's largest mu
nicipality. Its findings created considerable interest in the sub
ject area. The need to undertake studies for other commu
nities to evaluate whether conditions, problems, solutions, 
and policies were similar to those found in that analysis was 
soon made apparent. 

A study was initiated in 1989 by the member agencies of 
TRANS, a joint technical committee on transportation sys
tems planning to investigate the nature of goods movement 
operations in Canada's National Capital Region (NCR). The 
NCR encompasses Canada's capital: Ottawa, the neighboring 
city of Hull, and the surrounding suburban and rural com
munities. Its boundaries closely approximate the Regional 
Municipality of Ottawa-Carleton (RMOC) in Ontario and the 
former Communaute regionale de l'Outaouis (CRO) in Que
bec (Figure 1). The urban area is bisected by the Ottawa 

D. 0. Stephens, Transportation Planning Division, Regional Munic
ipality of Ottawa-Carleton, Ottawa-Carleton Centre, Cartier Square, 
111 Lisgar Street, Ottawa, Ontario, Canada K2P 2L7. J.M. L. Gorys, 
Urban and Regional Planning Office, Ministry of Transportation of 
Ontario, 1201 Wilson Avenue, 3rd Floor, West Tower, Downsview, 
Ontario, Canada M3M 1J8. D.S. Kriger, Delcan Corporation, 2001 
Thurston Drive, P.O. Box 8004, Ottawa, Ontario, Canada KlG 3H6. 

River, which also defines the provincial boundary between 
Ontario and Quebec. 

A steering committee composed of representatives of mu
nicipal, regional, provincial, and federal governments guided 
the project, which was undertaken by a consultant. Through
out the duration of the study, trucking industry associations 
and trucking operators, law enforcement and emergency 
response agencies, and other government offices were 
consulted. 

CONTEXT 

The NCR had a 1990 population of 922,000, making it the 
fourth largest urban area in Canada. The region's economy, 
however, is principally based on government functions-about 
60 percent of all employment is in services and public admin
istration. Consequently, it does not have the firms that tra
ditionally generate or attract much truck traffic, such as in
termodal transfer, manufacturing, and wholesaling. One 
indication of this is that Ottawa-Hull ranks only 11th among 
major Canadian urban areas in terms of for-hire trucking 
revenues by origin, and 7th by destination (1). 

The NCR has several other unique attributes that figure 
prominently in goods movement: 

•Because the urban area is spread over two provinces, 
truckers operating in both parts must conform to several sets 
of regulations. These are directed primarily at serving intercity 
goods movement. Multiple urban jurisdictions are common 
in the United States but rare in Canada. 

• Most roads and highways in the NCR are under munic
ipal, regional, or provincial jurisdiction. The federal govern
ment operates scenic parkways in the NCR from which com
mercial vehicles are prohibited. 

• The federal government is responsible for the five inter
provincial bridges across the Ottawa River. Only three are 
open to commercial vehicles. The proximity of these bridges 
to the central areas (central business districts) of Ottawa and 
Hull necessitates the routing of truck traffic through or near 
the core, regardless of origin and destination. 

• Problems of access to the central areas and the inter
provincial bridges are further complicated by the lack of a 
direct, high-capacity link between the bridges and the freeway 
network on the Ontario side. The significance is that both 
sides of the Ottawa River tend to be served by depots located 
on the Ontario side; this is evidenced by the proportion of 
development in Ontario (i.e., in the RMOC): 83 percent of 
employment and 77 percent of population. 
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FIGURE 1 NCR study area. 

STUDY OBJECTIVES 

The four principal objectives of the study were to 

• Collect information on the travel patterns an~ costs of 
goods movement operations in the NCR, 

• Evaluate the effectiveness and effects of goods movement 
on the existing transportation network, 

• Evaluate the implications of possible changes to the ex
isting transportation network with regard to current and fu
ture goods movement operations, and 

• Review the policies and restrictions governing the move-
ment of goods in the NCR. 

Urban goods movement issues can be generally grouped 
into four broad categories: transportation planning, traffic 

' / '-/ 

engineering and design, safety, and its economic relationship. 
The objectives of the study were somewhat shaped by the 
issues at hand. Specific to the NCR was the need to address 
the following: 

• The adequacy of current building bylaws and,- in partic
ular, on-street parking and loading regulations in the two 
central areas; 

• The characteristics of interprovincial goods traffic as they 
pertained to the bridges and to through movements in the 
central areas; 

•The adequacy of the NCR truck route networks and the 
need to institute a dangerous goods truck route system as 
well; 

•The costs of goods movement operations in the NCR and 
the effects of congestion on these costs; and 
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• The means of incorporating urban goods movement con
siderations into the urban transportation planning process, 
particularly in light of the influence of land use plans and 
policies. 

METHODOLOGY 

Three data collection methods were used to collect quanti
tative and qualitative information on goods movement activ
ities. Survey I consisted of three truck origin-destination 
surveys. Survey 2 represented three follow-up telephone sur
veys. Survey 3 consisted of several "focus group" sessions 
(Figure 2). 

A major component of the data collection program was the 
bilingual origin-desti_nation mail-back surveys (Survey I). This 
survey had three components: A, the principal sampling. of 
overall goods movement activities, and two special-purpose 
surveys-B, which constituted a survey of "external" vehi
cles, and C, a documentation of vehicles that crossed the 
interprovincial bridges. 

The sampling frame established for the survey was the pro
vincial (state) commercial vehicle registrations in the subject 
area, consistent with previous studies in Toronto, Vancouver, 
and Chicago. However, unlike those studies, multiple regis
tries were used (i.e., those of both Ontario and Quebec). 
Since major ,differences existed in the two provincial classi
fication systems, a common means of classifying vehicles was 
developed on the basis of vehicle weight. Vehicles were cat
egorized by weight class and body type into three groups, 
labeled light, medium, and heavy for convenience. 

There were approximately 59 ,600 trucks registered locally 
in the NCR on the basis of provincial records, although the 
actual truck population in the NCR was estimated to be about 
24,000. The difference is explained partly by seasonal varia
tions (the surveys were conducted in late autumn), a variation 
in vehicle registrations between the provinces, and an activity 
rate affected by the beginning of the economic downturn. 

For Survey IA, 3,650 trucks were sampled (6.2 percent), 
but only 2,520 were active in goods movement. (The sample 
was weighted to get greater representation of heavier vehi-

Survey 1 
Truck 0-D Surveys 
A. NCR Trucks 
B. External Cordon 
C. lnterprovincial 

Focus Groups 

Survey 2 
Telephone Surveys 
A. Detailed Information 
B. Dangerous Goods 
C. Exceptional Loads 

• Policy Issues 
• Problem Areas 
• Improvements 

FIGURE 2 Data collection. 
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cles.) Completed responses were obtained from 710, whereas 
250 trucks, or approximately I percent of the actual NCR 
truck population, recorded trips on the day of the survey in 
the NCR. 

It was recognized that externally based vehicles were also 
active in the study area, making pickups and deliveries, and 
subject to the same conditions as locally based vehicles. Ac
cordingly, a sample of externally based vehicles (i.e., vehicles 
registered outside the NCR) was selected from data collected 
at a cordon drawn across highways near the NCR boundaries. 
A sample of 700 trucks was drawn from the observed popu
lation of 2,870 trucks from which registry data were available; 
completed responses were obtained from 130 trucks for 
Survey lB. 

One of the principal issues in the NCR was the need for 
additional interprovincial bridge capacity. A separate survey, 
IC, focused on all commercial vehicles crossing the existing 
bridges linking the provinces of Ontario with Quebec. A sim
ilar sample of 700 trucks was drawn from an observed 
population of 2,866 trucks; 96 completed responses were 
obtained. 

Each survey targeted vehicle trips made over a 24-hr pe
riod-Tuesday, December I2, I989, for Survey IA, and 
Tuesday, October 24, I989, for Surveys lB and IC. The first 
part of the survey requested information on tl).e respondent's 
firm, fleet size, and type of business. 

The second part requested information on the vehicle's 
characteristics, load/commodity, trip origin, destination, tim
ing, and routing information over that 24-hr period. The 
results from these surveys were edited, validated, weighed, 
and expanded. A combined origin-destination trip matrix was 
then calibrated according to observed values collected along 
major regional screenlines. 

Telephone surveys were undertaken to collect detailed in
formation from trucking managers and dispatchers on their 
organizations, general characteristics, perceptions and prob
lems, and operating costs. The sample was stratified according 
to factors such as economic sector, fleet size, and composition. 
The first survey sampled 100 firms, from which 7I valid in
terviews were collected. The other surveys focused on dan
gerous goods carriers (22 interviews of 30 sampled firms) and 
exceptional load carriers (28 interviews of 30 sampled firms). 

Four focus group discussion sessions were held in English 
and French with representatives of interested parties to fur
ther explore the traits and conditions identified in the previous 
surveys. The sessions included trucking operators, police forces, 
and industry associations. 

PRINCIPAL FINDINGS 

It was estimated that there were approximately I53,100 goods 
movement trips made daily in the NCR in I989. Goods move
ment trips accounted for about 11 percent of all vehicular 
trips. Eighty-five percent of all trips involved an RMOC origin 
or destination, compared with 9 percent for CRO points and 
6 percent for external locations. Areas with high concentra
tions of industrial activity and transportation and communi
cations industries generated the largest numbers of goods 
movement trips. 
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Only 8 percent of all trips had an origin or destination in 
the central area of Ottawa-Hull. About 96 percent of goods 
movement trips from the RMOC were contained within the 
RMOC, whereas 74 percent of goods movement trips from 
the CRO were contained within the CRO. Only 2 percent of 
the trips involved crossing the provincial border between the 
RMOC and the CRO. 

Goods movement activities were found to be greater on the 
Ontario side of the NCR (Table 1). However, the combined 
NCR trip generation rate of 0.16 trips per person was com
parable with that observed in the 1987 metropolitan Toronto 
study. 

Interprovincial trips (Survey lC sample) constituted about 
5 percent of all NCR goods movement trips, with slightly 
greater involvement of Ontario-based vehicles. In addition, 
some 53 percent of external trips were identified as being 
through trips and did not involve either an NCR origin or 
destination. Close to one-half of trips in the central areas were 
through trips as well. 

Goods movement trips originating in and destined to the 
same zone accounted for over half (57 percent) the unlinked 
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trips. It is recognized that this rate is somewhat dependent 
on zone boundaries, but a significant proportion (37 percent) 
of linked trips were also intrazonal. Unlinked trips repre
sented the true origin/destination sequence of movements, 
whereas linked trips were desire line patterns of stops served 
from the vehicle's base of operations. 

The overall average daily trip rate was 8.7 trips per vehicle, 
comparable with the rates observed in Toronto (9.7) and Van
couver (7.7) (2; summary of 1988 Vancouver truck survey). 
Medium-sized trucks tended to have the most stops per ve
hicle, whereas the heaviest group of trucks had, predictably, 
the highest trip times and trip lengths (Table 2). They also 
tended to have a greater proportion of external versus local 
trip origins/destinations than did the smaller trucks. 

Because all interprovincial trips pass through or near the 
urban core, it was found that compared with all other internal 
trips, these were longer, on the average·, and had lower av
erage speeds (Figure 3). 

An indication of the differences between intraurban and 
interurban travel was found by examining the trips per vehicle 
in Surveys la and lb. The average of 12.0 trips per vehicle 

TABLE 1 Population, Employment, and Trip Generation 

Area 

Population 
Employment 

Per capita employment 
Trips generated: 

per capita 
per job 

RMOC 
(Ontario) 

706,400 (77%) 
381,100 ( 83%) 

0.54 

0.18 
0.34 

TABLE 2 Overall Average Trip Characteristics 

Province 
Of 
Registration 

Ontario 

Quebec 

Ontario 
& Quebec 

Class 
Of 
Truck 

Light 
Medium 
Heavy 

All 

Light 
Medium 
Heavy 

All 

All 

Trips 
Per 
Vehicle 

9.7 
10.3 
5.4 

9.1 

4.2 
7.4 
6.0 

5.9 

8.7 

CRO 
(Quebec) 

215,800 
77,000 

0.36 

0.07 
0.20 

Trip 
Length 
(km) 

12 
14 
75 

19 

21 
22 
41 

34 

20 

(23%) 
(17%) 

Trip 
Time 
(min) 

17 
21 
72 

23 

** 
32 
43 

40 

25 

NCR 
(Combined) 

922,200 
458,100 

0.50 

0.16 
0.32 

Stop 
Time 
(min) 

31 
29 
54 

33 

** 
44 
27 

32 

32 

-----------------------------------------------------------
** insufficient data 
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FIGURE 3 Interprovincial goods movement characteristics. 

for trips completely internal to the NCR and 3.5 trips per 
vehicle at the external screenlines is consistent with the dif
fering forms of operation (Table 3). 

The external trip data also showed that vehicles engaged 
in intercity travel were making multiple stops in the urban 
area (although information on the ultimate origin or desti
nation of transshipped goods was not collected). 

Whereas the heavy truck population is small compared with 
that of lighter trucks, the impact on the transportation net
work was disproportionately higher, based on heavy trucks' 
passenger car equivalents. In terms of actual distance trav
eled, light trucks dominate, but heavy vehicles (including trac
tors) have a much greater effect on capacity-60 percent 
greater than actual distance traveled (Figure 4). 

Goods movement trip generation largely coincided with the 
normal business day. Ninety-five percent of firms surveyed 
indicated that they were in operation between 8:00 a.m. and 
4:00 p.m., in part governed by customer demand. Peak-period 
congestion tended not to be a factor in determining the hours 
of operation. Only 18 percent of truck trips were generated 
during the two commuter peak periods (Figure 5). 

In examining the destination, size, and composition of loads, 
it was found that 

•Deliveries were more than twice as frequent as pickups; 
• Fewer pickups and deliveries to the Ottawa and Hull 

central areas (70 and 40 percent, respectively) used off-street 

Vehicle km Travelled 
Internal NCR Trips Only 

81 

Vehicle Equivalent km Travelled 
Internal NCR Trips Only 

Ught(68%) 

-~:~:=~) 
(55%) 

(6%) 

Medium (16%) 

0 Light= 1.0 VKT 12] Medium= 1.5 VKT • Heavy= 2.0 VKT •Tractor= 2.0 VKT 

FIGURE 4 Trip characteristics. 
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FIGURE 5 Hourly trip distribution. 

facilities than was the case for the NCR in general (80 per
cent); 

•Aside from ''other'' goods, finished or processed products 
represented the largest category of goods carried; 

• One-third of all vehicles were empty, 18 percent were 
full, and the remainder were carrying partial loads; 

• Only 2 percent of commodities transported were dan
gerous goods; 47 percent of the dangerous goods were flam
mable liquids and compressed gases; and 

• Less than 1 percent of goods transported were oversized 
or overweight loads requiring special transport permits. 

Multiple regression analysis was used to develop truck trip 
generation rates based on the origin-destination data. The 
analysis derived generation rates as a function of zonal pop-

TABLE 3 Mean Trip Characteristics (Ontario and Quebec) 
------------------------------------------------------------------
Category Survey la 

(internal) 
Survey lb 
(external) 

------------------------------------------------------------------

Trips per vehicle 
Trip Length (km) 
Average Trip Time (min) 
Average Stop Time (min) 

12.0 
10.5 
15.8 
27.9 

3.5 
71. 2 
72.0 
54.9 

------------------------------------------------------------------
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ulation and employment. It was found that 

• Population has a minor influence on truck trip generation, 
• Government (public administration and related agencies) 

is not a large generator of truck trips, 
• Equations for both light and medium trucks each have 

high coefficients of correlation (approximately 0.90), and 
• Equations for heavy trucks exhibit small coefficients of 

correlation (0.362). 

The equations are useful in providing order-of-magnitude 
forecasts of truck trip generation. More precise forecasts might 
be derived from detailed surveys of major generators at the 
individual site level or at office or industrial parks. In addition, 
the randomness inherent in truck pickup and delivery itiner
aries requires a more elaborate tracing of representative in
dividual vehicles, both to corroborate observations and to gain 
further insight into daily variations. Finally, the trip genera
tion rates were based on the relative aggregate indicators of 
population and employment; other indicators-notably 
measuring construction activity as an indicator of heavy truck 
activity-are required. 

VALUE OF GOODS MOVEMENT AND THE 
IMPACT OF CONGESTION 

The cost of transporting a product or its component parts 
accounts for a small, yet pivotal, portion of the final price of 
a product, and ultimately it reflects on the relative competi
tiveness or economic viability of a community. Under ex
treme, prolonged conditions, congestion also influences the 
location of industries that are dependent on truck access (3). 
The operating costs of moving goods in the NCR are affected 
directly by factors such as congestion, whose costs are passed 
onto consumers in the form of increased prices. 

To obtain a measure of the value of goods movement in 
the NCR and the impact of congestion, hourly operating cost 
data were obtained from in-depth operator interviews (Survey 
2a). These were confirmed by other operators during the focus 
group discussions. On the average, hourly operating costs 
ranged from $30.00 to $47.50 (Canadian dollars) for vehicle 
and driver, depending on the class of vehicle used. 

Though not directly comparable because of the size and 
economic base served, Toronto costs ranged from $28.15 to 
$36.00 (1986), and Montreal costs were between $35.15 and 
$43.40 (1988) (2; data provided by Association du Cammion
nage du Quebec from a 1988 study of its members in the 
metropolitan Montreal region). The NCR averages were not 
comparable with the provincial averages for Ontario and Que
bec. This was expected given the dominance of interurban 
trucking and related economies of scale in the provincial cost 
data. However, the average operating costs generally were 
the same across the NCR (whereas the two provincial averages 
differ). This suggests that the location of a firm and its source 
of labor are not dependent on the provincial jurisdiction within 
the NCR. 

The NCR costs were applied to average daily vehicle hours 
of travel based on trip rates, and mean travel and stop times, 
by vehicle class. Expansion factors were then applied to rep
resent annual levels of travel and cost. The total cost of mov-
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ing goods in the NCR based on this approach was estimated 
to be about $500 million annually. 

Approximately one-half of the operators interviewed (Sur
vey 2) believed that congestion contributed significantly to 
their operating costs. However, in examining the most com
monly cited areas of congestion, it was found that location 
influenced the identification of congestion points only to a 
certain extent (i.e., frequency of use of a facility to the op
erator's location). 

Congestion costs were determined from Survey 1 data by 
grouping trips by vehicle class by time of day, comparing 
travel time differentials, and then applying hourly costs. It 
was found that approximately 15 percent of morning and eve
ning peak-period travel time was directly attributable to 
congestion, consistent with the experience of operators in 
Survey 2. The cost of congestion to the goods movement 
industry during the peak hours was estimated to be between 
$14 million and $18 million annually. 

However, peak truck activity occurs outside the peak pe
riods (i.e., 9:30 a.m. to 3:30 p.m.). Congestion, though re
duced significantly in most areas, is also evident and may be 
attributable to, among other things, less road capacity due to 
on-street parking. It was determined that 11 percent of travel 
times for trips beginning between the two peak periods could 
be attributable to congestion, and the cost was estimated to 
be between $25 million and $33 million. The overall cost of 
congestion was between $40 million and $50 million, or ap
proximately 8 to 10 percent of the annual cost of goods move
meQt in the NCR (Figure 6). 

ISSUES 

A series of issues was identified by the surveys of shippers 
and operators and by the focus groups: 

•The inadequacy of on-street loading facilities, 
• Congestion in both central areas, 
• Operational and geometric constraints, 
•Too many parking/stopping restrictions, 
• Inconsistencies in and quantity of regulations among the 

jurisdictions (municipal as well as provincial), 

..,.,. 

"' z 
0 
3 
:E 

•The utility of a dangerous goods truck route network, 
• The need for more interprovincial bridges, 

600 ~ Total cost (without congestion) 

~ Average congestion cost 
500 

400 

300 

200 

100 

0 
Peak Periods Off Peak Period 

Daytime 

$45 

Total 

FIGURE 6 Cost of congestion. 
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•An already inadequate and shrinking truck route net
work, and 

• The need for improved and increased communications 
among those involved in goods movement in the NCR. 

These issues were evaluated in the context of the data col
lected and the ability to implement a solution. A manifestation 
of the latter was the opposition by NCR community groups 
concerning the designation of new truck routes near the Ot
tawa central area because of concerns about truck noise, vi
bration, and pollution. The conclusions and recommendations 
of the study were drafted with a view to responding to the 
issues at hand. 

STUDY RECOMMENDATIONS AND DISCUSSION 

There were 14 principal recommendations; they are discussed 
below. An impact assessment of five possible changes to the 
road network also was conducted. Two of those changes dealt 
with the issue of additonal interprovincial bridges. The results 
will be used in the planning and prioritization of new roads 
and bridges. 

The first recommendation was to provide for new alternate 
truck routes bypassing the Ottawa central area to reduce through 
goods movement trips and congestion. The means to do so 
was left to a further study. The second recommendation was 
to increase enforcement of the use of on-street loading/ 
unloading facilities to eliminate infringement by unauthorized 
private vehicles. The largest number of concerns on any issue 
was recorded with regard to on-street loading/unloading in 
the central business district. 

The third recommendation was to enhance existing curbside 
management strategies and to introduce new ones through an 
investigation of new technologies and a better understanding 
of current policies. RMOC already has a curb space man
agement policy for the Ottawa central area (4,5) that gives 
priority to commercial loading after essential needs (such as 
clearance for fire hydrants, bus stops, accesses, and intersec
tions) have been addressed. 

The principal problem in the NCR is common to the down
towns of most North American cities where several trans
portation uses are competing for the same limited space (6). 
A common means of increasing street and intersection ca
pacity is to reduce or eliminate on-street parking and loading/ 
unloading areas (7). 

The intention of the study's recommendation was to seek 
out a strategy as broad based as possible, taking into account 
competition among several users for the curbside lane. It was 
recognized that a more detailed understanding of on-street 
loading/unloading operations would be required, given, for 
example, that the space requirements and duration vary ac
cording to commodity and land use. One such analysis is now 
being undertaken in Toronto, as a follow-up report to the 
1987 Metropolitan Toronto Goods Movement Study. 

The fourth recommendation was to review and revise mu
nicipal bylaws in the respective central areas to ensure their 
adequacy and consistency. For example, a review of municipal 
bylaws indicated that the loading requirements of suburban 
communities appeared to be stricter than those of the inner 
cities. It was also recognized that solutions in this area tend 
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to be long term and cannot be retroactively applied unless 
there are redevelopment opportunities at individual sites. There 
was also a need to acknowledge, on the basis of the stop time 
evidence presented in Table 3, the varying parking and load
ing requirements of goods movement trips based on time and 
truck size. 

Problems concerning interprovincial travel within the NCR 
related to permits required to operate interprovincially and 
the use of the three bridges on which trucks are allowed. The 
fifth and sixth recommendations were drafted with a view to 
considering the results of this study in the future planning for 
bridges and ensuring that local operators were aware of, and 
made available, interprovincial operating requirements. The 
latter recommendation was directed at the needs of inde
pendent operators (which tend not to be part of the interurban 
carrier industry). Larger operators understood the regulatory 
requirements for interprovincial operations in the NCR and 
had few difficulties in meeting them. 

The seventh and eighth recommendations dealt with the 
issue of truck routes, specifically, the "shrinking" truck route 
system and resultant discontinuities, even in emerging growth 
areas. A single, coordinated NCR truck route system (or map 
of one) does not exist. Links have been removed from the 
system in recent years because of complaints from residents. 
Nighttime restrictions have been imposed on other residential 
links. Nighttime deliveries are not prohibited, although 
the activities tend to be confined to industrial and commer
cial areas. A night delivery strategy was attempted at a 
major shopping center but was abandoned as not being cost
effective. 

Reinstituting those removed truck route links would be 
difficult. However, the study recognized and recommended 
that it is important both to enhance the means used to des
ignate routes in the NCR and to ensure that the entire NCR 
truck route system is well known to operators. 

The 9th and 10th recommendations dealt with the issue of 
seasonal load restrictions. These were imposed in the spring 
months to account for structural constraints that occur from 
spring thaw. The resulting discontinuities in the truck route 
network were reported to increase travel times and operating 
costs, especially since some operators had to use a greater 
number of trucks and movements to transport a given load. 
However, it was recognized that road reconstruction incurs 
significant public costs. The conclusion of the report was to 
attempt to minimize seasonal road discontinuities and to fac
tor roads and bridges that are subject to seasonal load re-

-· strictions into the process that determines priorities for facility 
rehabilitation. 

With respect to dangerous goods, it was discovered that 
there are about 500 dangerous goods incidents each year, most 
occurring on private property (i.e., at storage terminals or 
loading/unloading facilities). Municipalities in Ontario and 
Quebec, among them the RMOC, have considered or pro
posed the limitation of urban dangerous goods movement to 
specific truck routes. Operators were generally not in favor 
of the limitations because of perceived cost increases and 
logistical problems. 

The designation of these systems, however, is under pro
vincial jurisdiction. In Ontario, the Ministry of Transportation 
has not designated dangerous goods truck routes because of 
concerns about increased accident and spill risks, additional 
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economic burdens on the trucking industry, and further en
forcement required by police forces. It was subsequently rec
ommended (the 11th recommendation) that the current prac
tice of not designating them be maintained until justification, 
through a risk assessment ascertaining need, is demonstrated. 

The issue of oversized loads was also of interest because 
some 1,120 such permits were issued in the NCR in 1989, the 
movement of some of these loads required police or other 
escorts, and there were regulatory and operational differences 
among municipalities and between the municipality and the 
province governing their movement on facilities under their 
respective jurisdictions. A twelfth recommendation was 
made to establish a committee to address those regulatory 
differences. 

Inherent in all the preceding issues was the need for im
proved and increased communications among those involved 
in goods movement in the NCR. The thirteenth recommen
dation was that the dialogue initiated in this study be main
tained. _In particular, it was also recommended that trucking 
operators organize to speak with a single voice. Currently, 
trucking associations exist by province, region, or industry 
type-no single association represents the entire NCR. 

The fourteenth recommendation was to monitor and refine 
the characteristics and relationships developed in this study 
and to establish liaison with other technical committees to 
evaluate and perhaps apply their strategies. 

CONCLUSION 

The results of the study have focused attention on the needs 
and concerns of the goods movement industry. A number of 
agencies were involved in guiding the study and, conse
quently, have each gained considerable knowledge of the scope 
and magnitude of goods movement operations within their 
communities. 

A strong data base now exists and contains comprehensive 
data on goods movement activities across the NCR. Future 
studies may evaluate the impact specific proposals will have 
on goods movement within the NCR. 

The study represents the largest goods movement survey 
ever undertaken locally and provides a clear understanding 
of local goods movement operations. In short, there is a greater 
appreciation of the travel patterns, costs, and needs of the 
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industry. This is critical for planners and transportation prac
titioners, considering the impact of the goods movement 
industry on the urban economy. Increased costs and delay 
are important factors in the total cost of moving goods and 
are ultimately reflected in the selling price of a product or 
commodity. 

A committee consisting of most of the study's munici
pal and provincial participants has since been formed to de
velop a process by which the findings of the· study can be 
implemented. 
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Truck Travel in the San Francisco 
Bay Area 

M. L. SCHLAPPI, R. G. MARSHALL, AND I. T. !TAMURA 

In travel demand forecasting, truck travel demand is often com
bined with automobile demand and converted to automobile equi
valencies. This typically increases automobile person-trip fore
casts by 5 to 15 percent. This practice does not accurately reflect 
the actual origins and destinations of trucks or the travel demand 
on those roadways where trucks are restricted. Since data on truck 
travel are sparse, a research program was conducted to provide 
information to develop a travel demand model for trucks. The 
model was needed to evaluate alternatives in the 1-880 Intermodal 
Corridor in western Alameda County, California, extending from 
Oakland to San Jose. Although the study area focused on this 
corridor, the model and data base include the entire nine-county 
San Francisco Bay Area. The study area includes this region to 
consider the many trucks that had one trip end in Alameda County 
or passed through the county. The process by which the truck 
travel demand model was developed included the definition of 
trip types and the expansion of survey results as well as the de
velopment of four submodels: trip generation, trip distribution, 
peak-hour factoring, and trip assignment. The model validation 
showed that the truck model does a reasonable job of reproducing 
existing truck travel in the Bay Area. Future project scenarios 
will be tested later. 

This paper documents and summarizes the findings and con
clusions of a study conducted by Barton-Aschman Associates, 
Inc., to collect truck travel data and produce a truck travel 
model for Alameda County and adjacent counties in the San 
Francisco Bay Area. [Alameda County has an area of 1,906 
km2 (736 mi2) and a population of approximately 1.3 million.] 
The report is part of the 1-880 lntermodal Corridor Study 
sponsored by the California Department of Transportation 
(Caltrans) and the Federal Highway Administration. 

The truck travel model was created to improve the ability 
to estimate future congestion in the study corridor (see Figure 
1) and understand how trucks contribute to this congestion, 
since truck travel is not explicitly modeled in the existing 
Alameda Countywide Multimodal Transportation Model. 

FINDINGS FROM OTHER STUDIES 

Two other urban areas have recently conducted surveys on 
regional truck travel for input into truck travel forecasting 
models-Chicago and Phoenix (1-3). Both of these cities 

M. L. Schlappi, Barton-Aschman Associates, Inc., 2233 Watt Ave
nue, Suite 330, Sacramento, Calif. 95825. R. G. Marshall, Barton
Aschman Associates, Inc., 100 Park Center Plaza, Suite 450, San 
Jose, Calif. 95113. I. T. ltamura, Division of Engineering Manage
ment, California Department of Transportation, 1120 N Street, Sac
ramento, Calif. 95814. 

conducted extensive data collection programs and had some 
common findings: 

1. Trip length distribution by size of truck: Generally, the 
larger the truck, the longer the average trip length. 

2. Number of daily trips by size of truck: Generally, the 
larger the truck, the fewer the number of average daily trips. 

3. Daily peak patterns: Truck travel is heaviest in the mid
day period and declines before the p.m. commute period. 

4. Land uses served by trucks: A majority of truck trips 
are destined for retail establishments (25 percent), manufac
turers (20 percent), or terminals/warehouses (20 percent). 

5. Sensitivity to local conditions: Truck (or commercial ve
hicle) travel characteristics may vary in each urban area. For 
example, Chicago is a central hub for truck and rail, Phoenix 
is on a through route from the east to Southern California, 
and Alameda County is a coastal port with very little through 
travel. 

Key factors include, but are not limited to, labor rules (e.g., 
Port of Oakland), break-of-bulk points (e.g., Chicago), the 
location of specific industries (e.g., wholesale distribution, 
trucking companies, and certain manufacturers), and geo
graphic and physical constraints (e.g., tunnels, bridges, low 
undercrossings, mountains, etc.). 

TRUCK TRAVEL SURVEYS 

The primary objective of the truck travel research program 
was to obtain a more accurate and detailed understanding of 
current truck travel. Existing data are limited. Three gaps in 
present knowledge of truck travel in the San Francisco Bay 
Area were identified: time-of-day patterns, origin and des
tination data, and goods carried. 

Four travel surveys were conducted to obtain information 
regarding travel patterns of trucks operating within the San 
Francisco Bay Area: 

•Truck classification counts at 11 freeway locations (see 
Figure 2) for a 5- to 7-day period; 

• Truck-intercept surveys at five California Highway Patrol 
(CHP) weigh stations, which resulted in completion of more 
than 8,000 interviews (see Figure 3), and at four toll bridge 
crossings, which produced almost 700 completed postcard 
surveys; 

•Employer surveys of truck trips generated; and 
• Surveys and interviews with truck drivers, terminal op

erators, and planning staff at the Port of Oakland, which 
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resulted in 1, 172 surveys that represented 3 ,800 daily truck 
trips generated by the port. 

In the employer surveys of truck trips generated, a combined 
telephone and mail-back survey contacted 698 employers in 
Alameda County (see Figure 4) representing more than 36,000 
employees. The overall response rate exceeded 79 percent. 
Responses from 87 companies that had trucks provided de
tailed trip data for 2,700 truck trips. 

The results of these data-gathering efforts were used to 
develop the model. 

SURVEY CONCLUSIONS 

The most important findings of the truck travel research pro
gram are the following: 

• The peak period for truck travel is midday, not in either 
the a.m. or the p.m. peak commute periods. This is consistent 
with findings from other Bay Area and national studies ( 4,5) 
(see Figure 5). 

• Most truck trips in the San Francisco Bay Area are within 
the nine-county Bay Area. At five CHP weigh stations and 
four bridge crossings, 98 percent of the truck trips surveyed 
had either origin or destination in one of the nine Bay Area 
counties. 
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•Many of the approximately 5,000 daily truck trips in the 
Port of Oakland area are local trips that never access a free
way. Trucking is an important component of the port's com
plex, intermodal network of transportation facilities and serv
ices. Most of the truck trips at the port (59 percent) originate 
in the nine-county Bay Area. The San Joaquin Valley, east 
of the Bay Area, accounts for 19 percent of originating truck 
trips to the port. 

•Most employers (68 percent) do not own or lease trucks. 
Brief telephone interviews established which employers did 
not own or lease trucks and which might have trucks and 
should be mailed a truck trip log. For one category of em
ployers (business services), more than 97 percent of those 
contacted did not own or lease trucks. 

•Overall, 35 percent of the employers own or lease trucks. 
However, this percentage varies by employer type and size 
(see Table 1). Large employers are more likely to have trucks 
than small employers. Manufacturing firms are four times as 
likely to own or lease trucks as business service firms. Only 
11 percent of business services firms own or lease trucks, 
whereas 45 percent of manufacturing firms do. A large pro
portion (45 percent) of "other employers," a category that 
includes wholesale companies, own or lease trucks. 

• The disproportionate stratified sample of employers used 
in this study provided a sample of employers that included 
all sizes and industries while minimizing the number of in
terviews. The survey obtained information about the number 

Autos & Other 
...... .,......""" .... ...---- Vehicles 

(AM &PM peak 
volumes) 

*Large Trucks are defined as having six or more tires in contact with the roadway. 
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Hour Ending 

FIGURES Hourly traffic distribution as a percentage of the 24-hr total. 

TABLE 1 Percentage of Employers that Have Trucks, by Size and Type of Company 

Number of Employees 

Employer Type 1-9 10-99 100 + All Sizes of Employers 

Business Services 11 20 28 13 
Manufacturing 41 49 54 45 
Other (includes wholesale) 39 64 68 45 
Retail NA 35 39 35 

All Types of Employers 24 34 48 35 
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of employees the company had and the type of business, as 
well as the truck trip information. This type of survey lends 
itself to creating models of truck travel and goods movements 
because the truck trips can be directly related to employment 
through the use of employer data bases that are readily avail
able. In this study, Equifax Marketing Decision Systems and 
Rich's Everyday Business Directory provided the employer 
data. Employment data are commonly forecast by regional 
planning organizations, so future truck travel can be estimated 
by relating existing truck trip rates to employment forecasts. 

• The intercept surveys combined with the classification 
counts at the weigh stations worked well. They provided 
reliable data at a reasonable cost with no complaints or 
accidents. 

GOODS MOVEMENT 

Although goods movement is the most common reason for 
urban truck travel, collecting detailed commodity data was 
beyond the scope of this study. Furthermore, the relationships 
among industries, modes of transport, and commodities are 
too complex for the present analysis. 

Some commodity data were collected during the truck in
tercept surveys and employer interviews by asking what types 
of goods were being hauled, if any. (No details about weight 
or volume of goods carried were sought.) 

For this study, goods were classified into 10 categories. The 
categories and some examples are given in the following table. 

Goods Category 

Agriculture 
Chemicals 
Construction 
Construction materials 
Empty 
Manufacturing 
Miscellaneous freight 
Retail 
Service 
Waste 

Examples of Goods 

Tomatoes, meats, plants 
Chlorine, liquid nitrogen 
Backhoe, forklift 
Bricks, concrete 
Empty 
Packing supplies, bottles 
Plastic parts, Port-a-Pits 
Food, furniture 
Tow truck, utility 
Garbage, sewer sludge 

Figure 6 summarizes goods distribution by category. Empty 
trucks represented a large proportion of trips. Retail-related 
trips were the next highest among the 10 goods categories. 

Waste··· 
Service 

Misc. Freight 

Construction Materials 

Construction 

Chemicals 
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FIGURE 6 Goods distribution, port survey-inbound 
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PURPOSE OF THE TRUCK TRAVEL MODEL 

The truck travel demand model was developed as part of the 
I-880 Intermodal Corridor Study. The study area is a 48-km 
(30-mi) corridor in western Alameda County, but the truck 
travel study area was expanded to include the entire nine
county San Francisco Bay Area. The model was not intended 
to forecast goods movement but, rather, truck travel. Spe
cifically, it was designed to forecast average weekday and p.m. 
peak-hour volumes for two-, three-, and four-or-more-axle 
trucks. 

TRUCK TRAVEL MODEL DEVELOPMENT 

The truck travel forecasting process consists of four compo
nents: trip generation, trip distribution, peak-hour factoring, 
and trip assignment. The model was developed using existing 
Bay Area highway networks, 1990 Metropolitan Transpor
tation Commission socioeconomic data, and results of various 
surveys conducted in 1991 as part of the overall truck study. 
Truck volume counts from 1991 were used to validate the 
travel model. 

The four surveys described earlier produced three types of 
data, all of which were used to create the model: (a) interview 
survey data from employers, which provided a representative 
sample of truck travel that occurred within the Bay Area; (b) 
intercept survey data, which provided an accurate represen
tation of truck travel for vehicles having at least one end of 
a trip outside of the Bay Area; and (c) classification counts 
at various freeway locations, which provided the information 
needed to determine the diurnal travel patterns and to cali
brate the model. 

Since each survey represents only a sample of truck activity, 
the results were expanded to represent all trucks for each trip 
type. This study assumed that truck travel and goods move
ments remain constant from day to day during the weekdays 
and from week to week during the year. 

The model was designed to estimate travel for three general 
truck trip types and three truck types. The three truck types 
are two-, three-, and four-or-more-axle. The three general 
trip types are external-external, internal-external, and internal
internal. "External" refers to an origin or destination outside 
the nine-county Bay Area region. Internal-external trips have 
either an external origin or destination and include external
internal trips. Internal-internal trips are further subdivided 
into garage-based and linked trips. Garage-based trips are 
trips in which the truck travels from its origin to its destination 
and returns to its origin. Linked trips involve departure from 
the origin and travel to several destinations before returning 
to the point of origin. The internal trips were classified into 
these two categories since there are many trips of both types 
(see Table 2), and they are significantly different. Garage
based trips tend to start in industrial areas and travel else
where, whereas linked trips occur throughout the region. 

External-external trips were modeled by estimating a trip 
table of these trips from the intercept surveys and then fac
toring this trip table on the basis of employment growth for 
future years. Trip generation and distribution models were 
created for internal-external and internal-internal trips by truck 
type. 
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TABLE 2 Employer Survey Trips by Truck Type and Trip Type 

Number of 
Trip Type Axles Trips Percent 

Internal Garage-Based 

2 552 20 
3 240 9 
4+ 178 6 

-
Subtotal 970 35 

Internal Linked 

2 826 30 
3 519 19 
4+ 290 10 -

Subtotal 1,635 59 

Internal-External 

2 48 1 
3 15 1 
4+ 87 3 

Subtotal 150 ,,g 

Total 2,755 100 

For trip generation, equations were formulated for pro
ductions and attractions using methods similar to those used 
when creating a typical regional model. The garage-based trip 
productions were estimated as trip rates using the employer 
survey (see Table 3). The garage-based trip attractions were 
estimated by testing numerous relationships between survey 
trip destinations and the socioeconomic data for the cities in 
Alameda County using multiple linear regression. The soci
oeconomic data considered included total employment, retail 
employment, manufacturing employment, service employ
ment, other employment, population, households, and av
erage household income. The analysis showed that the most 
meaningful correspondence between socioeconomic cate
gories and trip ends was achieved by using either "total em
ployment" or "other employment" categories. This happened 
because the survey trip end data were collected at the city 
level, and the cities in Alameda County are large enough that 
there tended to be a better relationship between the different 

TABLE 3 Trip Production and Attraction Rates by Trip Type, 
Employment Type,.and Truck Type-per 1,000 Employees 

Trip Type/ Truck Ty~e 
Employment Type 2-Axle 3-Axle 4+ Axle 

Internal Garage-Based Productions 

M anu factu ring 11 2 4 
Retail 14 
Business Services 1 
Other Employment 5 4 8 

Internal Garage-Based Attractions 

Other Employment 5 14 
Total Employment 23 

Internal Linked Productions & Attractions 

Total Employment 32 4 7 

Internal-External Productions 

Manufacturing 2 22 
Other Employment 1 9 
Total Employment 4 
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types of socioeconomic data than between the socioeconomic 
data and the survey trip end data. 

Linked trips were estimated in a way similar to non-home
based trip equations. This is because they are similar in that 
most of these trips do not have one end at the employer's 
location. Instead, they are typically delivering goods to a se
ries of stores. Both the trip productions and the trip attractions 
were estimated in the same way as the garage-based trip at
tractions. The trip rates are also given in Table 3. 

The internal-external trip productions were estimated using 
the truck volumes at the external stations, and the attractions 
were estimated by relating the internal ends of the intercept 
survey trip to the socioeconomic data for each city in the Bay 
Area (see Table 3). 

All of the trip generation equations were refined through 
an interactive process in which the model-estimated volumes 
were compared with the observed volumes for each truck 
type. This method produced the final trip generation rates, 
as given in Tables 2 and 3. 

To better understand the approximate number of trips per 
employee by truck type and employment type, the trip rate 
data used to construct this model are summarized in Table 4, 
which indicates that there are 85 truck trips per thousand 
employees for the Bay Area. 

The survey data provided information adequate to develop 
trip distribution submodels for each trip and truck type cat
egory. The trip distribution submodels consisted of standard 
gravity models with friction factors but no K factors. Table 5 

TABLE 4 Trip Rates by Trip Type and Truck 
Type-Trips per 1,000 Employees 

Truck Type 

Trip Type 2-Axle 3-Axle 4+ Axle All Trucks 

Garage-Based 23 2 4 29 
Linked 32 4 7 43 
Internal-External 4 1 7 12 

All Types 60 6 19 85 

TABLE 5 Comparison of Trip Length Distribution
A verage Trip Length in Minutes 

Trip Type Survey Data Model Result 

Internal Linked Trips 

2-Axle Trucks 16 16 
3-Axle Trucks 20 20 
4-or-More-Axle Trucks 29 29 

Internal Garage-Based Trips 

2-Axle Trucks 24 25 
3-Axle Trucks 25 26 
4-or-More-Axle Trucks 40 40 

Internal-External Trips 

2-Axle Trucks 54 53 
3-Axle Trucks 59 58 
4-or-More-Axle Trucks 59 59 

Internal-Internal Port Trips 

3-Axle Trucks 16 16 
4-or-More-Axle Trucks 23 22 
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FIGURE 7 Estimated trip length distribution for internal linked trips. 

summarizes the average trip lengths calculated for the survey 
data and the model for each trip and truck type. The model 
results come very close to replicating the survey data, with 
no more than a 1-min difference for any trip type. In general, 
the two-axle truck trips are the shortest, and the four-or-more
axle trips are the longest. Linked trips were approximately 
30 to 50 percent shorter than garage-based trips. Trip-length 
distributions by truck type for internal linked trips are shown 
in Figure 7. 

The p.m. peak hour (5:00 to 6:00 p.m.) trip tables were 
created by factoring the daily trip tables for each truck type 
and trip type. These factors were first derived from the survey 
data and the external station classification counts. The factors 
were then refined using an interactive process in which the 
factors were adjusted until the estimated volumes matched 
the classification counts as well as possible. The final peak
hour factors are given in Table 6. 

MODEL VALIDATION 

Daily and p.m. peak-hour trip tables were created for two-, 
three-, and four-or-more-axle truck trips. These trip tables 
were then assigned to the Bay Area highway network. From 
these assignments, the estimated vehicle-kilometers traveled 
(VKT) and percent root mean square error (RMSE) were 
calculated. Percent RMSE is the variation between observed 
and estimated data that is expected to occur approximately 
66 percent of the time. The daily validation statistics are given 

TABLE 6 P.M. Peak-Hour Truck Trip Factors 
by Truck Type and Trip Type 

Internal- Internal- External-
Truck Type Internal External External 

2-Axle 0.05 0.04 0.05 

3-Axle 0.04 0.05 0.04 

4-or-Mo re-Ax I e 0.04 0.03 0.04 

in Table 7, and the p.m. peak-hour validation statistics are 
given in Table 8. 

TRUCK TRAVEL SUMMARY 

As indicated by the validation statistics, the truck forecast 
seems reasonable when examined both by county subareas 
and on a link-by-link basis. However, the model has not been 
used to test alternative future scenarios yet. 

Table 9 summarizes the number of daily trips in the Bay 
Area generated by the model for each truck type and trip 
type. Except for the internal-external port trips, external
external trips constituted the lowest percentage of total truck 
trips. The daily vehicle-hours traveled (VHT) for each trip 
type and axle type are presented in Table 10. 

The following observations can be made from Tables 9 
and 10: 

•Daily internal-external trips were 14 percent of the total 
truck trips, yet they constitute 32 percent of the total VHT. 

TABLE 7 Daily Truck Travel Validation Statistics 

Truck Type 

2-Axle 
3-Axle 
4-or-More-Axle 

Estimated/ 
Observed VKT 

1.004 
1.003 
1.026 

Percent Root Mean 
Square Error 

30.6 
57.3 
54.9 

TABLE 8 P.M. Peak-Hour Validation Statistics 

Estimated/ Percent Root Mean 
Truck Type Observed VHT Square Error 

2-Axle 0.993 37.8 

3-Axle 1.000 68.9 

4-or-More-Axle 1.000 70.4 
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TABLE 9 Daily Truck Trip Summary 

2-Axle 3-Axle 4-or-More-
Trip Type Trucks Trucks Axle Trucks Total Percent 

Internal-Internal 

Linked 99,521 11,972 22,209 133,702 50 
Garage-Based 72,086 4,730 14,176 90,992 34 
Port 0 1,430 2,779 4,209 _g 
Subtotal 171,607 18,132 39,164 228,903 86 

Internal-External 13,481 1,852 21,593 36,926 14 

Internal-External Port 0 167 914 1,081 oa 

External-External 233 26 1,251 1,510 

Total 185,321 20,177 62,922 268,420 101 

Percent 69 8 23 100 

a Less than 0.5%. 

TABLE 10 Daily Truck Vehicles-Hours Traveled 

2-Axle 3-Axle 4-or-More 

Trip Type Trucks Trucks Axle Trucks Total Percent 

Internal-Internal 

Linked 32,427 4,306 11,149 47,882 37 

Garage-Based 22,971 1,667 9,803 34,441 27 

Port 0 395 1,028 1,423 ___:!_ 

Subtotal 55,398 6,368 21,980 83,746 65 

Internal-External 14,782 2,291 24,958 41,671 32 

Internal-External Port 0 196 1,066 1,261 -

Externa I-External 454 50 - 2,346, 2,849 2 

Total 70,634 8,905 49,990 129,529 100 

Percent 55 7 39 100 

• Three-axle trips accounted for the smallest percentage of 
total travel (8 percent of trips) and the smallest portion of 
VHT (7 percent). 

a larger sample size would increase confidence in the trip 
generation and trip distribution submodels. 

•Whereas large trucks (with four or more axles) accounted 
for one-third as many trips as two-axle trucks, the corre
sponding VHT for four-or-more-axle trucks was more than 
70 percent of two-axle truck VHT. 

RECOMMEND A TIO NS 

The following suggestions are offered on the basis of the 
experience with this study: 

1. The origins and destinations of trips that begin or end 
within the study area should be geocoded to the transportation 
analysis zone rather than to zones representing entire cities. 
This would allow the creation of more accurate trip production 
and attraction equations. 

2. A larger sample of employers (perhaps three times as 
many, or about 1,800) would be desirable. Since the number 
of employers with three-or-more-axle trucks was very small, 
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