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Foreword 

The papers in this volume focus on current information on pavement and traffic monitoring and 
evaluation; most were presented at the 1994 TRB Annual Meeting in sessions sponsored by the 
TRB Committees on Pavement Monitoring, Evaluation, and Data Storage; OJ? Surface Properties­
Vehicle Interaction; and on Highway Traffic Monitoring. In adc,iition, two papers on metric conver­
sion, sponsored by the Pavement Management Section, appear at the end of the volume. 

Hadley et al. present the quality assurance approach used to verify data being collected and input 
to the Strategic Highway Research Program-Long-Term Pavement Performance (SHRP-LTPP) In­
formation Management System. Daleiden and Simpson take a close look at surface distress data 
being collected on SHRP-LTPP sites and evaluate the two data collection methods. Mohammad et 
al. report on a sophisticated data acquisition system developed for use with the accelerated loading 
device purchased by the Louisiana Transportation Research Center. Gulen et al. report on a study 
by the Indiana Department of Transportation to develop a correlation between pavement service­
ability index (PSI) and _international roughness index (IRI). Lu et al. present a comprehensive 
evaluation of the roughness subsystem of the automatic road analyzer including roughness corre­
lation analysis and development of a new PSI model. Kalikiri et al. discuss current efforts at the 
University of Connecticut toward developing an image analysis and processing system compatible 
with the photolog system used by the Connecticut Department of Transportation for eventual au­
tomated distress evaluation. Grivas et al. present their current efforts toward developing and refining 
a morphology-based image analysis system for pavement surface distress assessment. Flintsch et al. 
evaluate several asphalt-rubber pavement treatments that have been used in Arizona for more than 
25 years. Kim et al. describe a method to measure the spatial distribution and movement of moisture 
in a pavement section through the use of electrical resistance tomography imaging. Arora et al. 
report on several field test sites in Saudi Arabia paved with Sulfur-Extended Asphalt. 

Yandell and Sawyer describe a device called the Yandell-Mee Texture Friction Meter for pre~ 
dieting friction between the tire and pavement surface by simulating a pneumatic tire sliding over 
a wet road surface texture. Tielking and Abraham discuss preliminary results of efforts to measure 
tire footprint pressures through the use of a triaxial load pin array. Streit et al. present a sensitivity 
analysis of the effect of variations in heavy vehicle parameters, speed, and pavement roughness on 
rear wheel loadings. Findley and Chen compare the effect of vehicle heat, represented by a catalytic 
converter, on bituminous pavement with that of solar radiation. Parcells and Hossain report on the 
smoothness of portland cement concrete pavement (PCCP) in Kansas and their experience that led 
toward eliminating the blanking bandwidth in profilograph trace reduction. Kalevela et al. discuss 
a study of the feasibility of using the K.J. Law profilometer to test PCCP smoothness, normally 
measured with the California profilograph. Al-Omari and Darter present and discuss the development 
of a non-linear model to express the relationship between IRI and PSR. Perera et al. describe a 
comparative testing experiment among the four K.J. Law profilometers being used to collect rough­
ness data for the SHRP-LTPP program. Morrall and Talarico discuss the findings of a research 
project to determine the amount of side friction demanded and provided for a range of roadway 
curvatures, vehicle types and speeds, and pavement surface conditions. 

Krukar and Evert present the findings on the basis of 5 years of operation from the automation 
of Oregon's Woodburn port of entry. Dahlin and Novak conducted an analysis of weigh-in-motion 
(WIM) data collected by continuously operating systems at three different sites along the same 
route. Hazen et al. provide the results of an extensive investigation of WIM data from 13 contin­
uously operating WIM stations (some for as long as 20 years) throughout Florida to determine the 
optimal number of WIM sites to provide appropriate data for pavement management systems. 

Turner and Lindly discuss the AASHTO Guide to Metric Conversion, and Lindly et al. describe 
the process of metric conversion and present a general conversion plan. 

vii 
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Strategic Highway Research Program­
Long~ Term Pavement Performance 
Information Management System 

WILLIAM 0. HADLEY, CHARLIE COPELAND, AND SHAHED ROWSHAN 

A major impediment to past pavement research efforts was the lack 
of availability of and access to comprehensive diverse, yet consistent, 
traffic, materials, structural, and climatic data for various pavement 
types. One of the basic objectives or goals of the Strategic Highway 
Research Program (SHRP) was to establish a national pavement per­
formance data base in which to store all of the data being collected 
o~ generated, or both, under the Long-Term Pavement Performance 
(LTPP) Program. Under this program researchers could pursue long­
term pavement performance studies by accessing all sorts of data with 
confidence. The quality assurance approach used in the SHRP-LTPP 
Information Management System to verify the accuracy and correct­
ness of the data it receives and stores before releasing the data to the 
public is presented. In addition, the levels of data release are presented 
and the information sources of benefit to the user are identified. 

A major impediment to past pavement research efforts was the 
lack of availability of and access to comprehensive diverse, yet 
consistent, traffic, materials, structural, and climatic data for vari­
ous pavement types. There is no doubt that data sets containing 
variable and inconsistent data make it extremely risky to develop 
inferential conclusions. Because of the historic problems with data 
comprehensiveness, quality, and consistency, it is of strategic im­
portance to develop a national data base that can overcome these 
shortcomings and allow researchers to pursue long-term pavement 
performance (LTPP) studies by accessing all sorts of data sources 
with confidence. 

LTPP AND INFORMATION MANAGEMENT 
SYSTEMS 

One of the basic objectives or goals of the Strategic Highway 
Research Program (SHRP) was to establish a national pavement 
performance data base (NPPDB) in which to store all of the data 
being collected or generated, or both, under the LTPP Program 
(1). The type of data collected in the LTPP Program and stored 
in NPPDB include the following: 

•Inventory (as built) 
• Materials testing 
•Profile 
•Deflection [falling weight deflectometer (FWD)] 
• Cross profile 
•Distress 

W. 0. Hadley, Hadley and Associates, 12402 Mercury Lane, Austin, Tex. 
78727. C. Copeland, Texas Research and Development Foundation, 2602 
Dellana Lane, Austin, Tex. 78746. S. Rowshan, FHWA, LTPP Division, 
6300 Georgetown Pike, McLean, Va. 22101. 

•Friction 
• Maintenance 
•Rehabilitation 
•Climate 
•Traffic 

The Information Management System (IMS) developed in the 
SHRP-LTPP Program to service NPPDB is composed of five 
nodes-the central node and four regional nodes. The National 
Information Management System (NIMS) is the central node (2), 
which is composed of the hardware and software systems that 
were assembled to house NPPDB. This system is administered by 
and resides at TRB. The four regional nodes are represented by 
the Regional Information Management Systems (RIMS). The data 
generally are checked and entered at the RIMS by the four re­
gional coordination office contractor personnel under the direction 
of a SHRP regional engineer. Periodic uploads are made from 
RIMS to NIMS at TRB. 

A critical function of IMS is to verify and validate the accuracy 
and correctness of the data it receives and stores before releasing 
the data to the public for review, compilation, analysis and re­
search. The NPPDB data must pass a number of quality assurance 
(QA) checks before being released to the public from NIMS: 
These checks verify the presence, reasonableness, and validity of 
the data. The procedures for data checks, as well as data uploads 
to NIMS, are critical elements in the SHRP-LTPP IMS. Data 
uploads include newly acquired data as well as updated or revised 
data that were previously submitted. 

DESCRIPTION OF REGIONS 

The four SHRP regions were selected primarily on the basis of 
climatic and jurisdictional considerations (2). The North Atlantic 
region corresponds to the wet-freeze AASHTO classification, 
whereas . the southern region is situated in primarily a wet­
nonfreeze zone. The north central region is predominantly wet­
freeze, whereas the western region contains both dry-freeze and 
dry-nonfreeze. The regions were adjusted to correspond to state 
boundaries as illustrated in Figure 1 (3). 

Four regional offices were established to coordinate and com­
municate SHRP-LTPP related activities across the United States 
and Canada. Each region includes a group of states or provinces, 
or both, in their jurisdiction, with test sections located throughout 
the defined boundaries. The regional centers then operate as cen­
tral data collection and validation centers for pavement section 
data. Inventory, maintenance, rehabilitation, and traffic data are 
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FIGURE 1 
boundaries. 

SHRP-LTPP regional 

collected at the state level and are then sent to the appropriate 
regional center. The regional centers receive these data from the 
states and collect test and monitoring data on the pavement sec­
tions. All data collected are entered in the RIMS through a menu­
driven system or are loaded by programs reading data from 
machine-readable media. Quality checks are incorporated into all 
update programs, and reports are designed to provide additional 
checks. After verification, these data are transferred to NIMS .. 

The IMS functions performed at the regions involve primarily 
data collection, data validation, and data entry. This is an essential 
IMS element because the regional staff have a working relation­
ship with all of the data providers and the technical expertise to 
judge data quality. 

INFORMATION SOURCES 

Several sources of information are available to describe in detail 
the data housed within the LTPP data base and how it was col­
lected for the IMS. The SHRP-LTPP data collection guide (DCO) 
(4) is the main source of data collection sheets and instructions 
on data collection for the LTPP Program. Detailed DCGs for data 
gathered by SHRP contractors have been developed for the ma­
terials sampling and testiilg and some of the activities of the moni­
toring program. A schema report from IMS provides the. data 
structure as it is implemented in the relational data base manage­
ment system (ORACLE) and illustrates the data tables and the 
fields (or data elements) contained within those tables. The 
schema also identifies the key (index) fields and the data types 
associated with each field. The data dictionary report reference 
from IMS is a more thorough description of each of the fields (or 
data elements) and various items of interest about each of the 
fields. 

DATA COLLECTION GUIDE 

The primary purpose of the DCG ( 4) is to provide a uniform basis 
for data collection during long-term monitoring of the perfor­
mance of pavement test sections under the LTPP study. Data items 
considered to be of high priority for achieving the goals of the 
LTPP Program are identified, but other data items that are desir­
able for inclusion in the NPPDB for other purposes are also in­
cluded. Particular emphasis has been given to the collection of 
those data items considered essential to long-term pavement per­
formance to ensure that crucial data will be available in NPPDB 
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when it is utilized in the future for the development of pavement 
performance models. 

The DCG was initially developed for use with the General 
Pavement Study (GPS) sections, but many of the DCG sheets are 
also used directly with the Specific Pavement Study (SPS) sec­
tions. Additional data sheets and tables have been designed and 
used to record data collected from the SPS project sections . 

SCHEMA REPORT 

The schema (2) is used in NIMS to define the various tables ( cate­
gories of data) and fields (individual pieces of data) and to identify 
how they are to be stored in the IMS data base. Each of the data 
modules is composed of numerous tables (encompassing one or 
more data sheets) and represents a collection of information about 
a specific item, for example, the location of all LTPP pavement 
sections by state, elevation, and coordinates. Each table in turn is 
a collection of records that contain data about a specific pavement 
section. Each record is made up of individual fields that represent 
the smallest piece of information in the data base. The schema 
defines within the data base the fields that belong together as a 
record, the records that reside in a certain table, and the tables 
that compose a specific data module. 

DATA DICTIONARY REPORT 

The data dictionary is a supplemental report (2) that describes for 
the IMS users the various fields or data elements contained within 
each table. The data dictionary entry identifies the origin of the 
data (i.e., what data sheet and time) and presents a brief descrip­
tion of the field (data type), data ranges, and associated 
information. 

The rules associated with the IMS data dictionary determine the 
amount and type of data that may be input in each field. For 
example, the data dictionary defines the length of a field, the type 
of data to be entered (e.g., numeric, alphabetic, date) and the ac-· 
ceptable ranges for the data (e.g., a positive number from 1 tolOO). 

DATA TYPES, ELEMENTS, AND SOURCES 

NIMS is the central repository for all LTPP data. All requests for 
LTPP information or data files from the user community are pro­
cessed at NIMS, which consists of data uploaded from the four 
regional centers along with data entered directly at the national 
center. The data processed directly at NIMS includes the environ­
mental data and all administrative data (e.g., information for new 
pavement sections, experiment assignments, and ·code tables). 
Each region is responsible only for the data on the SHRP pave­
ment. sections located within its assigned states; therefore, there 
is no overlap betwef(_n states of the data collected. The procedures 
for the transfer of information are described in the SHRP Pro­
grammer's Reference Manual (5) and in the LTPP NIMS and 
RIMS User Manuals (6,7). 

LTPP IMS 

IMS QA Process 

The QA concept of data checks is presented graphically in Figure 
2. This QA process is necessary to provide researchers with con-
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FIGURE 2 Data flow in the LTPP IMS. 

fidence that the data are reliable and that their findings and rec­
ommendations are based on quality data. 

The components of the IMS QA plan are performed in the fol­
lowing sequence: 

1. Documentation of data collection procedures for each module 
in· IMS to ensure that data are collected in similar format, types, 
and conditions, and so on; 

2. Regional review of all input at RIMS to identify obvious 
data collection and data entry· errors; 

3. Internal checks at NIMS to identify data entry problems or 
errors; and 

4. Execution of the format IMS QA software programs. This 
component involves nine categories of QA checks defined within 
two release levels. 

/ ... ~ r 
(B) (A) 

TRANSFER DATA DEPENDENCY 
~ :.-. 

Random Checks For INV _ID, I NV _AGE. 

(C) 

3 

IMS Data Entry Checks 

Entry checks programming in the IMS include mandatory, logic, 
range, and data verification checks (8). The mandatory checks 
involve checks for non-null entries in all key fields and other 
designated fields. RIMS will require entry in these positions or 
will invoke an audible warning and message that data are required 
in the field. 

Logic checks are also introduced in IMS and are included to 
ensure data compatibility across tables. The following is an ex­
ample of a logic check: The ''minimum data value s; mean s; 

maximum'' for a giYen parameter. 
Range checks are enforced to ensure that numeric field values . 

fall within a defined value. Both absolute (i.e., theoretically pos­
sible range) and warning (i.e., practical range) limits are used. 

Verification checks are instituted systemwide in IMS to verify 
that the SHRP-LTPP sections have been authorized for the LTPP 
Program before any data from that section can be entered in IMS. 

Level 1: Section Release 

The first release level is a section-by-section release process in­
volving five individual QAfquality control (QC) checks defined 
as Checks A through E (3). It should be noted that the QNQC 
checks are conducted on the individual tables within IMS and not 
on the SHRP sections as a whole. In this process, the Level 1 
release could allow some data to be released for a section (e.g., 
friction results), whereas while other section data that fail to meet 
the checks would not achieve the release status (e.g., climate). 
Each table includes a large number of individual data elements. 

These Level 1 data checks are structured to ensure quality data 
within a particular SHRP section but do not address QNQC re­
quirements between sections, states, and regions. These more so­
phisticated checks are required at the next release level. The Level 
1 release QNQC checks are presented in Figure 3 and involve 
the following activities: 

• Check A: Random checks to ensure correct ·RIMS-NIMS 
upload exchange; 

•Check B: Data dependency checks to ensure that basic, es­
sential section information is recorded in NIMS (e.g., location and 
elevation); 

-.. r ... 
(D) (E) 

MINIMUM DATA INTRA-CHECKS 
DATA f+ RANGES J.-

Intra module 
RIMS-NIMS INV_GENERAL, and Search for minimum Search for data checks between 

INV_LAYER element within outside expected tables In data 
\ . 1·' table from data ranges within module 

.. 
1. Critical elements check module table from 

\ ~ 
2. Range checks data module 

.. 
3. INTRA_MODULE ,, 
4. GPS experiment 

verification 
\.. ,, 

-~ ' ' 

•• Except JNV_ID, INV_AGE. INV_GENERAL, and INV_LAYER tables In Inventory module 

FIGURE 3 IMS Level 1 (section) release quality check. 
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•Check C: Minimum data search for critical elements (e.g., 
friction data should include skid number); 

• Check D: Expanded range checks to identify data elements 
that fall outside an expected range; and 

• Check E: lntramodular checks to verify the consistency of 
data within data modules. 

The five checks (A through E) in the Level 1 release category 
are hierarchical in concept and must be conducted in succession, 
as indicated in Figures 3 and 4. Data elements that do not pass a 
particular QA check must be reviewed for confirmation or revision 
by SHRP regional personnel. In this concept, the data dependency 
checks (Check B) will not be processed until the RIMS-NIMS 
data check transfer (Check A) has been successfully completed. 
Similarly, Check E (intramodular) is not initiated until the range 
checks (Check D) have been successfully completed. After Check 
E has been conducted and the data within the particular IMS table 
have passed the check, that IMS table can be released for public 
use. Once records have passed through Check E, the data are 
available for a sectional release. 

In May 1993 the Level 1 checks were defined and installed 
within NIMS. Four Level 1 data releases were completed using 
the checks. In the process the checks were reviewed, expanded, 
and revised as necessary. 

Level 2: Experiment Release 

A Level 2 IMS release is classified as an experimental release and 
includes QA checks across data modules (9), confirmation of GPS 
experiment and cell assignments (10), and statistical checks on 
the data and IMS tables within each designated GPS experiment 
(11). The successful completion of these checks means that the 
LTPP data would be available for a general experiment-by-exper­
iment evaluation and analysis. The IMS Level 2 release QA/QC 
checks involve the following activities: 

• Check F: lntermodular cross checks to verify existence and 
consistency of data for related categories; 

• Check G: Experiment and cell assignment checks based on 
collected data; 

•Check H: Various checks involving frequency distributions 
and bimodal and variance checks; 

RIMS 
Data 

Transfer 

-· -aOC6pt~ 
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• Check I: Statistical checks for outliers, missing data, and 
completeness of experiment. 

An example of the type of intermodular cross checks (QA/QC 
Check F) included in the QA program is presented in Figure 5. 
To assess FWD data at SHRP sites, it would be essential to have 
information on environment (temperature), materials (layer thick­
nesses and resilient modulus estimates), and depth to rigid layer. 
Similarly, an analysis of AASHTO performance (i.e., present ser­
viceability index) would require information on roughness (pro­
file), cracking and patching (distress), rutting, and surface material 
types. This check is in fact conducted for a specific SHRP-LTPP 
section but represents the type of checks that are performed across 
data modules. This check must be completed before being sub­
jected to the experiment and cell assignment checks (or Check G). 

The experiment and cell verification check (Check G) is essen­
tial for establishing the completeness of each GPS experiment 
matrix. As shown in Figure 6, the process is conducted for each 
SHRP section and involves 

• Confirmation of the GPS experiment assignment, 
• Confirmation of the cell assignment within the GPS experi­

ment matrix, and 
• Assessment of experiment completeness. 

In essence, this IMS QA check is used to ensure appropriate 
GPS experiment assignment and to confirm that the distribution 
of LTPP sections within the experiment matrix is good enough to 
ensure unbiased data. This check must be successfully completed 
before Checks H and I are begun. 

• The variation in data across regions, as well as within 
regions, will be analyzed as part of Check H to assess nonuni­
formity in variance distributions and to check for unusual occur­
rences or biases that may affect future analyses. Examples of this 
type of QA check are presented in Figure 7. 

The final check before an IMS Level 2 release is shown in 
Figure 8 and involves statistical checks _to identify missing and 
aberrant data and to confirm outliers. The process will include 
initial variance analyses at both the regional and national levels 
and preliminary regression analyses to investigate important fac­
tors and variability. in materials, construction, or both. 

Once the data and IMS tables have passed through Check I, the 
data are available for an experiment analysis release. 

FIGURE 4 Data level advancement with quality control checks. 
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FIGURE 5 IMS Level 2: F checks. 
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FIGURE 6 IMS Level 2: G checks. 
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DATA AVAILABILITY 

Data generally are made available to the public from NIMS after 
appropriate QA and QC checks have been concluded. To obtain 
LTPP data from IMS, requests must be made to the TRB IMS 
administrator using a completed LTPP IMS data request form (3). 
All data requests are processed at TRB by the IMS administrator. 

freq 

freq 

FREOUENCY-VAR~NCE 
DATA DISTRIBUTION CHECKS 

thickness 

FREQUENCY-VAR~NCE 
BIMODAL DISTRIBUTION CHECKS 

structural number 

FIGURE 7 IMS Level 2: H checks. 

STATISTICAL CHECKS I ANALYSES 

Data Investigation 

• Missing data 
• Aberrant data 
• Outliers 

Initial Variance Analyses 

• Regional 
• National 

Regression Analyses CPreliml 

• Important factors 
• Materials/construction 

variability 

FIGURE 8 IMS Level 2: I checks. 
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TABLE 1 Examples of Level 1 Releases 

RELEASE DATES 

TABLE JAN. 91 

INV_ID 226 

MON_ SKID 95 

MON_RUT _MASTER 

REF_LAYER 

MON_DEFL_MASTER 

MNT_HIST 

RHB_IMP 

MON_PROFILE_MASTER 

COMMENTS 

In return, TRB will provide the requestor with a package con­
taining the data on the requested media, a diskette containing sig­
nificant portions of the Database Structure Manual (12) , and a 
notice describing major changes to the data base in the previous 
6 months. The package will include a detailed LTPP schema and 
the LTPP data dictionary. The schema identifies the fields in each 
IMS table along with the columns where these data are available 
in flat ASCII files. The LTPP data dictionary contains a descrip­
tion of each field including the size, units, and expected ranges 
and identifies the table name where the field can be found. 

The diskette also houses a report that indicates the codes used 
in the IMS and their associated descriptions. The use of codes 
provides more quality control by reducing the amount of data 
entry and storage. For example, comment codes were established 
for use in recording laboratory test results. Each numeric code 
corresponds to an individual comment relating to conditions that 
may affect the results (e.g., color, condition, insufficient size sam­
ple). The codes and their corresponding descriptions are provided 
on the diskette distribution with each completed request. 

STATUS OF IMS RELEASES 

By November 1992, four public data releases had been made, all 
at Level 1 involving only GPS data. The releases were completed 
at 6-month intervals because of the large volume of data inserted 
in RIMS during this start-up period. This can be seen in the 
amount of data that were released each time (Table 1). The table 
names (e.g., INV _ID) were selected to represent the status of the 
data module with which the table is associated. 

The first data release was in January 1991 and was the initial 
trial of both the data release procedures and the QA/QC checking 
software. This initial release produced many expected anomalies 
involving missing inventory data. Because this information would 
never be available because it either was never collected originally 
or had been lost or destroyed over the years since the GPS section 
had been built, a comments table (12) was added to the IMS struc-

JULY 91 JAN 92 JULY 92 

561 660 685 

416 560 744 

2 355 902 

118 296 495 

497 515 656 

9 20 

2 

2860 3304 

913 2386 2800 

ture so that the regions could document what was missing and allow 
the data to pass through the QA/QC process without being per­
manently held at that level (and never being released). The initial 
release included 226 releasable sections (see INV _ID) and the only 
other module to successfully pass through Level 1 was friction 
(skid). For informational purposes, MQN_RUT_MASTER is the 
table that contains the cross-profile data; REF _LAYER represents 

, the materials and testing data module, which includes records for 
each pavement layer; MQN_DEFL_MASTER represents the FWD 
data; MNT_HISTORY represents the maintenance data; RHB_IMP 
represents rehabilitation data; and MON_PROFILE._MASTER rep­
resents the profilometer data. 
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Evaluation of Strategic Highway Research 
Program-Long-Term Pavement 
Perf ormane.e Surf ace Distress 
Data Collection Procedures 

JEROME F. DALEIDEN AND AMY L. SIMPSON 

Surface distress is commonly perceived to be one of the primary in­
dicators of pavement performance. As such, the collection of these 
data for the Long-Term Pavement Performance (LTPP) program is a 
significant aspect of this overall effort-so significant in fact that there 
have been substantial efforts to develop a distress identification man­
ual and guidelines for the measurement and recording of these dis­
tresses. Elaborate accreditation procedures also have been imple­
mented to provide for the most uniform and consistent data possible. 
To further ensure that adequate observations of these data are ob­
tained, two methods of data collection were utilized. The primary 
method of distress data collection for the LTPP program is from the 
digital analysis of 35-mm film taken of each test section on a routine 
basis. As a backup, manual surveys were conducted, as needed. From 
studies of the distress data collected to date, several observations were 
made. The first, and probably most significant, observation was that 
relatively few of these test sections have much distress. Second, some 
types of the distress occur more commonly than others. A variety of 
potential reasons for the limited occurrence of these distresses are 
considered in detail. The third observation is that there are distinct 
differences in the distress data collected from these two methods of 
distress data collection. Possible reasons for why these differences 
exist are discussed in detail. It is important to recognize these differ­
ences to ensure that the data are not misinterpreted. These limitations 
and distinctions are not intended to imply superiority of one meth­
odology over the other. Instead, the studies should serve to document 
where additional research may be warranted to improve both meth­
odologies. These studies also highlight the importance of not relying 
too heavily on either method of distress data collection alone. 

Considerable quantities of surface distress data have been col­
lected as part of the Long-Term Pavement Performance (LTPP) 
studies. Both manual and semiautomated procedures were utilized 
for the collection of these data. The objectives of this paper are 
twofold. The first objective is to review and summarize the dis­
tress data collected for the LTPP studies to date. The second ob­
jective is to compare and evaluate the differences between these 
two methods for collecting surface distress data on the basis of 
available data. This paper is not intended to prove that one method 
of distress data collection is superior to the other, but rather to 
highlight the differences and limitations of each to aid in the use 
and development of these data collection procedures in the future. 

These studies were limited to distress data from the southern 
LTPP region, incorporating 261 general pavement study (GPS) 
test sections from New Mexico, Texas, Oklahoma, Arkansas, Lou­
isiana, Mississippi, Tennessee, South Carolina, Alabama, Georgia, 
Florida, and the Commonwealth of Puerto Rico. These are stan-

Brent Rauhut Engineering, 8240 Mopac, Suite 200, Austin, Tex. 78759. 

dard sections of in-service highway. Of the 261 sections, 172 are 
asphalt concrete pavement (ACP), 52 are jointed concrete pave­
ment (JCP), and 37 are continuously reinforced concrete pavement 
(CRCP). 

Since the initiation of the LTPP studies in 1988, several rounds 
of both manual and semiautomated distress data have been col­
lected in the southern region. Although limiting this study to the 
southern region introduces some biases in the types of distress 
observed, there is a sufficient distribution of the various pavement 
types and sufficient volumes of distress surveys to be reasonably 
representative of most distress manifestations. This study incor­
porates 586 surveys of ACP, 172 of JCP, and 122 of CRCP. These 
surveys represent multiple rounds of distress data collected at each 
of the test sections noted earlier. 

To highlight the types of distress data being collected as part 
of the LTPP studies, a brief background will be provided on the 
guidelines for the collection of these distress data. Considerable 
effort has been made over the years to develop standard guidelines 
for collecting distress data. These guideli_nes serve an essential 
role in helping to provide greater consistency and uniformity to 
the observations made and the distress recorded. · 

DISTRESS IDENTIFICATION MANUAL 

The guidelines for distress identification for the LTPP studies were 
first published in 1989 (J). These guidelines have gone through 
several iterations since that time, culminating with the most recent 
distress identification manual published in May 1993 (2). The 
LTPP Distress Identification Manual incorporates many of the 
guidelines provided in previous manuals of this type (3-5). Re­
visions to the manual are a direct reflection of areas identified in 
which inconsistencies in interpretation have resulted in problems 
in obtaining uniform and consistent distress data. The distress data 
types collected and their units of measurement are summarized in 
Tables 1 through 3 for ACP, JCP, and CRCP, respectively. 

DATA COLLECTION PROCEDURES 

The predominant methodology employed is classified as semi­
automated distress data collection. The test sections were filmed 
by the PASCO Road Recon Unit. The camera was mounted on a 
boom in front of a vehicle so that it could photograph one full 
lane of pavement at a time while minimizing any potential dis-
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TABLE 1 Asphalt Concrete-Surfaced Pavement Distress Types 

DEFINED 
DISTRESS UNIT OF SEVERl1Y 
1YPE MEASURE LEVELS? 

Cracking 

1. Fatigue Cracking Square Meters Yes 
2. Block Cracking Square Meters Yes 
3. Edge Cracking Meters Yes 
4a. Wheel Path Longitudinal Meters Yes 

Cracking 
4b. Non-Wheel Path Longitudinal Meters Yes 

Cracking 
s. Reflection Cracking at Joints 

Transverse Reflection Cracking Number, Meters Yes 
Longitudinal Reflection Cracking Meters Yes 

6. Transverse Cracking Number, Meters Yes 

Patching and Potholes 

7. Patch/Patch Deterioration Number, Square Meters Yes 
s. Potholes Number, Square Meters Yes 

Surface Deformation 

9. Rutting Millimeters No 
10. Shoving Number, Square Meters No 

Surface Defects 

11. Bleeding Square Meters Yes 
12. Polished Aggregate Square Meters No 
13. Raveling Square Meters Yes 

Miscellaneous Distresses 

14. Lane-to-Shoulder Dropoff Millimeters No 
lS. Water Bleeding and Pumping Number, Meters No 

TABLE 2 Jointed Concrete-Surfaced Pavement Distress Types 

DEFINED 
DISTRESS UNIT OF SEVERI1Y 
1YPE MEASURE LEVELS? 

Cracking 

1. Corner Breaks Number Yes 
2. Durability Cracking Number of Slabs, Yes 

("D" Cracking) Square Meters 
3. Longitudinal Cracking Meters Yes 
4. Transverse Cracking Number, Meters Yes 

Joint Deficiencies 

Sa. Transverse Joint Seal Damage Number Yes 
Sb. Longitudinal Joint Seal Damage Number, Meters No 
6. Spalling of Longitudinal Joints Meters Yes 
7. Spalling of Transverse Joints Number, Meters Yes 

Surface Defects 

Sa. Map Cracking Number, Square Meters No 
Sb. Scaling Number, Square Meters No 
9. Polished Aggregate Square Meters No 
10. Popouts Number/Square Meter No 

Miscellaneous Distress 

11. Blowups Number No 
12. Faulting of Transverse Millimeters No 

Joints and Cracks 

I 
13. Lane-to-Shoulder Dropoff Millimeters No 
14. Lane-to-Shoulder Millimeters No 

Separation 

I 
lS. Patch/Patch Deterioration Number, Square Meters Yes 
16. Water Bleeding and Pumping Number, Meters No 

TABLE 3 CRCP-Surfaced Distress Types 

DEFINED 
DISTRESS UNIT OF SEVER11Y 
1YPE MEASURE LEVELS? 

Cracking 

1. Durability Cracking Number, Square Meters Yes 
("D" Cracking) Meters Yes 

2. Longitudinal Cracking Number, Meters Yes 
3. Transverse Cracking 

Surface Defects 

4a. Map Cracking Number, Square Meters No 
4b. Scaling Number, Square Meters No 
s. Polished Aggregate Square Meters No 
6. Popouts Number/Square Meters No 

Miscellaneous Distress 

7. Blowups Number No 
s. Transverse Construction Number Yes 

Joint Deterioration 
9. Lane-to-Shoulder Dropoff Millimeters No 
10. Lane-to-Shoulder Separation Millimeters No 
11. Patch/Patch Deterioration Number, Square Meters Yes 
12. Punchouts Number Yes 
13. Spalling of Longitudinal Joints Meters Yes 
14. Water Bleeding and Pumping Number, Meters No 
15. Longitudinal Joint Seal Damage Number, Meters No 

tortion. Filming was conducted at night to control the lighting and 
potential for unwanted shadows. After the film was developed, it 
was then digitally analyzed by a technician to extract the distress 
data quantities. The film and distress quantities noted were then 
reviewed by the regional coordination offices as a quality control 
check. Discrepancies in the interpretation of the film were noted 
and edited as necessary. 

This filming process provides several advantages. It allows the 
section to be reevaluated at any time should distress definitions 
change. Similarly, the film allows for the use of better technology 
for digital analysis as it becomes available. The filming process 
also minimizes the safety hazards of collecting distress data in the 
field. 

As a backup to the filming procedure, personnel within the 
LTPP regional coordination offices were trained to collect these 
distress data through visual inspection, should the PASCO. unit be 
unavailable. An accreditation program has been initiated (6) to 
provide greater consistency among the surveyors in the interpre­
tation of the distress identification manual. Manual surveys allow 
for considerably greater freedom in reviewing a test section for 
the presence of distress. 

DATA AVAILABILITY 

The presence of distress data has numerous implications. To some 
analysts, this is an indication of which distresses are most or least 
common, or both. To others this information might reflect a bias 
in the types of sections being monitored, and perhaps an indication 
of adjustments or additional sections that need to be sought to 
represent equally all distress manifestations. A third possibility is 
that the magnitudes of data available for each distress type to 
some extent could indicate which distress manifestations are most 
readily identifiable by LTPP distress identification procedures and 
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perhaps highlight those distress manifestations for which better 
identification techniques are still warranted. 

As one might expect, some of the distresses listed in Tables 1 
through 3 are considerably more common than others. Some dis­
tresses, although known to be common, can be fairly difficult to 
discern. Distress manifestations, such as water bleeding and 
pumping, can be dependent on the timing of the distress survey. 
If the distress survey is conducted shortly after a heavy rain, 
pumping may be easily detected. If the timing is wrong, however, 
these types of distresses will likely go undocumented. Another 
good example of these timing-related distresses is a blowup in the 
concrete pavements. Several sections have been reported as hav­
ing blowups. However, such a phenomenon is usually so cata­
strophic that it is typically patched immediately. By the time a 
distress survey is conducted at these locations, the surveyor can 
record only the location of the patch. Potholes typically fall into 
this same category. 

Still other distress manifestations are uncommon by definition. 
One example would be edge cracking, which is defined to occur 
where paved shoulders do not exist. This type of distress is com­
mon in states where paved shoulders are not used; however, there 
are few states (at least in the southern region) where paved shoul­
ders are not common practice. Similarly, reflective cracking over 
joints by definition is obviously limited to the asphalt overlays of 
concrete pavement. With these studies being limited to the test 
sections in the southern region, some of these distresses simply 
are not common to this area of the country (e.g., D-cracking in 
the concrete test sections). 

For the 261 GPS test sections established in the southern re­
gion, several rounds of both manual and semiautomated distress 
data collection have been conducted, as previously noted. The 

TABLE 4 Observations of ACP Distress 
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results of these surveys have been tabulated and summarized to 
indicate the frequency of occurrence of each of the distress types 
on the applicable pavement types. These results are provided in 
Tables 4 through 6 for ACP, JCP, and CRCP, respectively. These 
results reflect the types of distresses recorded at these test sections 
over the past 5 years. The tables also have been highlighted to 
note those distresses considered timing dependent, uncommon by 
definition, and those uncommon to the Southeast, as noted earlier. 
The distresses indicated to be not available are primarily those 
requiring measurement of differences in vertical profile, which in 
most cases is being accommodated differently in the two meth­
odologies. These distinctions will be discussed further under the 
heading of limitations. 

Few of these results are particularly surprising. Some of these 
distresses for various reasons are not expected to be commonly 
noted. These tables have been further highlighted to distinguish 
those distress types that were actually noted on greater than 20 
percent of the section. Those not highlighted are the distress types 
that are inexplicably minimal. One can only speculate whether 
these distresses will become more common with time or whether 
they are closely related to materials or construction deficiencies 
that may have been filtered out in the site nomination and selec­
tion process. Regardless of how such voids in the distress data 
occur, no meaningful analysis can be conducted for distresses of 
this type until they become more common. 

LIMITATIONS OF DISTRESS DATA COLLECTION 
PROCEDURES 

The authors are not aware of any foolproof method for the col­
lection of distress data. All procedures currently in use have their 

DISTRESS L % M % H % OT % 
CRACKING 

N/A N/A 
/ .· 1 \:()! 

SURFACE DEFECTS 

MISCELLANEOUS DISTRESSES 
LANE TO SHOULDER DROPOF N/A N/A 

liTIMING DEPEN°'ENT 

N/A - Not Available 
- No Severity Levels 

'Observations noted are number of surveys (either manual or PASCO) 
for which the given distress was noted at the specified severity level. 



TABLE 5 Observations of JCP Distress 

DISTRESS L % M % H % nroT % 
CRACKING 

TRANSVERSE 30 17 27 16 12 r 39 23 
JOINT DEFICIENCIES 

JOINT SEAL DAMAGEI 511 301 261 151 291 171 631 37 
SPALLING OF LONG. JOINTS! 25 15 9 5 0 0 24 14 

SPALLING OF TRANS. JOINT~ 77 45 11 6 7 4 85 49 
SURFACE DEFECTS 

MISCELLANEOUS DISTRESS 
I BLOW UP$![=:3C3C3[=:3C3C3~~ 

FAUL TING OF TRANS JTS &CRKS NIA NIA 
LANE TO SHOULDER DROPOFF NIA NIA 

LANE TO SHOULDER SEPARATION 16 9 
AC PATCH DETERIORATION 7 4 7 4 12 7 

PCC PATCH DETERIORATION 2 1 0 0 1 1 3 2 
WATER BLEEDING & PUMP1NqC3C3C3[=:3C3C3c=fil~ 

llTIMING DEPENDENT II 

NIA - Not Available 
- No Severity Levels 

·Observations noted are number of surveys (either manual or PASCO) 
for which the given distress was noted at the specified severity level. 

TABLE 6 Observations of CRCP Distress 

DISTRESS 
CRACKING 

ONCOMMONBXDEFINITION 
pcwnam:mmaas.rm:rnrnmm 
COMMON DISTRESS I 

NIA - Not Available 
- No Severity Levels 

L % 

3 
3 
5 

M % H 

2 0 0 
2 0 0 
4 0 0 

Observations noted are number of surveys (either manual or PASCO) 
forwhich the given distress was noted at the specified severity level. 

% OT % 

1 
7 

NIA 
17 

2 2 4 
0 0 2 
1 1 5 

20 
1 
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own limitations. As the limitations of the procedures utilized for 
the LTPP studies are reviewed, it should be emphasized again that 
the objective here is not to minimize the value of these data (or 
the methods used to collect them) in any way. Rather, it is hoped 
that through the review of these limitations ideas for further re­
finement and development of these procedures might be spawned. 
In the meantime, users of these data can become more familiar 
with how to generate and make better use of these data. 

Both data collection procedures utilize the same distress iden­
tification manual and ideally should generate the same distress 
data summary statistics for a given section at a given time. First 
one must recognize, however, that these sections are seldom sur­
veyed by both procedures at the same time. Although this tends 
to make direct comparisons of the two methodologies difficult, it 
is not unreasonable to expect similar trends in the distress data 
for a given section: that is, if one methodology showed block 
cracking in 1991 and 1993, one might also expect the other meth­
odology to also display block cracking in 1992. It also appears 
reasonable to expect the same relative order of magnitude for the 
quantities of distress noted (say within 25 percent). However, lim­
itations make both procedures less than ideal. In the following 
paragraphs, the limitations of each methodology will be discussed 
to help explain some of the differences between the two meth­
odologies and identify efforts that have been initiated to minimize 
these limitations. It is anticipated that as the limitations of each 
methodology are remedied, the results of the two methodologies 
will begin to provide more comparable results. 

Reduction of Film 

The three primary limitations of the semiautomated procedure are 
as follows: 

1. Dependency on film resolution. With the distress quantities 
coming strictly from what is visible on the film, obviously the 
film resolution is fairly critical. Although improvements are being 
made in this area, the data available thus far still clearly indicate 
that the low severity levels for some distress types are simply not 
visible on the film. Distresses such as fatigue cracking in ACP 
and transverse cracking in CRCP are common examples of dis­
tresses that require higher film resolution. 

2. Lack of depth perception. Distresses that require any depth 
perception or measurements of differences in surface elevations 
present problems during film reduction. Distress types such as 
faulting or lane-to-shmilder dropoff are virtually impossible to 
identify from the film. In some instances, establishing severity 
levels is also dependent on depth perception. Depths of potholes, 
settlement of comer breaks in JCP, or punchouts in CRCP are all 
dependent on depth perception. 

3. Film contrast. Identification of some distress types where 
contrast is critical, such as joint seal damage in JCP, or surface 
distresses such as polished aggregate, bleeding or raveling and 
weathering, can prove difficult if not impossible. 

Manual Distress Surveys 

Two of the primary limitations of the manual distress surveys are 
as follows: 
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1. Potential for human error. Although it exists in both meth­
odologies, the potential for human error is considerably more 
prevalent with manual distress surveys. One can tire of reviewing 
film but there are many means of remedying boredom. In the field, 
both physical and mental fatigue can hamper one's judgment, but 
taking a break is not always possible once traffic control has been 
established and traffic is backing up. Environmental conditions, 
such as excessive heat or cold or impending bad weather or per­
sonal safety from passing traffic, all serve to distract a surveyor in 
the field. Even the most experienced surveyors cannot help but be 
affected to some extent by the environment in which they are 
working. When vehicles weighing more than 80,000 lb rush by 
at speeds higher than 60 or 70 mph,· a surveyor better take notice. 
Of course inadequately trained surveyors can also lead to other 
types of human error. This has not proven to be a significant 
concern thus far, however, with the training provided. 

2. Discrepancies in distress identification associated with light­
ing. Unlike the filming process, where filming is conducted at 
night and lighting of the pavement surface is controlled, the man­
ual surveyor must adjust to the lighting conditions for each site. 
If the surveyor is not positioned correctly to account for the po­
sition of the sun in the sky, low severity distresses can be com­
pletely overlooked. 

Although there are other less significant deficiencies associated 
with each methodology, these limitations represent most of the 
distinctions between these methodologies and prevent directly in­
terchangeable survey results. Recognizing the types of distress 
data being collected, how they are being collected, and the limi­
tations associated with these procedures, one can now proceed 
with the comparisons of the survey results. 

~OMPARISON OF DATA FROM THE TWO 
METHODOLOGIES 

After the availability of the various distress data elements for each 
of the three pavement types and the limitations associated with 
the two methodologies have been reviewed, the data may be stud­
ied to establish how the data from these two methodologies com­
pare. To conduct comparisons of the distress data collected to date, 
all of the distress surveys were paired off (grouping one semi­
automated distress survey with one manual distress survey for the 
same test section and comparable date). The surveys were sorted 
under the headings of manual and film. Averages of the quantities 
of distress for each distress type at each severity level were tab­
ulated and have been summarized in Tables 7 through 9 for ACP, 
JCP, and CRCP, respectively. Standard t-tests were conducted on 
these data to establish where ''significant'' differences existed. 
Distress types exhibiting significant differences have been high­
lighted in these tables for discussion purposes. 

As can be seen from these tables, for many if not all of the 
cracking distresses, low severity levels typically were significantly 
lower from the film than from the manual distress surveys. In 
some instances, this occurred even for the medium-severity dis­
tresses. ·Interestingly, however, the film reduction appears to over­
compensate by noting slightly greater quantities of high-severity 
distress than those observed in the field. The most notable excep­
tion is the transverse cracking of ACP, where the trend is just the 
opposite. A logical explanation for this trend reversal for trans­
verse cracking of ACP has not been identified. 



. TABLE 7 Comparisons for ACP 

LOW MED 
DISTRESS UNITS M F M F 

CRACKING --111•• . LONGITUDINAL METERS 34.4 32.4 1.7 1.5 
REFLECTIVE, LONG METERS 1.1 0.7 0.0 0.0 

1111111111;111;11;11J11111111111111:11111111111111:111;11;:1111111llllllill.llt\\I: 1·1111111:~11111111::1:111:j1l!l!l1!illl: 1::1,~:1i11i 11111~:l!i: ~:~ ~: ~ 
PATCHING AND POTHOLES 

PATCH DETERIORATIOI\ SQUARE METER 2.3 0.5 0.1 0.2 
POTHOLES SQUARE METER 0.1 0.0 0.0 0.0 

SURFACE DEFORMATION 

SURFACE DEFECTS 

RUTTING MILLIMETERS 
SHOVING SQUARE METER 

HIGH TOTAL 
M F M F 

gg HJlll 
0.2 0.0 36.3 33.9 
0.0 0.0 1.2 0.7 
o. o o. 2 m::::~;1.:: m::::r:~:m: 
0.5 0.2 15.7 19.6 

0.0 0.0 2.5 0.7 
0.1 0.0 0.1 0.0 

NIA NIA 
0.2 0.0 

:w:w1:rnmrn:::1mrn::r::::::r::1:m::::::::::1I::::::::::1w1mmmt.:. :, .... :,.::: .. ,,.::,.::,,,: .. ,:, ...... Jooi&n@{ tmt:m:: ::::r:::~m::: ·::r::::tt ... ,:: tt:Rf.:. o. o o. o fl?il\§:: UH@f; 
POLISHED AGGREGATE SQUARE METER -- -- -
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TABLE 9 Comparisons for CRCP 
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NIA - Not Available 
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Numbers noted are average quantities 
for the given distress at the specified severity level. 

As previously noted, measurements of faulting, lane to shoulder 
dropoff, or any distresses requiring measurement of a difference 
in vertical position cannot be accommodated by the film. These 
measurements are readily available from manual surveys, how­
ever. This creates a significant difference between the two meth­
odologies. Procedures currently are being evaluated to capture 
some of these data in an automated fashion, but none have been 
implemented to date. 

The distress quantities for most of the low-severity surface de­
fects are considerably lower on the film than on the manual sur-· 
veys. This finding tends to substantiate the concerns about the 
ability to discern minimal differences in color and contrast be­
tween the film and the field surveys. This limitation tends to be­
come less dramatic as the severity levels of these surface defects 
increase. As seen from the differences in recording joint seal de­
terioration, however, these same limitations make it virtually im­
possible to get an accurate reading of this distress from the film. 
Like faulting, lane to shoulder dropoff, and the distresses dis­
cussed previously, joint seal deterioration is supposed to be re­
corded for all sections. As can be seen from Table 8, however, no 
observations of this distress have been made. 

These limitations with perception of color and contrast also tend 
to create some differences in the interpretation of patches or their 
associated deterioration, or both. As shown in Table 8, in some 
instances patches were perceived on the film where none existed 
and in other instances no patch could be detected where one was 
known to exist. These are fairly extreme cases in this particular 
limitation, which occurred only in a few instances. The dimen­
sions of patches typically are large enough that it takes only a 
couple of errant patches to distort these figures fairly significantly. 

CONCLUSIONS 

Surface distress is commonly perceived to be one of the primary 
indicators of pavement performance. As such, the collection of 

these data for the LTPP program is a fairly significant aspect of 
this overall effort-so significant in fact that substantial efforts 
have been made in the development of a distress identification 
manual and guidelines for the measurement and recording of these 
distresses, along with elaborate accreditation procedures to pro­
vide for the most uniform and consistent data possible. 

To further ensure that adequate observations of these data are 
obtained, two methods of data collection are utilized. The primary 
method of distress data collection for the LTPP program is from 
the digital analysis of 35-mm film taken of each test section on a 
routine basis. As a backup, manual surveys are conducted as 
needed. The LTPP program places a high emphasis on the quality 
and consistency of the data collected on these test sections. Dif­
ferences in data collected through other programs with lesser em­
phasis on quality may be considerably greater than those presented 
in this paper. 

In reviewing the distress data collected to date, two primary 
conclusions can be drawn. Table 10 has been prepared to sum­
marize all of the observations noted in this paper. The first and 
probably most significant observation is that few of these test 
sections have much distress. Some of the distresses occur more 
commonly than others. There are a variety of explanations for why 
some of these distresses may not exist, as discussed previously in 
greater detail. The conclusion, however, is that there still is not 
much distress on these sections to analyze. 

The second conclusion that can be drawn from these data is 
that there are definitely distinct differences in the distress data 
collected by the two methods. Again, there are various reasons 
for why these differences exist. To ensure that the data are not 
misused, it is important to recognize these differences when using 
the data. 

The limitations of and distinctions between the two methods of 
distress data collection noted in this paper are not intended to 
imply that one methodology is more appropriate than the other. 
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TABLE 10 Summary of Observations 
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LEGEND: 

IDENTIFIABLE FROM EITHER METHOD 
MANUAL OK, FILM MARGINAL 
FILM OK, MANUAL MARGINAL 
UNIDENTIFIABLE FROM FILM SURVEYS 
UNIDENTIFIABLE FROM MANUAL SURVEYS 
LESS THAN 2 % OF THE SECTIONS HAD THIS DISTRESS 

Instead, the paper should serve to document those areas in which 
additional research and development may be warranted to improve 
on the methodologies employed. Most important, however, it is 
intended to highlight the importance of not relying too heavily on 
either method alone. 
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Design and Reliability Assessment of 
Data Acquisition System for 
Louisiana Accelerated 
Loading Device 

LOUAY N. MOHAMMAD, ANAND J. PUPPALA, AND 

SRINIV AS KATHA V ATE 

The Louisiana Transportation Research Center has purchased an ac­
celerated loading device that is capable of conducting full-scale sim­
ulated and accelerated load testing of pavements. A sophisticated data 
acquisition system was developed for monitoring various types of 
sensors installed in pavements that help in understanding pavement 
materials responses associated with simulated traffic loading and en­
vironmental factors. In addition, this system is capable of performing 
such tasks as data management, data reduction, and graphical pre­
sentation. Performance validation tests were conducted on an instru­
mented pavement site to evaluate the developed system. Two types 
of sensors (H-gauge, T-type thermocouple) and three types of loading 
systems (passenger vehicle, falling weight deftectometer, and Dyna­
ftect) were used in this study. Test results demonstrated the excellent 
capabilities of the data acquisition system. Results were highly re­
peatable and proved that the system was capable of monitoring traffic 
loading. The influences of loading mechanisms such as vehicle load­
ing, impulsive loading, and other forms of loading on the longitudinal 
strains developed in pavement layers were compared. 

The accelerated loading device (ALD) testing system provides a 
new era in evaluating pavement materials, construction practices, 
and performance. Results of a full-scale pavement testing can be 
used to verify mathematical models, develop new mechanistic de­
sign procedures on the basis of full-scale pavement response, and 
evaluate in situ material properties under various loading and en­
vironmental factors. The ALD also provides researchers with the 
capability to study the effect of loading on the behavior of the 
pavement system. Several comparative research studies of various 
_types of construction materials (J) are SGheduled at the newly 
developed Pavement Research Facility of Louisiana Transporta­
tion Research Center (LTRC). These studies involve performance 
evaluation, which requires instrumentation of those test sections. 
The purpose of this study was to develop a data acquisition system 
and to validate the performance of its features as it is subjected 
to various types of loading using different types of gauges. 

Pavement instrumentation and the data acquisition system play 
an integral part in the evaluation of material responses. Generally, 
a variety of measurements are used to characterize the structural 
performance of full-scale pavement sections. This includes mea­
surement from deflection and strain data, load data, and temper­
ature data. Because of the dynamic effects, load, deflection, and 
strain data require a higher sampling rate than temperature data. 

Louisiana Transportation Research Center, Louisiana State University, 
4101 Gourrier Lane, Baton Rouge, La. 70808. 

Thus, the data acquisition system developed has all the capabilities 
to acquire data from various types of sensors at various sampling 
rates. In addition, the system should be able to perform other tasks, 
such as data storage and management in a computer file format to 
be accessed either in real time or later for analysis, and graphical 
presentation using a graphical user interface (GUI) environment. 

A menu-driven, user-friendly software, accelerated loading de­
vice instrumentation software (ALDIS), was developed in C­
language under LabWindows environment. ALDIS offers attrac­
tive GUI features to acquire data from most common types of 
sensors at various sampling rates, data management, and real-time 
graphical presentation of data. 

OBJECTIVE 

The main objective of this paper is to provide details on the de­
velopment of the state-of-art data acquisition system, ALDIS. A 
second objective of this study is to validate the performance of 
the features of ALDIS. Several H-gauges and T-type thermocou­
ples were placed at various depths in a pavement test section. 
Loading on this pavement section was applied by using nonde­
structive devices [falling weight deflectometer (FWD), Dynaflect, . 
etc.) and by a passenger vehicle. Material responses associated 
with loading and temperature profile were recorded. These test 
results were used to assess the reliability of the developed data 
acquisition system. 

BACKGROUND 

The accelerated loading was used by AASHO in the late 1950s 
for conducting road tests. The results obtained in those tests were 
the basis for today's AASHTO pavement design procedures. The 
Accelerated Loading Facility (ALF) by the Australian Road Re­
search Board has started a new innovative technique for evaluat­
ing pavement materials and construction practices. At present, 
there are two ALFs in the United States. FHWA owns the first 
one, which is located at Turner-Fairbank Highway Research Cen­
ter in McLean, Virginia. LTRC owns the second one. This ma­
chine can test years of pavement wear in a few months and also 
provides real-time data on the performance of new and in-service 
pavement materials and designs. The results from the data col-
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lected using ALDIS will help in the evaluation of materials, con­
struction practices, and performances. In addition, these data will 
be used to verify mathematical models and evaluate in situ ma­
terial properties. The details of the hardware and software features 
of the data acquisition system are described below. 

DATA ACQUISITION AND CONTROL SYSTEM 

The main functions in a data acquisition and control system are 
sensor signal conditioning, isolation, analog-to-digital conversion, 
digital-to-analog conversion, data reduction and analysis, control 
algorithms, and permanent data storage. The first four of these 
features are primary functions of the signal conditioning and data 
acquisition hardware. The last three are the functions of the soft­
ware. A detailed description of the above features was described 
previously (2,3). 

DESCRIPTION OF HARDWARE 

Figure 1 shows a schematic diagram of the hardware architecture 
of the data acquisition system. In includes a 486 based personal 
computer (PC), plug-in distributed input/output board (1/0), in­
terface circuit boards, and signal conditioning modules. The data 
acquisition board selected was a Microstar Laboratories model 
DAP 1200/4S. This 12-bit resolution board provides 16 single-

FIGURE 1 Data acquisition system hardware architecture. 
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ended analog input channels, or 8 differential-ended analog input 
channels with software selectable by channel and expansion to a 
maximum of 512 input channels through the use of a multiplexer 
scheme. The current configuration allows for 64 analog input 
channels. This board has 16 digital inputs that are synchronous 
and expandable to 64 inputs. 

The material responses (i.e., load, deflection, strain, tempera­
ture) are fed into modulator signal conditioners (shown in ·Figure 
1), which are used to translate a sensor's physical properties to 
either a digital value or a high-level analog output that can be 
digitized. In addition, these modules output a current loop in 0 to 
20 mA/4 to 20 mA current standards. These current loop outputs 
are relatively immune to noise and can travel over several thou­
sand feet without signal degradation. 

The 0 to 20 mA loop current was carried to the DAP accessory 
board near the host computer for voltage conversion. A precision 
resistor was used to drop the current and the voltage across it. 
The voltage will be measured as analog input signal by the DAP. 
The PC was located in an instrumentation room about 70 ft 
(21.35 m) away from the test site. 

SELECTION OF SOFTWARE DEVELOPMENT 
TOOL 

Although the hardware used in data acquisition enables a com­
puter to gather data from and control real-time events, it is the 

Shielded 
Cable 
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software that provides the instructions. Software transforms the 
PC and data acquisition hardware into a complete data acquisition, 
analysis, and presentation system. The development of such soft­
ware involves application of specific routines and interactive pro­
grams interfaced by system library functions. 

The main criteria set for the selection of the development soft­
ware was the ease of programming to take full advantage of the 
DAP board specifications in the GUI environment. Thus, National 
Instrument's LabWindows (4) development software was selected 
to meet this objective. 

Included as part of the driver software were the instrument 
panel design routines. With usage of these routines one can de­
velop and execute complex tasks with analog, digital, and counter/ 
timer 1/0 monitoring routines under an attractive, user friendly, 
and menu-driven system. Instrumentation control panels can be 
integrated into data acquisition in designing multiple instrument 
panels. A detailed description of the hardware architecture and 
software features is described elsewhere (3). 

DESCRIPTION OF SOFTWARE 

The data acquisition software developed in this study was named 
ALDIS version 1.0. ALDIS is a state-of-the-art integrated tool for 
data acquisition, storage, and presentation. The GUI associated 
with ALDIS includes an attractive display feature with instrument 
panels such as strip charts, xy-graphs, digital panel meters, ring 
switch control, binary switch control, and pushbottom controls, as 
shown in Figure 2. 

ALDIS supports individual and group channel operations with 
user programmable features such as individual channel sampling 
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rate, single/differential input signal, channel type (analog input or 
digital input), scale factors and offset, and time delay factor. It 
also offers programmable data storage formats such as file format 
in ASCII/Binary, converted data in United States/Systeme Inter­
national variation and data storage file name. 

ALDIS is developed in C-language and runs on a personal com­
puter under Lab Windows environment. The user-friendly GUI takes 
the user through the software set-up features in three different 
screens effortlessly with the context help providing useful notes. 
These three scenes, (a) channel setup, (b) data storage and file for­
mat, and (c) data presentation formats, are shown in Figure 3. Cal­
ibration and zeroing of the various sensors can be performed in the 
individual channel mode. The organizational chart of ALDIS is pre­
sented in Figure 4. 

RELIABILITY ASSESSMENT OF ALDIS 

To access the performance of the features of ALDIS, a test strip 
was built and instrumented with two types of sensors (H-gauge 
and T-type thermocouple) (3). The test strip was then subjected 
to three types of loading (passenger vehicle, FWD, and Dynaftect). 
A detailed description of the test section, sensor selection, and 
sensor installation follows. 

Test Site 

The test site was a pavement strip located adjacent to the LTRC 
building. It consisted of a 3-in. (75-mm) asphaltic concrete layer 
and a 6-in. (150-mm) sand-clay-gravel base material and clay sub-
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grade, as shown in Figure 5. In addition, a 2-in. concrete slab, on 
top of the surface layer, was used with FWD testing only. 

Sensor Selection 

FILE 
STORAGE 
FORMAT 

Save 
Load 
Print 
DOS 
Quit 

SETUP 

Display (DPM or 
Strip Chart) 

GO HELP 
COMMAND 

Data 
Acquisition 

Help Menu 

Strain measurement in flexible pavements is usually performed by 
electrical resistance strain gauges. Strain gauges are generally se­
lected on the basis of their gauge length. For pavement applica­
tions, this criterion is based on the maximum aggregate size of 
the paving mixture. The length is usually three to five times the 
maximum aggregate size (5). From the earlier research work ex­
perience with different types of strain gauge sensors, it was de­
cided that embedded strain gauges with anchor support using 
metal bars that form the shape of the letter H were the appropriate 
type of strain gauges for strain measurement in an asphalt layer. 
Various types of thermocouples are available. The selection of a 
specific type of gauge is based on the environmental conditions 
under which it will be used. T-type thermocouples made of copper 
and constantan are usually used in pavements because they can 
be used from subzero temperatures to about 700°F (370°C) with 
an accuracy of ± l .8°F. FIGURE 4 Organization of the ALDIS software. 

19 



20 

6'x2'x1/4' 
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LOAD 

FIGURE 5 Instrumented pavement test section. 

H-Gauge Construction and Specification 

Figure 6 presents a typical H-gauge. It consists of two strips of 
aluminum/brass material that anchors the strain gauge firmly in 
pavement layers. The strain gauge type used was a KM-120-120-
H2-11W1M3 from Kyowa Engineering, Inc. The dimensions were 
4.68 X 0.58 X 0.17 in. (120 X 15 X 4.5 mm) (length X widtl1 
X thickness) in matrix dimension with 120 0-gauge resistance, 
2.0-gauge factor. Two aluminum bars, 2.92 X 0.46 X 0.39 in. 
(75 X 12 X 10 mm) anchor the embedment-type strain gauge to 
form the shape of the letter H. The strain gauge was flushed to 

Strain Gauge 
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To 
Data 
Acquisition 

the bottom of the anchor bars to give a good surface contact un­
derneath it. 

Sensor Installation Procedure 

The location of the strain gauges and thermocouples in the test 
section is shown in Figure 5. The proper installation procedure is 
very important for precise data acquisition that otherwise would 
have resulted in either loss of data or improper data. Therefore, 
proper care should be taken while placing the sensors in the pave-

Aluminum Strip 

115 

FIGURE 6 Schematic diagram of the H-gauge (embedded strain gauge); all dimensions are in 
millimeters. 
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ment. First, the existing pavement surface was removed up to a 
depth of the base layer, 3 in. (75 mm). Another 6 in. (150 mm) 
of the base layer was excavated and removed. The removed gran­
ular base material was used again as a replacement material. Six 
H-type strain gauges were placed in the test section. The first and 
the second gauges were on the same vertical axis, 9 and 3 in. 
below the surface, respectively, whereas the remaining four 
gauges were placed at the bottom of the asphalt layer I ft apart 
as shown in Figure 5. Two T-type thermocouples were used to 
measure the temperature at the surface and at the bottom of the 
asphalt layer. One was placed at the bottom of the asphalt layer, 
and the second one was on the surface. The sensors were carefully 
placed on top of the subgrade and base layers. Then, the replace­
ment material was placed on the first sensor and cold mix was 
placed on top of the other sensors. <:;ompaction was achieved by 
tamping with a 10-lb (44.4-N) hammer and subsequently passing 
a vehicle on top of it. Care was taken during compaction so that 
sensor wires were not disturbed and dam~ged. 

Testing Procedure 

The sampling rate plays an important role in the precision of test 
data results. Generally, higher sampling rates provide a better pro­
file. However, storage of the data can be a problem because the 
data occupy a large space on a hard disk~ thus, an optimum rate 
needs to be established. Three sampling rates of 10, 40, and 100 
Hz were evaluated to examine changes in the precision of the 
response from the H-gauges. 

Loading of the pavement section was performed in three phases. 
In the first phase, a passenger vehicle was passed. The secono 
involved the loading of the pavement section by using an FWD. 
Tests were conducted by dropping the hammer of FWD directly 
on top of the pavement as well as on a concrete slab 2 in. (50 
mm) thick placed on top of the t~st section. The third phase used 
a Dynaftect testing, which is of sinusoidal shape. The data acqui­
sition system was used to monitor the sensors during all three 
phases of testing. Three types 9f sampling rates-10, 40, and 100 
Hz-were used for storing the data. 

DISCUSSION OF RESULTS 

Phase 1 

In Phase 1, a passenger vehicle traveling at a speed of 14 mph 
with a front axle load of 1,940 lb (8.62 kN) and a rear axle load 
of 1,160 lb (5.15 kN) was used. The measured data were recorded 
in volts and then converted to microstrain using the following 
formula: 

unstrained volt 
Strain = ---------­

ch. gain X excitation volt 

gauge factor 

strained volt 6 --------.--- x 10 
ch. gain X excitation volt 

gauge factor 

The first set of strain readings was measured when the front wheel 
was on top of the pavement section, Figure 7 (top). The second 
set of peak strain readings was recorded when the rear wheel was 
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on top of this section. Higher strains were measured under front 
wheel loading (shown as A in the figure) than those under rear 
wheel loading (shown as B). This difference is because the higher 
loading occurred ·under the front wheel that includes the engine 
load. The second set of strain readings, taken when the car was­
driven in reverse direction, was lower than the first set of peak 
readings. This difference can be the result of partial recovery of 
the viscoelastic component of the strains in the material during 
the reverse movement of the car. As expected, the strain varied 
from tension to compression as the loading approached and left 
the sensor, respectively. 

Repeatability 

Repeatability of the test results is an important aspect of this kind 
of testing. The repeatability was evaluated by passing the passen­
ger vehicle on the pavement section several times and recording 
the strains in the gauge under each wheel. Five sets of readings 
were recorded in a span of 2 min by passing and reversing the 
vehicle over this section (B, Figure 7). The test results were ex­
amined in terms of the coefficient of variation (CV), and these 
results are presented in Table 1. The CV ranged between 1.7 and 
4.7 for front wheel loadings and 3.7 and 8.1 for rear wheel load­
ings. The peak microstrains ranged from 64 to 74, and a standard 
deviation value of 3.5 was recorded under the front wheel. The 
peak microstrains under the rear wheel ranged from 62 to 66 with 
a standard deviation of 2.5, indicating the excellent repeatability 
of the responses measured with the data acquisition system. 

Thermal Variations 

Figure 8 presents a typical temperature measurement from the test 
site at the surface and at the bottom of the asphalt layer using a 
T-type thermocouple. The noon temperature measurements for the 
surface and the bottom of the asphalt layer were 115°F and 108°F, 
respectively. The surface temperature was validated with a digital 
temperature meter. Figure 8 demonstrates the capability of the data 
acquisition to measure the temperature profile. 

Comparisons of H-Gauge Results 

Figure 9 presents a comparison of the results between Gauges 0 
through 2 as a result of the movement of the passenger vehicle. 
Gauge 0, which is located on the top of the subgrade, measured 
lower strains than Gauge 1, which is on top of the base layer. The 
magnitude of stress distribution, which decreases with the depth, 
produces lesser strains. Also, the confining stresses at these depths 
reduced the strains developed. These results were in agreement 
with those of theoretical models that show this strain trend with 
depth associated with stiffness variations of asphalt and soils. This 
is also the basis behind flexible pavement design, which provides 
lesser strain in the soil layers. 

Numerical Simulations 

A comparison of the measured longitudinal strains to the com­
puted values was made. The numerical str~ins were obtained using 
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FIGURE 7 Typical response curve for longitudinal strain associated with passenger vehicle loading. 

TABLE 1 Typical Peak Microstrains Under Passenger Vehicle Loading 

No; of Front Wheel Rear Wheel 

Passes Gauge 0 Gauge 1 Gauge 2 Gauge 3 Gauoe o Gauoe 1 Gauge 2 Gauoe 3 

1 -37.8 -73.2 -34.2 -37.8 -22.0 -58.6 -35.4 -31.7 

2 -34.8 ·-68.4 -35.4 -36.6 -20.8 -63.5 I -31.7 -30.5 

3 -34.2 -64.7 -35.4 -36.6 -23.2 -64.7 -31.7 -31.7 

4 -34.1 -64.7 -34.2 -35.4 -25.6 -61.0 -30.2 -28.1 

5 -37.8 -63.5 -34.2 -34.2 -24.4 -64.7 -27.6 -30.5 

Mean -35.8 -66.9 -34.7 -36.1 -23.2 -62.5 -31.3 -30.5 

S.D. -1.7 -3.6 -0.6 -1.2 -1.7 -2.4 -2.5 -1.3 

%C.V. 4.8 5.3 1.7 3.4 7.4 3.8 8.1 4.4 
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FIGURE 8 Typical temperature response from the test site. 

a three-dimensional ideal elastic layered pavement system com­
puter program, ELSYM5. Figure 10 presents the computed and 
measured longitudinal strains. The moduli and Poisson's ratio 
were estimated for each layer and a good agreement between the 
theoretical and measured values, as recorded and stored with 
ALDIS, was observed. 

Phase 2 

Loading in this phase was applied using the FWD. Loading is 
performed first on the original test section, then on the concrete 
slab 2 in. (50.08 mm) thick placed on top of the asphaltic concrete 
surface. This loading, which is an impulse type of loading, con-
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sists of dropping a known mass from a predetermined height. The 
falling weight strikes a plate placed on the pavement and thereby 
transmits a force to the pavement. Four sets of loads [3,431 lb 
(15.23 kN), 5,791 lb (25.71 kN), 8,934 lb (39.66 kN), and 13,176 
lb (58.5 kN)] were applied. Figure 11 presents the strains of three 
different gauges developed because of these loads. H-gauges at 
Locations 0 and 1 show similar pattern of strains because they 
were located along the same vertical loading axis. However, 
Gauge 1, at the top of the base layer, produced lower strains than 
Gauge 0, located at the top of the subgrade. This difference is 
attributed to the dissipation of energy developed as a result of the 
impulse loading, which needs a longer time to dissipate than the 
energy from a typical traffic loading. Gauge 2, which was located 
away from the loading axis, as expected, yielded tensile strains as 
shown in Figure 11. 

---- Gauge O 

__....,_ Gauge 1 

-II- Gauge 2 

8 9 10 
Time(sec) 

FIGURE 9 Comparison of longitudinal strain responses of gauges at different 
depths under passenger vehicle loading. 
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Sampling Rate 

All the above results were obtained with a frequency of 40 Hz. 
To study the influence of sampling rate, a test with a frequency 
of l 00 Hz was conducted. Figure 12 presents the comparisons 
between the test results of 10, 40, and 100 Hz. The trends of these 
deflection profiles appear to be similar except at certain peaks. 
The 40-Hz sampling rate appears to be sufficient from this type 
of loading. 

Influence of Concrete Block 

The loading of FWD was performed on a concrete slab that was 
placed above the pavement surface. Figure 13 compares the results 
with loading on a concrete block and without it. Lower strains 
were observed in the case of a loading with a concrete block. This 
is because the energy applied in loading is mostly taken by the 
block; therefore, the stresses applied to the pavement layers are 
substantially lower than those applied in a loading without a 
block. Also, the stiffness variations between the concrete and 
pavement layers can contribute to the above variation. 

Phase 3 

Phase 3 involves using a loading by using a Dynaflect. The load­
ing system consists of two counter-rotating eccentric masses. A 
load of 4.45 kN at a frequency of 8 cps was applied through two 
steel wheels that are 0.51 m apart. Figure 14 shows the measured 
strains versus the time in seconds. It is interesting to note that 
eight deflection cycles are. measured in each second, which is the 
Dynaflect frequency. This phase also proves the capability of the 
developed data acquisition system. 
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FIGURE 12 Influence of sampling rate on measured strain 
profile. 
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FIGURE 14 Typical strain response curve from Dynaflect loading. 

SUMMARY AND CONCLUSIONS 

A sophisticated data acquisition system was developed for use in 
monitoring various sensors under an ALD. Capabilities and reli­
ability of this system are assessed by monitoring different sensors 
under various loadings. The results showed that this system is 
capable of capturing all types of responses under all types of load­
ing at various frequencies. Also, H-gauges have demonstrated ex­
cellent capabilities in measuring the strains of different layers. 
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Correlation of Present Serviceability 
Ratings with International 
Roughness Index 

SEDAT GULEN, ROBERT WOODS, JOHN WEAVER, AND VIRGIL L. ANDERSON 

The Indiana Department of Transportation (INDOT) is using a pave­
ment management system to identify roads for periodic maintenance 
and reconstruction. The present serviceability index (PSI), pavement 
riding comfort index, is one of the major factors in selecting roads 
for rehabilitation. This study searched statistically realistic models for 
PSI and international roughness index (IRI) correlation. Ten randomly 
selected subjects rated 1-mi-long test sections at three roughness lev~ 
els for both concrete and bituminous pavements. Two nearly identical 
cars were used, and each subject rated the 20 test sections as a driver 
and as a front seat passenger. Each rater assigned a PSI value between 
0 and 5 (0 for worst, 5 for best) and also marked whether the ride on 
the section was acceptable. The IRI of each test section was measured 
by a van equipped with noncontact laser sensors. The statistical anal­
yses indicated that the PSI rating observations were normally distrib­
uted, the variances were homogeneous, and the position of the rater 
in the car was not significant. Then the average PSI ratings and IRI 
values of the test sections were used for model searches. Simple linear 
and exponential models were obtained to fit the data with r 2-values 
ranging from 0.80 to 0.95. The acceptable service level IRI values 
were obtained by a logistic regression model using the average IRI 
and acceptance-rejection data of the test sections. Now INDOT can 
predict PSI values from collected IRI data. Using the IRI data and 
acceptable service level values, INDOT can identify roads for 
rehabilitation. 

The Roadway Management Division of the Indiana Department 
of Transportation (INDOT) is utilizing a pavement management 
system for optimum rehabilitation of their highway system. The 
present serviceability index rating (PSI ratings or simply PSI) is 
one of the major factors in selecting the roads for rehabilitation 
and reconstruction. A realistic prediction of the PSI values may 
be obtained from the measured international roughness index (IRI) 
or the measured roughness number (RN or RIDE-SCORE). 

Three research studies have been performed in Indiana to cor­
relate PSI ratings with RN values. The first one was a Joint High­
way Research Project study (1) by Mohan in 1978 in which a 
total of 94 test sections were selected on four pavement types­
flexible, asphalt overlay, continuously reinforced concrete, and 
jointed reinforced concrete. A 20-meinber panel rated the test sec­
tions for PSI values, and RN values were measured by the PCA 
road meter. The PSI rating data were correlated with the RN with 
r 2-values ranging from 0.46 to 0.78. 

The second research study, performed in 1982 by Trezos and 
Gulen (2), was undertaken to reestablish the PSI versus RN re­
lationship developed by Mohan. This study was similar in design 
to the first one, but with several improvements. The PSI rating 

Division of Research, Roadway Management, Indiana Department of 
Transportation, P.O. Box 2279, West Lafayette, Ind. 47906. 

data versus RN models developed in the second study resulted in 
r 2-values ranging from 0.68 to 0.71. 

The third research study, performed in 1984 by Gulen et al. (3), 
examined the relationship between PSI ratings and RN as well as 
the effects of the pavement types, the rater's occupation, and the 
rater's vehicle type on the PSI ratings. Twelve raters (four high-: 
way engineers, four technical people, and four nontechnical peo­
ple) rated 68 test sections for PSI on bituminous and concrete 
pavements. The PSI ratings were obtained by subjects who drove 
three car types (compact, mid-size, and full-size). 

In the latest research study, performed outside Indiana, Al-Omari 
and Darter obtained data from Louisiana, Michigan, New Jersey, 
New Mexico, Indiana, and Ohio. Their results are reported in an­
other paper in this Record. The relationships between IRI and PSI 
ratings were analyzed, and the following model was recommended: 

PSI = 5 * e<-0.26 • IRI> (1) 

where IRI is in millimeters per meter or 

PSI = 5 * e<-0·0041 • IRI> (2) 

where IRI is in inches per mile. The above prediction equations 
are not correct statistically; in fact, they are biased because they 
were forced to pass through PSI = 5 when IRI is zero. 

For the current study only 10 randomly chosen raters were used 
to evaluate 20 randomly selected sections in Indiana to examine 
the relationships between PSI and IRI. There were 9 sections on 
bituminous and 11 sections on concrete pavement. The raters used 
two nearly identical cars (1992 Dodge Spirit) and made evalua­
tions both as drivers and as right front seat passengers. 

OBJECTIVE OF STUDY 

The two main objectives of this study were as follows: 

1. To establish statistically valid and realistic models between 
PSI ratings and IRI for both bituminous and concrete pavements 
using a minimum number of raters. For conversion of historical 
data, RIDE-SCORE was included in this study. 

2. To define an unacceptable PSI rating value (critical PSI) for 
each pavement type or the types combined. 
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SCOPE OF WORK 

Design of Experiment 

Ten subjects were selected to rate the test sections as a driver and 
passenger using one of the two nearly identical cars. Each person 
rated the sections once as a driver and once as a right front seat 
passenger. The design factors used in this study were 

•Pavement type (fixed, two levels) 
-Bituminous pavement and 
-Concrete pavement. 

•Roughness level (fixed, three levels) 
-Low (smooth roads), 
-Medium (medium smooth roads), and 
-High (rough roads). 

TRANSPORTATION RESEARCH RECORD 1435 

• Test sections (random). A minimum of three I-mi-long sec­
tions per roughness level for each pavement type was selected. 

• Raters (random). Ten subjects were selected to rate the sec­
tions for PSI ratings. 

•Location of raters in the car (fixed, two levels) 
-As a driver and 
-As a passenger (front seat). 

Procedures for PSI Rating Data Collection 

Selection of Raters 

Ten subjects were randomly selected from INDOT. It was neces­
sary to select raters within INDOT because of budget constraints 
and insurance liability. 

PAVEMENT PSI STUDY 

DATE: 

RATER 
INITIALS: 

PLACE AN "x" ON THE 
WHERE YOU FEEL BEST 

LINE 
RATES 

THE RIDE OF THE ROAD. 

BEST 

: 

: 
: 

: 

: 

: 
: 

--L-

: 

WORST : --

REMARKS: 

FIGURE 1 Data rating form. 

ROUTE: 

REF. POINT: 

DIRECTION: 

PASSENGER D 
DRIVER D 

INDICATE WHETHER THE RIDE 
IS ACCEPTABLE OR NOT 

ACCEPTABLE: D 
UNACCEPTABLE: D 
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TABLE 1 Expected Mean Squares for Full Model 

a b c d 1 
F R R F R 
i j k I n 

R; 
0 b c c 1 

Sw1 
1 1 c d 1 

pk 
a b 1 d 1 

RP;k 
0 b 1 d 1 

SPWJk 
I 1 1 2 1 

L1 
a b c 0 1 

RLn 
0 b c 0 1 

SLwJl 
1 1 c 0 1 

PL kl 
a b 1 0 1 

RPLwk; 
0 3 1 0 1 

SPLw 11 
1 1 1 0 1 

1 
E (ijkl) l 

1 1 1 1 

Selection of Vehicles 

Two nearly identical mid-size vehicles (1992 Dodge Spirit), 
owned by INDOT, were selected. 

Selection of Test Sites 

Three I-mi-long test sections in each of the three roughness levels 
were randomly selected for bituminous pavement. A total of 

EXPECTED MEAN SQUARES (EMS) 

a 2+d a 2
5p+bd a2RP+cd a2

5+bcd 4>(R) 

a2+d a2sP+cd a2s 

a2+d a 2 sP+abd a 2 P 

a 2+d a 2 SP+bd a 2RP 

a2+d a2sP 

a 2+a2SPL+ab a 2PL+c a 2SL+abc 4> (L) 

a 2+a2SPL+b a 2RPL+c a 2SL+bc 4> (RL) 

a2+a2SPL+c a2SL 

a2+a2SPL+ab a2PL 

a2+a2SPL+b a2RPL 

a2+a2SPL 

a2 random error term 

eleven I-mi-long test sections were randomly selected for concrete 
pavement: three high roughness sections, four medium roughness 
sections, and four low roughness sections. 

Instruction to PSI Raters 

The raters were given a I-hr orientation in which the road PSI 
rating responsibilities were described. Figure 1 shows the data 

TABLE 2 Expected Mean Squares for Reduced Model 

a b c d n 
F F R R R EXPECTED MEAN SQUARES (EMS) 
i j k I n 

T; 
0 b c d n 

a 2+n a 2
5p+bcn a 2TP+dn a 2 

5+bcdn 4> (T) 

Ruu 
0 0 c d n 

a 2+n a 2
5p+cn a2RP+dn a 2

5+cdn 4> (R) 

SuJ>k 
1 1 1 d n 

a2+n a2sp+dn a2s 

P1 
a b c 1 n 

a 2-t:n a2
5P+abcn a 2

p 

TPn 
0 b c 1 n 

a 2+n a2
5p+bcn a 2TP 

RPWJl 
0 0 c 1 n 

a2+n a2sP+cn a2RP 

SPuJ>k 
1 I 1 1 n 

a2+n a2sP 

1 1 1 1 1 
a2 E (ijkl)r. random error term 
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FIGURE 2 Average PSI versus average IRI (bituminous). [IRI in 
m/km (1mfkm=1/63.36 in./mi).] 

rating form used in this experiment. The raters were instructed to 
evaluate the sections as a driver and as a front seat passenger on 
different days to minimize being influenced by their previous rat­
ing. They were to mark their PSI rating opinion value on the scale 
on the form and were asked to note whether the section was ac­
ceptable. A constant speed of 55 mph was specified to be main­
tained during the rating procedure. 

IRI Data Collection 

The IRI data for the selected test sections were collected by a 
noncontact, laser-based profilometer, designed in accordance with 
the World Bank recommendations, installed in a van and meeting 
FHWA Class II specifications for Highway Pavement Manage­
ment System data collection. Three runs were made for each sec­
tion at a near-constant speed to determine the IRI value. The stan­
dard deviation of the instrument can be as low as 0.25 in/mi for 
uniform road surfaces. 

RIDE-SCORE Data Collection 

The RIDE-SCORE data were collected by the Ultrasonic Ranging 
Road Meter-CS 8000 Model E installed in a second van (4). Three 
readings were obtained at constant speed. 

DATA ANALYSIS 

Analysis of PSI Versus IRI and RIDE-SCORE 

The following steps were taken in the data analysis of the PSI 
ratings. 
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FIGURE 3 Average PSI versus average IRI (concrete). [IRI in 
m/km (1 m/km = 1/63.36 in./mi).] 
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TABLE 3 Prediction Equations for PSI Values 

NO SURFACE PREDICTION EQUATION 
z2 

MSE 

1 Bituminous 
PSI=4.B 

0.86 0.232 
- 0.06 RIDE 

2 Bituminous 
PSI= 5. 70 e-0.02 RIDE 

0.94 0.165 

3 Bituminous 
PSI= 9. 9 - 4 . 8 Log10 (RIDE) 

0.92 0.131 

4 Bituminous 
PSI= 5. 5 

0.85 0.251 
-1.25IRI 

5 Bituminous 
PSI= 7.21 e-0.47 IRI 

0.84 0.143 

6 Bituminous 
PSI= 4. 8 

0.92 0.135 
- 6. 36 Log10 (IRI) 

7 Bituminous 
PSI= 8.3 

0.89 0.183 
-3.78./YRl 

8 Concrete 
PSI= 5. 8 

0.88 0.155 
- 0. 08 RIDE 

9 Concrete 
PSI= 8. 75 e-0.0302 RIDE 

0.90 0.149 

IO Concrete 
PSI= 13. 7-6. 9 Log10 (RIDE) 

0.89 0.142 

11 Concrete 
PSI= 7 .1 

0.95 0.061 
- 1. 88 IRI 

12 Concrete 
PSI= 14. 05 e-0 · 74 IRI 

0.93 0.129 

13 Concrete 
PSI= 6. 0 - 9. 35 Log10 ( IRI) 

0.94 0.081 

14 Concrete 
PSI= 11.2 - 5.58 ./IRI 0.95 0.066 

15 Bit.& Cone. 
PSI= 5. 2 

0.83 0.229 
- 0.06 RIDE 

16 Bit.& Cone. 
PSI= 6. 59 e-.03 RIDE 

0.86 0.251 

17 Bit.& Cone. 
PSI=lO. 5-5. O Log10 (RIDE) 

0.80 0.255 

18 Bit.& Cone. 
PSI= 6 .1 

0.86 0.183 
- 1. 46 IRI 

19 Bit.& Cone. 
PSI= 9.00 e-0.56 IRI 

0.84 0.161 

20 Bit.& Cone. 
PSI=5.2 

0.87 0.162 
- 7 . 16 Log10 (IRI) 

21 Bit.& Cone. 
PSI= 9.2 - 4.32 ./IRI 

0.88 0.163 

Where: 

r 2 Coefficient of Determination 

N E (PSI - PSI) 2 

MSE = _i_·i _____ _ 

N-u 
; Mean Square Error 

N : Number of data points 

u : Number of Parameters in the Prediction Equation 

PSI : Predicted Present serviceability Index-Rating 

PSI : Observed Present Serviceability Index-Rating 

IRI : International Roughness Number in inches/ mile. 

Note: /RI is in units of mm/m. (1 mm/m = 63.36 in/mi). 
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FIGURE 4 Prediction equations 4 and S for bituminous pavements (see Table 3). [IRI in 
m/km (1 mfkm = 1/63.36 in./mi).] 
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Normality of PSI Rating and Homogeneity of Variances 

The distribution of the PSI ratings for each test section was 
checked and found to be normal for both pavements types. The 
variances of the PSI ratings among the test sections were checked 
and found to be homogeneous for both pavement types. 

Analysis of Variance 

The main purpose of this step was to determine whether the po­
sition of the rater in the car was significant. Before the actual 
numerical proc;edure can be run, however, the expected mean 
squares (EMS) for the proposed model (Equation 3) must be de­
rived (5-7). 

The analysis of variance (ANOVA) model was as follows: 

+ L, + RLu + SL<ili' + PLkJ + RPLikJ 

+ SPL(i)jkl + E(ijk/)I (3) 

where 

l'.J z 
I­
<( 
er 

l/J 
ll 

PSI = present serviceability index rating; 
µ = overall mean; 
R; = roughness levels, fixed (i = 1,2,3); 

Sc;)} = test sections, random, within roughness levels; 
Pk= raters, random (k = 1, ... , 10); 
L1 =rater's location in car, fixed (I = 1,2); 

RL =interaction of roughness with rater's location; 
RP = interaction of roughness with rater; 
SP = interaction of section with rater; 

2 

!RI (m/km) 

-+- EQ 11 ........_ EO 12 

FIGURE 6 Prediction equations 11 and 12 and concrete 
pavements (see Table 3). [IRI in mfkm (1 mfkm = 1/63.36 in./mi).] 
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5 

IRI (m/km) 

-+- EO 13 ........_ EO 14 

FIGURE 7 Prediction equations 13 and 14 for concrete 
pavements (see Table 3). [IRI in m/km (1 mfkm = 1/63.36 in./mi).] 

SL= interaction of section with rater's location; 
PL = interaction of rater with rater's location; 

RPL = interaction of roughness, rater, and location; 
SPL =interaction of rater, section, and location; and 

Ewkl)i =experimental error assumed normal and independently 
distributed NID (0, <T

2
). 

Because there was no replication, the three-way interaction, SPL, 
was used as an error term. The EMS table (Table 1) shows how 
various F-tests should be performed. 
F-test for L: 

F = _EM_S(_L)_+_E_'M_S_(S_P_L) 
EMS(PL) + EMS(SL) 

(4) 

The number of test sections for concrete pavement was not the 
same for each roughness level; therefore the statistical analysis 
system (SAS) at Purdue University was used for statistical com­
putations (8). The statistical computations indicated that the po­
sition of the raters in the car was not significant (F-value was less 
than 1). Then, the following reduced ANOVA model (Equation 3) 
was written to check the effect of the surface type as well as the 
other terms. 

where 

µ = overall mean; 
T; =pavement type, fixed (i = 1,2); 

Ru)} = roughness levels, fixed; 
S@k = sections, random, within roughness levels; 

(5) 



34 

P1 = raters, random; 
TP = interaction of pavement with rater; 
RP = interaction of roughness with rater; 
SP = interaction of section with rater; and 

E(ijt()n =experimental error, NID(O, cr2
). 

The corresponding EMS table (Table 2) was prepared to show 
various F-tests. 

F-test for T, pavement type: 

F = _EM_S(_T_) _+_E_M_S_(S_P_) 
EMS(TP) + EMS(S) 

(6) 

Statistical computations indicated that pavement type was not sig­
nificant (F-value was less than 1). 

PSI Rating Versus IRI and RIDE-SCORE 

Because the distribution of PSI ratings for each test section was 
found to be normal and the variances among the test sections were 
homogeneous, the PSI ratings for each test section were averaged. 
Similarly, the IRI and RIDE-SCORE values for test sections were 
averaged. Various plots were prepared to see the nature of the PSI 
ratings and corresponding IRI and RIDE-SCORE (see Figures 2 
and 3 for overall average PSI ratings). 

Regression analyses were performed using the average data to 
relate PSI ratings to the IRI and RIDE SCORE. Regression models 
that best fit the data are listed in Table 3 for each pavement type 
and combination of both pavements. The regression equations and 
combined actual data are plotted in Figures 4 through 11. 

Figures 4 and 5 show the Prediction Equations 4 through 7 for 
bituminous pavements. Figures 6 and 7 show the Prediction Equa-

l'.J 
z 
1-
4: 
a: 

UJ 
0. 

IRI (m/km) 

_..EO 18 ......._EQ 19 

FIGURE 8 Prediction equations 18 and 19 for combined 
pavement (see Table 3). [IRI in m/km (1 m/km = 1/63.36 in./mi).] 
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5 

FIGURE 9 Prediction equations 20 and 21 for combined 
pavements (see Table 3). [IRI in m/km (1 m/km = 1/63.36 in./mi).] 

tions 11 through 14 for concrete pavements. Figures 8 and 9 show 
the Prediction Equations 18 through 2 I for both pavement types 
combined. 

The prediction equations in Figures 4 through 9 show that the 
predicted PSI rating values are very close when a PSI rating value 
is between 1.5 and 4.5, indicating that any of the prediction equa­
tions can be selected for practical purposes. Figure 10 shows lin­
ear prediction Equations 4, 11, and 18 for bituminous, concrete, 
and both pavement types combined, respectively. The predicted 
PSI rating values from these three equations are very close when 
a PSI rating is between 2.0 and 3.2. This indicates that any of 
these prediction equations can be used for rehabilitation analyses 
purposes because this range is of chief concern to the rehabilita­
tion analysis. 

Figure 11 shows the Prediction Equations 7, 14, and 21 in 
which the square root of IRI is used for bituminous, concrete, and 
both pavement types combined. 

The predicted PSI rating values from these three equations are 
very close when the PSI rating is between 1.8 and 3.0, indicating 
that any of these equations can also be used for rehabilitation 
analysis purposes. For conservative rehabilitation analysis, Pre­
diction Equations 19 and 21 are recommended. Table 3 also shows 
r 2 values, coefficients of determination, and MSE. Any equation 
listed in Table 3 can be used to predict PSI ratings from both the 
IRI and the RIDE-SCORE for bituminous and concrete pavements 
as well as the combination of both pavements. 

Terminal-Critical IRI Values Determinations 

The ten raters also identified whether the test sections were ac­
ceptable in terms of riding comfort. These two responses can be 
considered as two outcomes of a binary variable, Y. Denoting the 



Gu/en et al. 

outcomes by 1 for acceptance and 0 for rejection gives the Bernoulli 
random variable. Therefore the logistic regression model (function) 
Equation 7 was used to obtain the critical IRI values (9). 

e~o+ ~1· ORll 

E(y)=----1 + e~o+ ~1· (IRll 
(7) 

where E(Y) is the expected value of Y, the mean response. An 
interesting property of the logistic function is that it can easily be 
made linear. E(Y) = p since the mean response is a probability 
when the dependent variable is an indicator (binary) variable. 
Then, with the following transformation, 

L = Loge (-p-) 
1 - p 

from Equation 7, 

L = f3o + f31 * (!RI) 

(8) 

(9) 

The transformation in Equation 9 is called the logistic or logit 
transformation of the probability p. f30 and 131 are parameters to 
be determined. 

The field data were rearranged to enable use of the logistic 
software of SAS. The maximum likelihood estimation was used 
to estimate the parameters f30 and f31 using the following SAS 
commands: 

PROC CATMOD; BY PVMT LOC; WEIGHT COUNT; DIRECT 
IRI; MODEL Y = IRl/PREDICT; 

The computed maximum likelihood parameter estimates for the 
logistic model are given in Table 4. The likelihood p-values in­
dicated that the linear models fit well except for bituminous as 

l.'.J z 
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IRI (m/km) 

-+-EQ 4 ...,._EQ 11 _...EQ 18 

FIGURE 10 Linear prediction equations for combined 
pavements (see Table 3). [IRI in m/km (1 m/km = 1/63.36 in./mi).] 
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FIGURE 11 Square-root prediction equations for combined 
pavements (see Table 3). [IRI in m/km (1 m/km = 1/63.36 in./mi).] 

passenger. The predicted logits 

i = ~o + ~ 1 *IR! (10) 

were computed for IRI from 0.79 m/km (50 in./mi) to 4.7 m/km 
(300 in./mi). Then the predicted probability of acceptance, p, was 
computed from 

A i 
p = 1 + ei (11) 

and the results were plotted as in Figure 12. 
For practical purposes, INDOT uses p = 0.85 for multiple pur­

poses. For this reason, the corresponding average critical values 
of IRI were computed as follows from Equations 8 and 9 using 
p = 0.85: 

•Bituminous pavement-as driver: 2.15 m/km (136 in./mi); as 
passenger: 2.25 m/km (142 in./mi). 

•Concrete pavement-as driver: 2.30 m/km (146 in./mi); as 
passenger: 2.45 m/km (155 in./mi). 

As seen in Figure 12, when p is approximately 0.80, the four 
curves are practically merging, and, because the difference be­
tween driver and passenger is not significant as found before, lo­
gistic regression analysis was performed by com.bining driver and 
passenger data. The average critical values of IRI using p = 0.85 
were found to be 2.19 m/km ( 139 in./mi) and 2.38 m/km (151 
in./mi) for bituminous and concrete pavements, respectively. 

Figure 12 shows that passengers are more tolerant (less critical) 
of roughness than drivers for both pavement types. Above an IRI 
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TABLE 4 Maximum Likelihood Parameter Estimates 

_J PAVEMENT TYPE 

Bituminous Concrete 

Driver Passenger Driver Passenger 

Po 
6.7942 6.5189 16.1588 16.8853 

P1 IRI 
-2.3536 -2.1310 -6.2510 -6.1864 

Likelihood 0.11 0.04 0.80 0.81 
Ratio p-value 

Note: /RI is in units of mm/m. (I mm/m = 63.36 in/mi). 

of approximately 150, Figure 12 shows that both passenger and 
drivers are more tolerant (less critical) of bituminous surfaces than 
of concrete surfaces for the same IRI. 

Confidence intervals at 95 percent for average probability of 
acceptance, p, were computed for particular IRI values and are 
shown in Table 5. As seen in this table, prediction intervals cover 
p = 0.85 when IRI is 2.27 m/km (144 in./mi) for bituminous and 
2.32 m/km (147 in./mi) for concrete pavements. For this reason, 
a single overall value of 2.3 m/km (146 in./mi) could be "used as 
a critical value for IRI for practical use in pavement management 
decisions in Indiana. 

CONCLUSIONS AND RECOMMENDATIONS 

The following conclusions and recommendations were made on 
the basis of this study: 

w 
u 
z 
<t 
f-

. ~ 80% 1-------+--

u 
u 
<t 

lL 
0 

>­
f-

_J 

ill 

~ 40% 1-------+------<~--t.-.--'9----~-----i 
0 
CI 
0. 

0 
w 
f- 20% 1-------+------'l~--"""r---...----~-----i 
u 

0 
w 
CI 
0. 

2 

* BIT DRIVER 

_...._ CONC DR I VER 

I RI (m/km) 

-+- 8 IT PASSENGER 

"""*"" CONC PASSENGER 

FIGURE 12 Predicted probability of acceptance versus IRI 
(see Table 3). [IRI in mfkm (1 mfkm = 1/63.36 in~/nii).] 

1. Ten or fewer randomly chosen raters may be sufficient to 
obtain PSI rating data for future studies. 

2. The location of rater in the car (as a driver or as a front seat 
passenger) was found to be nonsignificant. 

3. Prediction equations shown in Table 3 are all statistically 
sound. Selection of equations depends on the user's need. For 
practical purpose, INDOT may use any of the equations for com­
bined pavement types. 

4. Predicted critical IRI values shown in Table 5 are practical. 
However, a mean value of 2.3 m/km (145 in./mi) for IRI for all 
pavement types in Indiana is recommended for pavement man­
agement purposes. 

5. The choice of prediction equations for PSI ratings depends 
on users. However, Prediction Equation 19 in Table 3 (Equations 
12 and 13 in text) is recommended to predict PSI ratings from 
the IRI values for con~ervative rehabilitation. However. Linear 
Prediction Equation 18 in the table also can be used to predict 
PSI rating values from the IRI values. 

PSI = 9.0ec-0.557 • JR/) 

TABLE 5 Confidence Intervals at 95 Percent for Average 
Probabilities of Acceptance 

BITUMINOUS 

(12) 

IRI BITUMINOUS 

DRIVER PASSENGER 
Combined 

1.99 0.81 - 0.98 0.83 - 0.99 0.84 - 0.96 

2.27 0.70 - 0.92 0.74 - 0.95 0.75 - 0.90 

2.53 0.50 - 0.80 0.59 - 0.85 0.59 - 0.79 

CONCRETE CONCRETE 
IRI 

DRIVER PASSENGER 
Combined 

2.32 0.74 - 0.94 0.85- 1.00 0.82 - 0.95 

2.38 0.66 - 0.90 0.81 - 0.99 0.76 - 0.92 

2.65 0.20 - 0.60 0.44 - 0.80 0.37 - 0.64 

Note: /RI is in units of mm/m. (Jmm/m = 1163.36 in/mi). 
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where IRI is in millimeters per meter or 

PSI = 9.0e<-o.oos184 • IRI> (13) 

where IRI is in inches per mile. 
6. It is highly rec~mmended that this type of study be per­

formed regularly with additional factors, such as vehicle type, to 
determine whether or not they are significant. 
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Evaluation of Roughness System of 
Automatic Road Analyzer 
}IAN Lu, W. RONALD HUDSON, AND CARL BERTRAND 

The automatic road analyzer (ARAN) is a multifunction road-quality 
surveying instrument. The roughness measuring system is one of the 
subsystems of the ARAN unit. To enhance the understanding of the 
response of this instrument (so as to apply it more efficiently to pave­
ment management), a research study was conducted by the Center for 
Transportation Research, University of Texas at Austin, to compre­
hensively evaluate this instrument. The results of evaluating the 
roughness subsystem of the ARAN unit, including roughness corre­
lation analysis and development of a new present serviceability index 
(PSI) model, are presented. In the correlation analysis, roughness data 
were collected in Texas by the ARAN unit and the Texas Department 
of Transportation modified K. J. Law profilometer that was used as a 
standard reference. The evaluated roughness statistics of the ARAN 
unit were root mean square vertical acceleration (RMSVA), mean ab­
solute slope (MAS), and TEXTURE. These roughness statistics were 
correlated with the roughness statistics of the profilometer Maysmeter 
output, serviceability index (SI), and international roughness index. 
The PSI model developed in this study is based on the roughness 
statistic SI of the modified K. J. Law profilometer. This PSI model, 
including RMSVA and MAS that are independent variables, shows 
good correlation with SI of the profilometer. 

Research leading to the development of roughness measuring 
equipment dates back more than 60 years (1). As a result of the 
AASHO Road Test in particular, increasing attention has focused 
on this research area, leading to the development of many types 
of pavement roughness surveying instruments. Gradually the use 
of these instruments to evaluate the ride quality of pavement sur­
face grew more widespread such that now the evaluation of the 
relative smoothness of pavement surfaces has become an impor­
tant factor affecting decisions about maintenance and the classi­
fication of pavement inventories. 

Existing pavement roughness instruments generally can be di­
vided into three classes, with each class defined by measurement 
techniques and the associated measurement errors (2,3). 

Class 1. Manually operated instruments that accurately measure 
short wavelength profiles of the roads. Examples of such instru­
ments include the rod and level, the face dipstick, and the TRRL 
beam. 

Class 2. Dynamic direct profiling instruments that employ a 
variety of methods to produce elevation data from the road sur­
face. Examples of these instruments include the APL trailer, GM 
profilometer, K. J. Law profilometer, and South Dakota profiler. 

Class 3. Response-type road roughness measuring (RTRRM) 
systems, which accumulate suspension deflections (axle to body 

J. Lu, Transportation Research Center, University of Alaska Fairbanks, 
P.O. Box 755900, Fairbanks, Alaska 99775-5900. W. R. Hudson, Depart­
ment of Civil Engineering, University of Texas at Austin, Austin, Tex. 
78712-1001. C. Bertrand, Texas Department of Transportation, D-18, 125 
East 11th Street, Austin, Tex. 78701. 

or acceleration values) from the roadway surfaces. Examples of 
these instruments include the Mays ride meter, Cox meter, BPR 
roughmeter, and the automatic road analyzer (ARAN) unit. 

The basic concept of the Class 1 and Class 2 categories is the 
measurement of the shorter wavelengths contained in the pave­
ment surface profiles. These categories and the associated instru­
ments possess the highest resolutions and the least acceptable er­
ror associated with their operation. 

The pavement surface ride quality can be directly related to the 
passenger's perception of the vehicle's vibrations in a certain fre­
quency band rather than the absolute surface profiles. The passen­
gers are more sensitive to the vertical acceleration of the vehicle 
body caused by the transfer of pavement surface smoothness 
through the suspension system of the vehicle than to the elevation 
of the pavement surf ace. This is the basic concept behind· the 
instruments contained in Class 3. 

The ARAN unit is classified as a Class 3 instrument. The ver­
tical accelerations of the body and the axle of the unit are sampled 
and processed to produce the roughness indexes: root mean square 
vertical acceleration (RMSVA), mean absolute slope (MAS), and 
TEXTURE. Relatively speaking, the smaller the values of the re­
ported roughness indexes, the better the corresponding pavement 
surface ride quality. In addition to the three indexes, the Texas 
Department of Transportation (DOT) is interested in also obtaining 
the serviceability index (SI), which is another roughness index. This 
roughness index can be obtained through a regression model with 
the variables RMSVA and MAS. The concept behind the SI is the 
same as that of the present serviceability index (PSI) (4). 

The multiple functioning and high operating speed of the 
ARAN unit commend it as an important instrument in pavement 
management. In addition, a comprehensive evaluation of this unit, 
as provided in this study, will benefit the Texas DOT in the fol­
lowing ways: 

1. The results of the research will provide useful information 
about the ARAN unit with respect to the performance of the 
subsystems. 

2. The models developed and implemented for the ARAN unit 
will render it a more powerful instrument; moreover, the meth­
odologies of the modeling and evaluation can be used for future 
application on other instruments of this type. 

This paper presents the results of evaluating the correlation be­
tween the roughness statistics from the ARAN unit and the rough­
ness statistics generated by the Texas DOT modified K. J. Law 
profilometer. The reference statistics from the profilometer are SI 
(5), Maysmeter output (MO) (5,6), and international roughness 
index (IRI) (7). The model providing RMSVA at various wave-
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lengths from the profilometer is also available. However, MO and 
SI are functions of RMSVA at the 4- and 16-ft wavelengths (6). 
It was considered unnecessary to use these three roughness statis­
tics together for the correlation analysis. In this research effort, 
the researchers chose SI and MO, instead of RMSVA. As another 
research effort, a new present service ability index (PSI) model is 
presented that includes the independent variables RMSVA and 
MAS and is based on the roughness statistic SI of the K. J. Law 
profilometer. 

DESCRIPTION OF ROUGHNESS SYSTEM OF ARAN 
UNIT 

The ARAN unit is a van-mounted system that measures and re­
cords a wide variety of pavement performance parameters. The 
entire system is mounted inside a 1986 Ford 1-ton van with a 
modified motorhome chassis to facilitate its operation; enlarged 
windows enhance operator observation, while a raised roof pro­
vides more space for equipment. As a multifunction system, the 
ARAN unit is equipped with the following subsystems (8): 

1. Pavement surface roughness measurement, 
2. Rut depth and transverse profile measurement, 
3. Gyro, 
4. Right-of-way videologging, 
5. Pavement condition videologging, and 
6. Pavement rating. 

The individual subsystems. have specialized functions. Detailed 
description and evaluation results of these subsystems can be 
found elsewhere (9,10). 

The roughness measuring subsystem block diagram is shown 
in Figure 1. This two-part subsystem is divided according to its 
hardware or its software. The hardware consists of axle and body 
accelerometers, analog signal amplifiers, analog low-pass filters, 
and a 12-bit analog to digital (AID) converter. The software con­
sists of digital band-pass filters passing wavelengths of 1 to 300 
ft, digital high-pass filters passing wavelengths of 2 ft or less, and 
statistical models generating the reported roughness statistics 
(RMSVA, MAS, and TEXTURE). These roughness statistics are 
described as follows. RMSVA is defined by 

RMSVA = ~!._ i [a(i)]2 
N i=I 

Axle and Body 
Accelerometers 

Band Pass Filter 

1 ft. - 300ft. 

Amplifier 

RMSVA i-----. 

MAS 

High Pass Filter ___ 
91 

TEXTURE __ _ 

2 ft. or less 

FIGURE 1 Roughness measuring subsystem. 
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where 

a(i) = ith discrete value of filtered acceleration that must be 
spatially filtered to remove any de bias; 

N = number of samples taken in the given pavement section; 
and 

MAS = cumulative value of the absolute vertical axle or body 
displacement divided by the vehicle's traveled distance. 
Mathematically, 

MAS=~ (f)' (LU)~ IZ(i)I 

where 

T =elapsed time in a test section (station) (sec); 
L =station length (mi); 

AX = sample interval of raw acceleration values; and 
Z(i) =height calculated by double intergrating with this equa­

tion; thus Z(i) = Z(i - 1) + a(i) + a(i - 1). 

The acceleration signal, once it passes through an AID con­
verter, follows one of two signal paths. One signal path is through 
the high-pass filter, whereas the other is through the band-pass 
filter. The output of the high-pass filter allows more high­
frequency (short wavelength) components of the input signal to 
pass, in the process eliminating the low-frequency signal (long 
wavelength) components. The high-frequency components of ac­
celeration signal represent the detailed characteristics of surf ace 
roughness, such as texturing and cracking. The output signals of 
the high-pass filter go through the same mathematical model used 
to calculate RMSV A. The result of the model is TEXTURE. 

FIELD DATA COLLECTION 

Because· most of the evaluation and modeling in this research 
effort were based on field testing and data collection, these activ­
ities were necessarily assigned a higher priority. In this study the 
ARAN unit had to be considered a "black box," that is, its per­
formance had to be judged by its response (output) to a known 
input. The known input for the evaluation of correlation of the 
roughness subsystem was the Texas DOT modified K. J. Law 
profilometer-an instrument whose output had been verified us­
ing FHWA HPMS Appendix J procedures (2,11). 

To obtain reliable correlation for the ARAN unit, 29 test sec­
tions were chosen for the field tests. With the exception of three 
rigid pavement sites, test sites were located in the Austin, Texas, 
area. Because no rigid pavements were accessible near Austin, 
three rigid pavement test sections near LaGrange, Texas, were 
chosen. The data collected from the flexible and the rigid pave­
ments were combined without consideration of the type of pave­
ment in the study. 

The Texas DOT-modified K. J. Law profilometer, defined as a 
Class 2 pavement roughness monitoring instrument, was chosen 
as the standard reference instrument for correlation· with the 
ARAN unit. From the standpoint of correlation analysis, it is bet­
ter to correlate a Class 3 instrument with a Class 1 or Class 2 
instrument. Class 1 and 2 instruments directly reflect the surface 
characteristics of a pavement, whereas Class 3 instruments reflect 
the response of a vehicle to, or the perception of the vehicle pas­
sengers of, the pavement surface roughness. 
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TABLE 1 Summary of Correlation Analysis of Roughness Statistics for ARAN Versus the 
Profilometer 

Profilometer 

SI M 0 (counts/.2mi.) 

20mph 50mph 20mph 

A=4.9065 A=4.9190 A=4.8636 
..c: B=-7.0212E-3 B=-7.3044E-3 B=0.36917 

~ 
c. 

R2=0.521 R2=0.514 R2=0.461 8 
~ RMSE=0.763 RMSE=0.778 RMSE=43.64 

< A=5.1249 A=5.1435 A=-18.579 
> ..c: B=-55126E-3 B=-5.7276E-3 B=0.29593 fl:) c. 

~ 8 R2=0.577 R2=0.568 R2=0.533 
'<t RMSE=0.692 RMSE=0.733 RMSE=40.64 I 

~ 
A=5.2972 A=5.3222 A=-30.730 

..c: B=4.7422E-3 B=4.9264E-3 B=0.26084 c. 
8 R2=0.669 R2=0.657 R2=0.648 
V'l 

RMSE=0.612 RMSE=0.653 RMSE=35.27 

A=5.4152 A=5.4761 A=42.140 

~ 
..c: B=-0.94085 B=-0.99013 B=53.749 
c. 

R2=0.900 R2=0.907 R2=0.940 8 
* ~ RMSE=0.337 RMSE=0.339 RMSE=14.52 
0 
§' A=5.3098 A=5.3698 A=-35.778 
§ ..c: B=-0.93483 B=-0.98577 B=53.261 c. 
fl:) 8 R2=0.891 R2=0.902 R2=0.926 
~ '<t 

RMSE=0.351 RMSE=0.349 RMSE=1616 
I 

z A=5.2116 A=5.2686 A=-30.299 

~ 
..c: B=-0.91685 B=-0.96777 B=52.285 c. 
E R2=0.886 R2=0.899 R2=0.922 0 
V'l 

RMSE=0.360 RMSE=0.355 RMSE=16.58 
A=4.5438 A=4.5362 A=l3.589 

~ 1 
B=-1.5897E-2 B=-1.6478E-2 B=0.84265 
R2=0.451 R2=0.442 R2=0.406 

~ RMSE=0.788 RMSE=0.833 RMSE=45.83 

I A=4.6382 A=4.6233 A=7.2714 
..c: B=-l.4275E-2 B=-1.4697E-2 B=0.76888 
c. 

R2=0.478 R2=0.462 R2=0.444 8 
'<t RMSE=0.769 RMSE=0.818 RMSE=44.33 

I 

~ 
A=4.6590 A=4.6434 A=6.2946 

-a. B=-1.0636E-2 B=-1.0942E-2 B=0.57190 

8 R2=0.448 R2=0.432 R2=0.415 
V'l 

RMSE=0.791 RMSE=0.841 RMSE=45.49 

Mcxlel: Index (Prof.)= A+ B Index (ARAN) 

To evaluate the effect of the operational speed on the reported 
roughness statistics, different testing speeds were used. Because 
the response of the ARAN unit with respect to speed could be 
nonlinear, more than two different testing speeds had to be con­
sidered. Thus three testing speeds-30, 40, and 50 mph-were 
selected for use in this evaluation effort. 

50mph 

A=-6.5906 
B=0.39226 

R2=0.436 
RMSE=48.76 

A=-21.563 
B=0.31553 

R2=0.508 
RMSE=45.58 

A=-35.607 
B=0.28046 
R2=0.628 
RMSE=39.62 

A=-50.653 
B=58.922 
R2=0.947 
RMSE=14.95 

A=44.199 
B=58.607 

R2=0.940 
RMSE=l5.Q4 

A=-38.338 
B=57.606 
R2=0.938 
RMSE=16.16 
A=12.638 
B=0.89953 
R2=0.388 
RMSE=50.82 -

A=6.2754 
B=0.81724 

R2=0.421 
RMSE=49.44 

A=5.0451 
B=0.60918 

R2=0.394 
RMSE=50.55 

~ 

IRI (in./mi.) 

20mph 50mph 

A=18.688 A=19.625 
B=0.53548 B=0.56516 

R2=0.504 R2=0.455 
RMSE=58.13 RMSE=67.72 

A=-1.3517 A=-2.8514 
B=0.42964 B=0.45707 

R2=0.583 R2=0.534 
RMSE=53.30 RMSE=62.57 

A=-17.375 A=-21.563 
B=0.37520 B=0.40275 
R2=0.6% R2=0.650 
RMSE=45.50 RMSE=54.27 

A=-27.190 A=-39.584 
B=74.634 B=83.156 
R2=0.941 R2=0.946 
RMSE=20.23 RMSE=21.23 

A=-18.783 A=-30.764 
B=74.136 B=82.833 

R2=0.931 R2=0.942 
RMSE=21.61 RMSE=22.10 

A=-10.882 A=-22.322 
B=72.659 B=81.351 
R2=0.924 R2=0.939 

RMSE=22.69 RMSE=22.70 
A=44.024 A=46.320 
B=l.2380 B=l.3071 
R2=0.455 R2=0.411 
RMSE=60.93 RMSE=70.38 

A=34.423 A=35.684 
B=l.1326 B=l.2005 

R2=0.500 R2=0.455 
RMSE=58.34 RMSE=67.68 

A=32.773 A=34.498 
B=0.84387 B=0.89()(J() 

R2=0.469 R2=0.432 
RMSE=60.16 RMSE=69.66 

Profilometer 

Wmph SO mph 

30mph Model 1 Model2 

40mph Model3 Model4 

50 mph Models Model6 

Three different groups of test sections were chosen to provide 
a range of surface roughness. These test groups include pavements 
with smooth surfaces (PSI= 3.5 to 5.0), pavements with medium 
smooth surfaces (PSI = 2.0 to 3.5), and pavements with rough 
surfaces (PSI = 0 to 2.0). The relative smoothness of these sec­
tions was ranked on the basis of the profilometer's output. The 
test sections chosen covered a full range of pavement conditions 
in terms of PSI. In addition, for each combination of the above 
factors, three runs were made. FIGURE 2 PSI modeling factorial. 
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ROUGHNESS CORRELATION ANALYSIS 

From the standpoint of instrumentation, three factors-repeat­
ability, correlativity, and accuracy-indicate the performance of 
an instrument. The repeatability of an instrument can be evaluated 
by observing outputs on repeated runs on the same pavement sur­
face, whereas the evaluation of an instrument's correlativity and 
accuracy must be quantified by using a standard instrument such 
as that described previously (12). The roughness measuring sub­
system of the ARAN unit, classified as a response-type road 
roughness measuring system, provides the statistics-RMSVA, 
MAS, and TEXTURE-as described earlier. The accuracy of 
these statistics could not be evaluated directly because the. re­
searchers did not have access to a reference instrument that pro­
vides the same roughness statistics as the ARAN unit. Accord­
ingly, the measurement accuracy of the roughness statistics is not 
considered in this· evaluation of the ARAN roughness subsystem. 
Instead, a calibration model was developed through correlation 
analysis with the profilometer. 

Choice of Reference 

The profilometer must meet two basic requirements before it can 
be used as a reference instrument for correlation. The output sta­
tistics of the reference should be based on the results of an ob­
jective measurement and should not be vehicle dependent. If the 
reference instrument is vehicle independent, the models for cor­
relation and calibration are stable in terms of time and the vehicle 
suspension system. 

Two alternative approaches are available for developing the 
roughness statistics used in the correlation analysis and calibration 
of the roughness measuring subsystem of the ARAN unit. The 
first one is a dynamic modeling of a hypothetical device simulat­
ing the dynamic response of a vehicle with certain physical con­
stants predefined. The dynamic model must have a sequence of 
pavement surface profiles used as the input. For example, a typical 
hypothetical device, called the reference quarter-car simulation 
(RQCS) (7), has been used as a standard reference for correlation 
and calibration. The corresponding statistical output of the RQCS, 
the quarter-car index (QI), was used for Maysmeter calibration in 
Brazil (7). Using RQCS makes it necessary to input the sequences 
of profile elevation measured by either a Class 1 or Class 2 in-

TABLE 2 Resulting Models of Equation 6 from Figure 2 

Coefficients 

Model A B c D R2value 

1 5.4898 -0.001007 -0.873430 0.000206 0.904 

2 5.5465 -0.001126 -0.930580 0.000801 0.915 

3 5.4323 -0.001702 -0.855272 0.002919 0.896 

4 5.4979 -0.002143 -0.917207 0.004613 0.907 

5 5.3507 -0.000795 -0.795375 -0.000344 0.895 

6 5.3837 -0.000722 -0.865102 -0.000118 0.904 

TABLE 3 Values of 
Correlation Between New PSI 
Including TEXTURE (ARAN) 
and SI (Profilometer) 

Pro ti.lo meter 

20mph 50mph 

30mph 0.904 0.915 

~ 40mph 0.896 0.907 

50mph 0.895 0.904 
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strument to the simulating model to develop a standard statistical 
output. This indirect procedure for obtaining reference standard 
statistical output is relatively complicated. The second approach 
uses the Class 2 profilometric method, directly developing rough­
ness statistics from the relatively accurate measurement of the 
pavement surface elevations. This method, which measures the 
profile elevations and directly transfer·s elevations into roughness 
statistics, is comparatively simple, with the resulting roughness 
statistics relatively vehicle independent. 

The modified K. J. Law profilometer provided by Texas DOT 
for the purpose of making comparisons in this test has been cho­
sen as the reference for the correlation analysis and calibration of 
the ARAN unit's roughness subsystem. The selection of this in­
strument was based on the following: 

1. The modified K. J. Law profilometer is classified as a Class 
2 pavement surface ride quality surveying instrument (5). This 
instrument automatically measures the pavement profile elevations 
at high operating speed with good accuracy and repeatability. 

2. The profilometer is equipped with the software to compute 
the roughness statistics, RMSVA, SI, MO, and IRI. These statistics 
have been carefully evaluated (5) and are widely used in pavement 
surface ride quality surveys. 

3. Because the profilometer belongs to Texas DOT, it was ac­
cessible for this evaluation effort. 

Roughness Statistics of Modified K. J. Law Profilometer 

The modified K. J. Law profilometer develops the roughness sta­
tistics SI, MO, and IRI. These statistics, which summarize the 
pavement roughness characteristics from different approaches, are 
relatively vehicle independent in principle because they are ob­
tained through the processing of the raw profile elevations se­
quences. An explanation of each of these statistics follows: 

Maysmeter Output 

As explained previously (5) MO is the calibrated Maysmeter out­
put value given in counts per 0.2 mi. This Maysmeter estimate is 
developed using the RMSVA values calculated for the 4- and 16-
ft base wavelengths from profifometer, using the following 
equation. 
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(1) 

where RMSVA4 and RMSVA16 are the RMSVA values of the pro­
filometer for the 4- and 16-ft base wavelengths, respectively. The 
constants Ai. A2, and A3 are different for various types of pavement 
(rigid or flexi~le). 

Serviceability Index 

The measure of riding quality with which engineers are most fa­
miliar is the SI. Representing the user's perception of pavement 
roughness, SI is given as a number between 0 and 5. Such unitless 
index can be developed on the basis of MO or RMSVA. The 
model for calcul_ating SI in the profilometer (6) is 

- (In (32 M0))9.3566 

SI = 5 e 8.4933 (2) 

where MO is calculated by Equation 1. The index SI is a measure 
of roughness primarily in the 8- to 35-ft wavelength range. 

International Roughness Index 

IRI (7) is a well-known measure of roughness. IRI is reported in 
inches per mile, as measured with a Class 1 or Class 2 instrument 
or as computed with a quarter-car simulation. IRI values from the 
profilometer are calculated from the profiles for both the left 
wheelpath and the right wheelpath. The reported IRI is the mean 
value of the left wheelpath IRI and the right wheelpath IRI. 

Field Tests 

To obtain the correlation and calibration models for the roughness 
measuring subsystem of the ARAN unit, 29 test sections were 
selected. These sections consisted of both rigid and flexible.pave­
ments and were evaluated with both the modified K. J. Law pro­
filometer and the ARAN unit. The models developed for this re­
search are based on the combined data collected from both the 
flexible and the rigid pavement test sections. The test sites were 
selected because they could provide the broadest range of rough­
ness levels and could be safely run at the 50-mph test speed. The 
smooth sites were needed to ensure that the subsystem had the 
resolution necessary to correctly measure smooth pavements, 

TABLE 4 Values of 
Correlation Between Original SI 
(ARAN) and SI (Profi.lometer) 

Profilometer 

20mph 50mph 

30moh 0.903 0.908 

~ 40mph 0.890 0.897 

50mph 0.894 0.901 
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TABLE 5 Correlations Between New 
PSI Using TEXTURE and SI from 
Profi.lometer 

Coefficients 

Model a b R2value 

1 -3.1604e-4 1.0001 0.904 

2 -3.8273e-2 1.0115 0.915 

3 -1.5422e-5 1.0000 0.896 

4 -1.5556e-5 1.0000 0.907 

5 -1.9383e-4 1.0000 0.895 

6 3.6650e-4 0.99994 0.904 

whereas the rough sites ensured that the subsystem could handle 
the large amplitudes ·generated when traveling down rough pave­
ment. The medium sections allowed data points to be located be­
tween the two extremes. This wide roughness distribution makes 
the correlation analysis results suitable across the wide roughness 
levels that are normally found in the Texas highway network. 

Three repeat runs were made for each test section, testing speed, 
and both K. J. Law profilometer and the ARAN unit. The mean 
values of the reported roughness statistics were calculated and 
used as the summarized statistic. This was done to cancel the 
operational bias. The ARAN unit is designed for operation in the 
normal traffic speed range. The field tests were conducted at 
speeds of 30, 40, and 50 mph for each test section. The most 
frequently used operational speeds of the K. J. Law profilometer 
are 20 and 50 mph. Therefore, each test section was run at the 
testing speed of 20 and 50 mph for the K. J. Law profilometer. 

Results 

The linear correlation model proposed for the research evaluation 
effort is 

Roughness (profilometer) =A + B roughness (ARAN) (3) 

where A and B are constants, and Roughness (profilometer) is the 
estimation of the roughness statistic corresponding to one of the 
profilometer outputs: SI, MO, or IRI. Roughness (ARAN) is the 
roughness statistic (RMSVA, MAS, TEXTURE) measured and 
generated by the ARAN unit. Two statistical indexes showing the 
correlativity of the two instruments are used. One is the R2 value 
and the other is the root mean square error (RMSE) defined by 

(4) 

where 

N = number of test sections (N = 29); 
X; = estimation of the roughness statistic of the profilometer at 

Ith test section; and 
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y; is the roughness statistic measured by the ARAN unit and gen­
erated by Equation 3 at ith test section. The comprehensive cor­
relation analysis results with different operational speeds are 
shown in Table 1. From this table, it can be said that MAS has . 
relatively good correlation with the roughness statistics of the 
K. J. Law profilometer. Research results also show that the rough­
ness statistics of the ARAN unit are speed dependent; that is, the 
reporting statistics on the same road surface will be different if 
the operational speed differs. Models used to cancel speed effect 
were developed in the same research project but not reported in 
this paper. Detailed analysis and models regarding speed effect 
were reported previously (9,13). 

PRESENT SERVICEABILITY INDEX MODEL 
FOR ARAN 

HPI, the manufacturer of the ARAN unit, provided an SI model 
to the Texas DOT. This SI model has the following form: 

SI = 5.6797 - 0.00134 RMSVA - 0.7553 MAS (5) 

Because the modified K. J. Law profilometer is considered by the 
Texas DOT to be the reference instrument for calibration of all of 
its roughness monitoring equipment, it is necessary that the SI 
model obtained from the ARAN unit be directly calibrated to the 
SI from the profilometer. In addition it can be expected that the 
operational speeds of the ARAN unit significantly affect its rough­
ness statistics. The model estimating SI values should be used for 
a given operational speed. Because of these disadvantages a new 
PSI model, including TEXTURE, was proposed by research staff. 
This new model is 

PSI = A + B RMSV A + C MAS + D TEXTURE (6) 

where A, B, C, and D are constant coefficients. These constant 
coefficients were obtained through a linear regression analysis of 
the ARAN unit's roughness output and that of the modified K. J. 
Law profilometer. Therefore, the PSI value resulting from this 
model is an estimate of the PSI values corresponding to the pro­
filometer. According to the definitions of RMSVA, MAS, and 
TEXTURE, these variables are independent of each other. Con-

TABLE 6 Models from. Equation 7 and Figure 2 

Coefficients 

Model A B c R2value 

1 5.4879 -0.()()()1)24 -0.873794 0.904 

2 5.5391 -0.000801 -0.931996 0.916 

3 5.3875 -0.~7 -0.867200 0.894 

4 5.4269 -0.000475 -0.936057 0.904 

5 5.3546 -0.()()()1)51 -0.787525 0.895 

6 5.3850 -0.000775 -0.862404 0.904 
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ceptually, the more independent variables the model includes, the 
better the model will be. 

As another alternative, a model that excludes the TEXTURE 
statistic was also .generated. The model has the following form: 

PSI = A + B RMSV A + C MAS (7) 

This· new PSI model has the same form as the original SI model. 
The new model has the advantage of being obtained through the 
regression analysis of the ARAN unit and the modified K. J. Law 
profilometer. The data were collected in Texas. 

New PSI Model Including TEXTURE 

The factorial used in the modeling of the new PSI is shown in 
Figure 2. A FORTRAN program (MULT REGRESSION) devel­
oped by research staff was used to process the data collected from 
field tests. The resulting models correspond to the regression mod­
els seen in Figure 2. 

Table 2 shows the linear correlation results representing the 
models shown in Figure 2. The R2 values of the linear fits are also 
included in the table. 

The sensitivities of PSI to each roughness statistic can be com­
pared in terms of the absolute value level of each coefficient. In 
the resulting models, the absolute value level of Coefficient C is 
much higher than that of either B or D. Coefficients Band D are 
at the same relative level. Because Coefficient C was defined for 
MAS it can be said that PSI is more sensitive to MAS than to 
either RMSVA or TEXTURE. In fact, from the correlation anal­
ysis results, the R2 values for MAS are much higher than those 
for either RMSVA or TEXTURE. This means that the correlation 
of MAS with the profilometer SI is better than that of RMSVA or 
TEXTURE. 

Greater RMSVA or MAS values for the ARAN unit represent 
poorer serviceability or. smaller PSI values. Mathematically, this 
relationship requires that the signs of Coefficients B and C be 
negative. Because TEXTURE reflects only the detail (short wave­
length) characteristics of a pavement surface, it does not have an 
obvious direct relationship with PSI. Therefore, the sign of the 
coefficient of TEXTURE could be either positive or negative. 
From the resulting models shown in Table 2 it can be seen th~t 
the signs for Coefficients B and C are negative. Coefficient D is 
both positive and negative. 

A comparison can be made between the new PSI model in­
cluding TEXTURE and the original SI equation by considering 
the R2 values resulting from the correlation analysis. The R2 values 
resulting from the new PSI model are listed in Table 3 and cor­
respond to the factorial shown in Figure 2. The R2 values of the 
correlation between original SI for the ARAN unit and SI from 
the profilometer are shown in Table 4. All of the R2 values from 
the new PSI model are greater than those from the original SI 
equation. It can be concluded that the new PSI equation fits the 
profilometer output better than the original SI equation. 

The correlations of the new PSI equation using TEXTURE 
from the ARAN unit and SI from the profilometer at different 
speeds are presented in Table 5. The equation for those correla­
tions is 

SI (profilometer) =a + b PSI(ARAN) (8) 
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From these figures and the resulting linear equations, it can be 
seen that 

a= 0, b = 1 

Therefore, the six new PSI models, including TEXTURE, that 
correspond to the various speeds of operations can be used effec­
tively to estimate the SI values from the profilometer. 

New PSI Model Excluding TEXTURE 

The second set of PSI equations does not include TEXTURE. 
These equations have the same form as the PSI model shown in 
Equation 7. The factorial equations that omit TEXTURE are the 
same as those that include TEXTURE (Figure 2). 

Table 6 represents the coefficients from the new PSI equations 
excluding TEXTURE, which have the form of Equation 7. The 
program MULT REGRESSION was again used with the data from 
the test sections. 

As shown in Table 6 and discussed in the previous section, the 
second new PSI equation excluding TEXTURE has the same 
sign and sensitivity qualities as does the equation including 
TEXTURE. It can also be seen that the new PSI equations ex­
cluding TEXTURE are not significantly different from the ones 
that include TEXTURE. In this case, it is reasonable to use the 
equations without TEXTURE because they are similar and just as 
valid. 

CONCLUSIONS 

The correlation analysis compared the Texas DOT ARAN unit and 
the modified K. J. Law profilometer with the results showing good 
correlation between the outputs of these two instruments. How­
ever, because the correlation models developed are speed depen­
dent, the correlation models must be used for a given operational 
speed if no speed-effect-canceling model is implemented. It is 
recommended that MAS be used to estimate the roughness outputs 
corresponding to the profilometer. Unfortunately, RMSVA and 
TEXTURE do not correlate well with any of the profilometer's 
outputs. 
· Two PSI models, developed as a result of this research effort, 
are reported in this paper: (a) the model including the roughness 
output TEXTURE, and (b) the model excluding TEXTURE. The 
test results demonstrated that the new PSI models developed are 
better than the original SI model. The new PSI model excluding 
TEXTURE has been implemented with the personal computer 
program presented previously (9). 

The operational speed of the ARAN unit has a significant im­
pact on its rbughness outputs. The impact of the operational speed 
on the roughness outputs also depends on the roughness level of 
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the pavement surface being evaluated. With respect to the oper­
ational speed, it was found that RMSVA and TEXTURE are more 
sensitive than MAS (9,13). 
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Image-Processing Methods for Automated 
Distress Evaluation 

VINOD K. l<ALIKIRI, NORMAN W. GARRICK, AND LUKE E. K. ACHENIE 

The collection and analysis of pavement distress data are the primary 
components of any pavement management system. There is an emerg­
ing trend over the last decade to automate this process of data col­
lection and analysis. Current research work at the University of Con­
necticut aims at developing such an image data analysis system, 
compatible with the photolog system used by the Connecticut De­
partment of Transportation for pavement distress surveys. The image 
data retrieved from the Connecticut photolog system cannot be used 
directly as input to the analysis system because of undesirable details 
such as shadows and random noise in the images. Therefore extensive 
image processing must be carried out before the image data are suit­
able for use as input for analysis. An image-processing strategy that 
can be used with the images obtained from the Connecticut photolog 
system is presented. Topics discussed include image data digitization, 
format conversion, feature extraction techniques, and binary image 
manipulation. The binary images resulting from the process were 
found to be a very good representation of the actual distress conditions 
of the pavement and can readily serve as input to a pattern recognition 
system for analysis. 

An efficient pavement management system relies on the availa­
bility of comprehensive and accurate distress data for the road 
network (1). The conventional method for collecting these data is 
a manual survey whereby the rater goes out in the field to inspect 
the condition of the roadway. Many users believe that there is a 
need to replace this manual data collection system with an auto­
mated system that takes advantage of recent advances in computer 
technology. An automated system will eliminate problems such as 
safety hazards to field personnel, subjectivity of observations, and 
time constraints associated with the manual methods (2; K. R. 
Maser, unpublished data). 

Vehicles capable of photographing the pavement surface and 
storing the photographed images in a convenient form already 
have been developed, and a number of such systems have been 
tested and evaluated over the years (3; K. R. Maser, unpublished 
data). Many of these are used successfully by various highway 
agencies. 

Automation of the process of data analysis is the next step 
toward the development of a totally automated system (4,5). The 
emergence of computers with high-speed processing capabilities 
has laid the foundation for the application of image-processing 
and pattern-recognition techniques to achieve this objective. 

The current research work at the University of Connecticut 
(UCONN) aims at tackling this problem by developing an auto­
mated pavement distress analysis system that is compatible with 
the photolog system already in use by the Connecticut Department 
of Transportation (ConnDOT). Principles of digital image pro­
cessing, pattern recognition, and quantification through artificial 
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neural networks are J:>eing adopted to realize this objective. The 
image data being used for processing and analysis in the research 
work are taken from the photolog laser videodisc (PLV) collection 
at ConnDOT. 

The quality of the image data obtained by the Connecticut pho­
tolog system is not ideal for processing because of factors such 
as variable illumination and shadows in the images. An image­
processing strategy capable of compensating for these factors must 
be developed before the image can be used as input to the auto­
mated system for analysis. In this paper one such strategy that 
was developed at UCONN to process the color images retrieved 
from the Connecticut PLV system' will be described. The strategy 
is designed to generate the type of quality data that can serve as 
input for a distress data analysis system. 

CONNECTICUT PHOTOLOG SYSTEM 

ConnDOT uses a 35-mm movie camera to photograph the pave­
ment surface. It is mounted in a photologging van that travels at 
average speeds of 40 to 50 mph. The camera is angled down the 
road for a full perspective view through the windshield. The film 
is exposed at regular intervals of 0.01 mi to record pavement 
distresses, shoulder conditions, and roadside inventory data. In­
formation about route, mileage, and other details required to iden­
tify the roads being surveyed are also recorded through a 
keyboard. 

The exposed film is processed and transferred onto double­
sided laser video discs. Each side of the video disc stores all the 
information pertaining to 265 mi of the roadway. This information 
includes a windshield view (Figure 1) and a close-up view (Figure 
2). The close-up view is the view that is used in the manual rating 
system. 

At present the rating of the road images is carried out manually 
in the laboratory by personnel who record their observations di­
rectly into a personal computer. ConnDOT surveys show that the 
raters complete between 115 and 150 frames each hour (2). In an 
average year, the 7,700 mi (3,850 mi in each direction) of highway 
network in Connecticut requires approximately 2.5 months (1,000 
person-hr) to be rated. In view of the time required to rate the 
sections manually, ConnDOT has determined that not all the 
frames recorded by the photolog system for rating can be used. 
Therefore a sampling procedure has been adopted in which only 
10 percent of the frames are rated (6). 

The overall cost involved with this setup is approximately 
$4.40/lane-mi surveyed (2). An automated system· would signifi­
cantly reduce the cost and time needed to survey the roads and at 
the same time result in an objective evaluation of the pavement 
condition. It would also enable ConnDOT to use all the frames 
for rating rather than just the small fraction that is used now. 
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FIGURE 1 Windshield view captured by the photolog vehicle. 

The image data available as input for the automated system 
needs to be processed before they can be used for analysis. The 
extent of processing depends on the configuration of the data ac­
quisition system being used. Images from the ConnDOT PLV sys­
tem are particularly difficult to process efficiently because of the 
following characteristic features of the system: 

1. The windshield view, which facilitates the collection of road­
side inventory data along with the pavement surface data, invar­
iably imparts a perspective effect in the image. This effect reduces 
the accuracy of the information recorded in the upper portions of 
the image. 

2. Nonuniform illumination and highly variable image bright­
ness and contrast values are encountered because of the natural 
lighting conditions during the survey. These defects result in noisy 
images that must be corrected by adopting suitable image­
processing techniques. 

3. Redundant features recorded in the image (such as turfed 
shoulders, trees, and roadside inventory) must be eliminated to 
isolate distressed portions of the roadway. 

4. Shadows cast on the pavement by overhead power lines and 
trees mimic the presence of distresses, thereby complicating the 
task of implementing a totally automated machine vision system. 

FIGURE 2 Close-up view of a portion of the windshield view. 
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FIGURE 3 Processing strategy for analyzing ConnDOT 
photolog images. 

In contrast, data acqms1tion systems such as the PASCO 
Roadrecon-70 provide a more suitable environment for the appli­
cation of an automated system (3). The quality of image data 
recorded by the PASCO system is quite high because the system 
works under artificial illumination at night. Such illumination 
eliminates problems such as shadows and nonuniform contrasts 
and brightness values (7). In addition, the camera is oriented in 
such a way that a standard scale image (1 :200 in the case of 
Roadrecon-70) is recorded with no optical aberrations. Processing 
requirements for such image data are minimal compared with the 
degree of processing required for the data collected using the 
Connecticut photolog system. 

IMAGE-PROCESSING TECHNIQUES 

The processing of the images from the ConnDOT laser video discs 
was carried out in the various stages that are outlined in the flow­
chart in Figure 3. The strategy tackles problem areas such as im­
age enhancement, noise reduction, and shadow elimination. The 
stages outlined in the flowchart are the processes for color image 
acquisition, format conversion to gray scale, feature extraction by 
highlighting areas of interest, and binary operations to segment 
the gray scale images. These processes are discussed in more 
detail. 
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Image Acquisition and Digitization 

Close-up views of the pavement sections were used for this project 
because the distresses are well defined in these views, and most 
background details such as vehicles and adjoining lanes are elim­
inated. The first processing step was the capturing and digitizing 
of a selected portion of the lane (approximately 8 ft2). A video 
digitizing software supported by a 24-bit graphics adapter was 
used for this purpose. 

Conversion from Color to Gray Scale 

The color image that is captured by the digitizer is in a format of 
24 bits/pixel that is essentially a combination of three 8-bit integer 
arrays. These arrays contain the brightness values for each of the 
three primary colors used to represent the image. The color image 
is then converted into a gray scale format of 8 bits/pixel for ease 
of processing and manipulation. Although this process results in 
the loss of all the color information in the image, it helps in 
reducing the file space required for storage by two-thirds. This 
conversion is achieved in image processing softwares by the ap­
plication of color filters, which absorb complementary colors and 
result in a monochrome (gray scale) image in which the brightness 
level of each pixel is assigned an integer value between 0 (black) 
and 255 (white). Efforts to use color images directly instead of 
the gray scale images will be made in the future so that the con­
cept of depth perception can be incorporated into the system. 

Feature Extraction 

The next stage after conversion to the gray scale involves the 
processing of these gray scale images to isolate the distress fea­
tures. Two alternative processes, feature extraction by contrast en­
hancement and feature extraction by noise suppression, have been 
identified to accomplish this objective. Both the alternatives were 
found to work equally well on the images tested. The objective 
for both series is to eliminate undesirable elements such as shad­
ows, random noises, and variable image contrasts. This is realized 
in each of the series by adopting different sequences of image­
processing strategies. 

Feature Extraction Through Contrast Enhancement 

The objective of eliminating undesirable elements in the gray 
scale image is accomplished in this alternative by increasing the 
contrast between pavement distress and the background (8). In 
addition, the overall brightness range of the image is reduced. 
These effects are achieved by screening the gray scale image 
through a copy of its negative on the basis of the following 
operation. 

A negative is first created by calculating the inverse value of 
each pixel in the original gray scale image on a scale of 256 values 
(0 to 255) (9). Thus, a pixel with a brightness value of 10 in the 
actual gray scale image will be assigned a value of 255 - 10 (or 
245) in its inverted form. The negative and the positive are stored 
in two different channels on the system. The gray scale image is 
then subjected to a process known as negative screening that re­
sults in an image in which undesirable features are suppressed and 

FIGURE 4 Gray scale image (contrast 
enhancement). 
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distressed features are sharpened in contrast to the background. 
The brightness value of each pixel in the resulting image gener­
ated by screening is calculated using the following operation: 

X = K - [(K - A)(K - B)]IK 

where 

X = brightness value in the destination channel, 
K = maximum allowable gray level (255), 
A= gray value in Source A (positive image), and 
B =gray value in Source B (negative image). 

In essence the process highlights lines, edges, and discontinu­
ities in the image by screening out all unrelated features. Uni­
formly varying regions such as shadows, which have lower pixel 
intensity in comparison with sharp transition regions such as 
cracks, are suppressed in this process. Figure 4 shows the dis­
tressed portion of a pavement section with shadows of trees across 

FIGURE S Negative screening. 
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the roadway. Figure 5 shows the localized contrast enhancement 
effect produced by the negative screening operation on the gray 
scale image. The overall brightness range of the image is also 
reduced significantly. 

Feature Extraction Through Noise Suppression 

In another alternative the objective of highlighting distressed fea­
tures is achieved by the application of a succession of noise re­
duction techniques to the gray scale image. In the first step an 
averaging operation is performed on two or more copies of the 
gray scale image. This results in the smoothing out of excessive 
noise in the image. The underlying concept is that because random 
noise is typically characterized by low photon intensity registered 
on the film at the time of recording, an averaging operation per­
formed on two or more copies of the image would result in the 
suppression of the brightness values corresponding to the noise. 
The improvement in quality is usually proportional to the square 
root of the number of frames added. The most commonly used 
noise suppression technique under averaging operations is the ad­
dition of two copies of the image numerically. 

Figure 6 shows the gray scale image of a distressed pavement 
section. The addition of two copies of this frame resulted in the 
suppression of the noise to some extent and also increased the 
contrast of the image as shown in Figure 7. 

Further reduction in random noise is achieved by removing 
low-frequency details in the image (8). This is done by the ap­
plication of a high-pass filter, the most common of which is the 
Laplacian filter, which is a two-dimensional second-derivative op­
eration represented by 

where 

FIGURE 6 Gray scale image (noise 
suppression). 
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FIGURE 7 Averaging operator (addition). 

\/
2 

/ = Laplacian operator and 
'f// 'fl! =second derivatives of the image along X and Y 
8X2 ' 8Y 2 directions. 

The outcome, after the application of the high-pass filter, is an 
image in which features showing sharp transition are highlighted 
in contrast to the background. Figure 8 shows the effect of noise 
suppression achieved by the application of this filter to Figure 7. 

The final stage in this series involves the reduction of the num­
ber of gray levels in the image so that edges between regions 
become abrupt (8,10). The process is usually referred to as gray­
level remapping. A value of 3 to 5 gray levels was found to result 
in a clear demarcation between shadows and distress features in 
the ConnDOT images. Hence the number of gray levels in the 
image is reduced from over 100 to approximately 5. The bright­
ness value of each of the pixels in the remapped image is calcu­
lated on the basis of a function defined for the number of gray 
values selected for remapping. A generalized function for such 

FIGURE 8 High-pass filter. 
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FIGURE 9 Gray scale remapping. 

linear remapping from the source to the destination image is given 
as 

R; = (I; - /"'">[ ~= = ::."] + R"'" 

where 

I; = ith pixel in input image /, 
R; = ith pixel in resultant output image R, 

/min= lowest value in input range, 
/max= highest value in input range, 

Rmin = lowest value in output range, and 
Rmax = highest value in output range. 

Figure 9 shows the effect produced by the remapping of Figure 
8 to three gray levels. Both methods of feature extraction, by 
contrast enhancement and by noise suppression, were found to 
work equally well on images with and without shadows. Histo­
grams of gray scale values for the outputs from both of these 
series had characteristic geometry that facilitated a simplified 
thresholding process. This final stage of thresholding and noise 
elimination is explained in the following section. 

Binary Operations 

The final stage of processing involves a set of two operations; 
thresholding and despeckling. The objective of this stage is to 

Threshold Leuel: lt·M=•I 

FIGURE 10 Histogram for screened image (contrast 
enhancement). 
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FIGURE 11 Thresholded gray scale image 
(contrast enhancement). 
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isolate the distressed features by generating an image that has only 
two levels (black and white)-one level corresponding to the dis­
tress feature and the other to the background. A threshold value 
at which areas of interest can be isolated is first selected on the 
basis of the histogram of gray scale values (8). Brightness values 
of each of the pixels in the source image are then compared with 
the threshold. The pixel value in the destination image is assigned 
to O if the brightness value is less than the threshold and to 255 
if the brightness value is greater than the threshold value. This 
operation can be represented mathematically as 

R; = H, I;~ T R; = L, I;< T 

where 

R; = brightness value of ith pixel in output image, 
I; = brightness value of ith pixel in input image, 
T = threshold value for segmentation, 
L = below threshold value (in this case, 0), and 
H = above threshold value (in this case, 255). 

Selection of the actual threshold value plays an important role 
in the entire process because it is this value that ultimately defines 
the mapping of the distressed features in the destination image. 
To select this value, a histogram is plotted to show the pixel count 
for each of the gray level values in the image. The first feature 

Threshold Leuel: jitpj 

FIGURE 12 Histogram of remapped image (noise suppression). 
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FIGURE 13 Thresholded gray scale image 
(noise suppression). 

extraction method, contrast enhancement, results in a histogram 
that shows an abrupt peak, falling at a very steep slope and ending 
in a characteristic heel formation (see Figure 10). By trial and 
error, it was found that the gray scale value corresponding to the 
center of this heel is the optimum threshold value for feature ex­
traction. Figure 11 shows tbe binary image obtained by thres­
holding Figure 5 at Level 208, corresponding to the center of the 
heel in the histogram shown in Figure 10. It can be seen that the 
geometry of the crack pattern is still retained while shadows and 
noise have been almost eliminated in the image. 

Histogram for the noise suppression method of feature extrac­
tion (Figure 12) consists of a series of vertical lines (the number 
of lines is equal to the number of gray levels that were chosen 
for remapping). Each represents the count of pixels having that 
particular gray value. Many relevant features were eliminated 
when the image was thresholded at lower-level gray values. Thres­
holding at higher values left too much noise in the image. The 
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FIGURE 14 Despeckled gray scale image 
(contrast enhancement). 
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FIGURE 15 Despeckled gray scale image 
(noise suppression). 

gray value corresponding to the second vertical was found to be 
the optimum value for thresholding. Figure 13 shows the binarized 
image obtained by thresholding Figure 9 at a gray-level value of 
127 that corresponded to the second vertical in the histogram 
shown in Figure 12. Most of the shadows and noise shown in the 
gray scale image (Figure 6) were eliminated in this process. 

Finally the remaining noise in the binarized image is removed 
using a despeckling filter. On the basis of the size of the cluster 
(7), this filter eliminates isolated and small clusters of noise pres­
ent in the image. Usually clusters of size 5 pixels or less can be 
safely eliminated as random noise. Figures 14 and 15 are the final 
binary images obtained after the application of the despeckling 
filter to images in Figures 11 and 13, respectively. 

USE OF PROCESSED IMAGES 

The binary images obtained at the end of the strategy described 
in this paper are suitable for use as input to an automated system 
for analysis. A neural network-based pattern recognition system 
for analyzing the processed binary images is being developed. The 
output from the system is a comprehensive report of the type, 
extent, and severity of the various distresses recognized on the 
laser disc. The process of fine tuning the parameters of the net­
work to increase the efficiency of prediction is under way. 

SUMMARY AND CONCLUSIONS 

The Connecticut photolog system has the capacity to record pave­
ment distress conditions. There is a need for a system that is 
capable of processing these recorded data and automatically re­
porting the type, severity, and extent of the various distress con­
ditions. Work in progress at UCONN aims at realizing this objec­
tive by incorporating the principles of digital image processing 
and pattern recognition into an automated system that is compat­
ible with the Connecticut data acquisition system. The images 
from the ConnDOT photolog system pose certain problems, such 
as variable illumination and shadows in the images, which add to 
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the challenge of developing an effective image-processing system. 
In this paper we discussed image-processing methods that address 
problem areas such as shadow removal and noise elimination. 

The image-processing techniques adopted include image digi­
tization, gray scale format conversion, feature extraction, and bi­
nary image operations such as thresholding and despeckling. The 
problems of shadows and random noise were successfully tackled 
by employing these processes. The strategy was tested on a variety 
of distress types and was found to yield images that were of suf­
ficient quality to provide as input to an automated system for 
analysis. 

A neural network-based pattern recognition system that will ac­
cept the processed images as input is being developed. The output 
from this system will be a report detailing the type, extent, and 
severity of the various distress types recognized. To date, the over­
all system has been found to be about 90 percent accurate. It is 
still necessary to integrate the various components of both image­
processing and analysis systems before a goal of a fully automated 
pavement distress analysis tool can be achieved. 
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Feasibility of Automating Pavement 
Distress Assessment Using 
Mathematical Morphology 

DIMITRI A. GRIVAS, CHAKRAVARTHY BHAGVATI, MICHAEL M. SKOLNICK, 

AND B. CAMERON SCHULTZ 

Surface distress assessment is an essential pavement management 
task. Developing and refining morphology-based image analysis tech­
niques and evaluating the feasibility of their application to the auto­
mation of pavement distress surveys are discussed. Cracking and other 
distresses on asphalt and concrete pavement surfaces are analyzed. 
Significant advantages of the morphology-based approach include 
substantial reductions in data requirements and computational costs. 
Sample photographic images of pavements are analyzed, and the abil­
ity of the developed image-processing technique to identify distress 
types, severities, and extents is de.monstrated. It is concluded that the 
developed morphology-based approach is capable of detecting non­
cracking distresses and assessing cracking on various types of pave­
ment without manual intervention. It promises to become suitable for 
automating pavement distress surveys and thus to increase the effec­
tiveness and efficiency of pavement condition assessment. 

Surface distress assessment is an essential pavement management 
task. Available methods vary in cost as well as data quality and 
range from sketch mapping to visual surveys with automated data 
logging. However, the various manual methods are subject to non­
repeatability, subjectivity, and high personnel costs (J). Comput­
erized image processing and analysis promise to reduce or elim­
inate the limitations associated with manual survey methods. 
Several computerized image-processing systems have been devel­
oped to analyze photographic or video images of the pavement 
surface (1-4). However, although they demonstrate the potential 
for distress survey automation, the simple edge detection and seg­
mentation analysis schemes employed by these systems perform 
poorly on noncracking distresses and in the presence of pavement 
texture (5,6). Distress assessment on various types of pavement 
surfaces, especially those that exhibit extensive texture, has also 
proved problematic for existing systems. In the existing systems, 
analysis is typically based on interpreting differences between the 
intensity (gray scale) of distresses and the surrounding area. How­
ever, many situations occur in which the intensity ranges in an 
image do not provide sufficient discrimination between distresses 
and surrounding texture. 

SCOPE OF WORK 

The objectives of this study are to develop and refine mathemat­
ical morphology (MM)-based image analysis techniques and to 
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evaluate the feasibility of applying this approach to improve the 
automation of pavement distress surveys. Preliminary tests are con­
ducted to evaluate the ability of the developed image-processing 
technique to (a) identify cracking and other types of distresses on 
both asphalt and concrete surfaces and (b) assess cracking dis­
tresses to derive a rating in accordance with the linguistic scale 
currently used for manual distress surveying (7). 

The tests were performed using digitized photographs of dis­
tresses on concrete pavements and asphalt shoulders of the New 
York State Thruway. Morphological measures were computed 
from the images, which were analyzed to obtain information about 
crack type, dimensions, and area, and the computed measures 
were then related to established distress rating scales. The algo­
rithms designed as part of the current study were tested using 25 
photographs representing various severities of sl~b cracking, slab 
surface defects, and shoulder defects, as defined by Thruway dis­
tress survey procedures. The distress types and scales used in the 
testing are summarized in Table 1. 

The photographed pavement surfaces also were assessed man­
ually by trained raters using the scales in Table 1 and the distress 
survey procedures defined previously (7). The rating obtained by 
morphology-based image processing is compared with the rating 
determined by the raters to test the performance of the current 
approach. 

MATHEMATICAL MORPHOLOGY 

The MM-based approach does not rely on intensity ranges to as­
sess cracking and other distresses. Rather, it uses pavement texture 
as the basis for analysis and examines the distributions of sizes 
and shapes of "particles" in the image to evaluate distress types 
and severities. Thus, texture is analyzed to associate inhomoge­
neities in the texture with various types of distresses. MM oper­
ations and tools are not discussed rigorously in this paper. They 
are treated mainly from the functional perspective of their use in 
distress assessment. A rigorous treatment of this topic has been 
given in a previous publication (8). 

MM analyzes textures on the basis of geometric features of 
textural particles such as size, orientation, shape, overlap, and so 
on. The power of the MM technique is based on a structural sort­
ing of texture. Texture is analyzed through the use of geometric 
probes known as structuring elements. When various. shapes and 
sizes of these elements are used, different features of interest are 
highlighted. For example, a circular structuring element of a spe­
cific diameter d sorts the texture under study so that structures 
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possessing a similar geometry (i.e., circles of diameter d) are 
emphasized. 

The morphological ''opening'' operation forms the basis for the 
current approach to assessment of pavement distresses. The ap­
proach is somewhat analogous to sieving a soil sample. Probing 
(or opening) an image with a structuring element has- the effect 
of removing from the image all objects smaller than the structur­
ing element. Performing a series of openings with increasingly 
larger structuring elements of the same shape is similar to shaking 
a soil sample through a series of sieves with increasing mesh 
openings, where the shape of the mesh corresponds to the shape 
of the structuring element. The generated morphological opening 
distribution based on the series of openings is analogous to the 
amounts of soil retained on screens of various sizes. Thus, an 
opening distribution provides important information about the size 
distribution of particles in an image. 

IMAGE-PROCESSING METHODOLOGY 

Morphology-based image processing for distress assessment is a 
four-step process. First, the pavement photographs are digitized 
and reduced to binary images by employing a threshold. Second, 
opening size distributions of pavement texture particles are com­
puted from the images. Third, a "normalization" scheme is ap­
plied to increase the sensitivity of the distributions for capturing 
the essential distress features. Fourth, measures of the distribu­
tions are computed and related .to features such as area, dimension, 
and type of distress, which are used to determine the linguistic 
ratings. 
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Thresholding 

The simple relationship between morphological distributions and 
the particle size distributions discussed earlier is valid only in the 
case of binary images (black and white only; no shades of gray). 
Although opening distributions can also be used for computing 
size distributions in gray scale images, the methods are not as 
direct. For the purposes of the current feasibility study, the gray 
scale images produced from black-and-white photographs are dig­
itized and then reduced to binary images by employing a 
''threshold.'' 

Digitization translates the photographs into pixels of varying 
shades of gray. Because darker pixels generally occur in distressed 
areas (cracks appear darker than the surrounding texture), they are 
more useful in isolating pavement texture indicative of distress. 
In the current study, the threshold is automatically set such that 
40 percent of the darkest pixels from the digitized photograph are 
converted to white in the binary image, and the remainder of the 
pixels are converted to black. The 40 percent value is determined 
empirically from the data set of 40 Thruway pavement images so 
that a sufficient amount of pavement texture is retained for sub­
jecting each image to morphological analysis. Figure 1 shows an 
example of a digitized photograph and its corresponding binary 
image. 

Opening Distributions 

The morphological approach for crack assessment is illustrated in 
Figure 2. A thresholded image of alligator cracking on an asphalt 
shoulder is shown along with its opening distribution. There is a 

TABLE 1 Manual Distress Assessment Scales 

II DISTRESS I SEVERITY I DESCRIPTION I EXTENT I RATING II 
Concrete None No cracks All slabs N 
slab cracking Small Tight cracks 1 or 2 slabs SL 

spall free 2:: 3 slabs SG 
Medium Full depth 1 or 2 slabs ML 

asphalt repairs 2:: 3 slabs MG 
Large Open cracks 1 or 2 slabs LL 

spall free 2:: 3 slabs LG 
Total Wide spalled cracks 1 or 2 slabs TL 

2:: 3 slabs TG 
Concrete None No defects All slabs N 
slab surface Small Pitting 1 or 2 slabs SL 
defects 2:: 3 slabs SG 

Medium Spalls < 6 inches 1 or 2 slabs ML 
2:: 3 slabs MG 

Large Spalls > 6 inches 1 or 2 slabs LL 
2:: 3 slabs LG 

Asphalt shoulder None No cracks Entire Section N 
defects Longitudinal cracks Occasional SL 

Small or 
Transverse cracks Frequent SG 

Occasional ML 
Medium Alligator cracks 

Frequent MG 
Material loss or Occasional LL 

Large potholes or 
patches Frequent LG 
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fine-grained texture in the original image caused by particles hav­
ing dimensions of approximately 8 pixels or less. Two major 
cracks running vertically in the image have much greater widths 
(approximately 26 to 32 pixels). 

The opening distribution is obtained by using a series of hori­
zontally oriented line-shaped structuring elements with lengths 
varying from 2 to 46 pixels. As the image is opened with struc­
turing elements of successively increasing lengths, the fine­
grained texture is continuously removed until an element's length 
reaches 8 pixels. Thus, the opening distribution exhibits a large 
slope at scales less than 8 pixels. Since a line-shaped structuring 
element fits inside cracks (which are also long features), the struc­
turing element preserves cracking until its length becomes longer 
than that of the crack. Structuring elements of lengths in the range 
of 26 to 32 pixels begin to remove the cracking from the image, 
which results in the sharper slopes at these scales in the distri­
bution. Therefore, cracking is revealed by slopes in the opening 
distribution at "large" scales, where large, in most pavement im­
ages, implies exceeding 16 to 20 pixels. 

Normalization 

A normalizing scheme has been developed to remove the effects 
of the normal pavement texture from the opening distributions. 
Normalizing emphasizes deviations from normal surface texture, 
such as polishing, raveling, and pitting and also increases the sen­
sitivity of crack detection. 

"Raw" opening distributions are transformed into normalized 
distributions by removing information about normal texture. As a 
result, the normalized distribution for a pavement image· with no 
distress (only normal texture is present) is a straight line parallel 
to the x-axis at y = 1. Deviations from the normal straight line 
indicate the presence of abnormal texture or distress. In an open­
ing distribution generated from line-shaped structuring elements, 
cracks, which are large-scale features, are revealed as overshoots 
in the normalized distribution at scales corresponding to crack 
dimensions. Abnormal texture related to other types of distress is 
revealed as either an undershoot or an overshoot at scales corre­
sponding to the scale of distress. 

Figure 3 presents normalized distributions for four images of 
shoulder defects that were determined to have a severity of none, 
small, medium, and large in accordance with the Thruway's man­
ual distress survey procedure (7). Note that the normalized distri­
bution of the image rated none is almost a straight line parallel 
to the x-axis at y = 1, which indicates it has a normal pavement 
surface. The rest of the distributions show deviations from the flat 
line of varying magnitudes at varying scales. The images of small 
and medium severity distress exhibit cracking, and their normal-

FIGURE 1 Gray scale and corresponding binary images. 
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FIGURE 2 Process of developing an opening distribution: 
(a) binary image; (b) result of opening with a horizontal 
line-structuring element with a length of 8 pixels; and 
(c) opening distribution. 

ized distributions reveal this as overshoots at large scales (26 to 
32 pixels). The distribution from the image of large severity shows 
a large overshoot at scales between 4 and 12 pixels. It does not 
show any deviations at larger scales, indicating that it has little or 
no cracking. The distribution is thus consistent with the photo­
graph, which shows that the distress is mostly material loss (a 
pothole). 

Distress Rating 

Normalized distributions form the basis of the current morphology­
based approach by capturing pavement texture information. The 
deviations from normal texture are analyzed to obtain numerical 
measures useful for determining distress ratings. The manual dis­
tress survey requires identification of distress type, severity, and 
extent. The automated procedure parallels this approach through 
development and application of rules for interpreting image analysis 
results. A summary of the distress rating algorithm is provided in 
Figure 4. 

Type 

Cracks are typically long, slender, large-scale features. Their pres­
ence is revealed by large-scale overshoots in normalized opening 
distributions. Determination of crack type is relatively straight­
forward, based mainly on the dominant direction of cracking. 
Crack direction is determined by comparing the differences be-
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FIGURE 3 Normalized 
distributions of shoulder defects 
(x-axis, size of structuring element; 
y-axis, normalized area). 
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scales, there may be cracking in both directions, which is inter­
preted as alligator cracking. A simple quantitative rule embodies 
this logic: if T~, :::::: 2 T~,, then crack type is transverse; otherwise, 
if T~, :::::: 2 T~,, then crack type is longitudinal; otherwise, crack 
type is alligator, where T~, is the largest scale at which an over­
shoot occurs in the horizontal direction, and 7;, is the largest scale 
at which an overshoot occurs in the vertical direction. 

Determination of noncracking distress types (potholes, pitting, 
spalling, raveling, and so on) is similarly determined from con­
sideration of properties of opening distributions. Such texture­
related distresses are revealed on normalized distributions as un­
dershoots and overshoots at small scales. Analysis at small scales, 
however, is less straightforward than that for cracking, and efforts 
are ongoing to improve discrimination between such cases. 

Severity and Extent 

tween opening distributions made with structuring elements of 
various geometries. A vertical line structuring element preserves 
cracking in the vertical direction, and a horizontal line structuring 
element preserves cracking in the horizontal direction. If there is 
cracking in the horizontal direction, the normalized distribution in 
the horizontal direction shows overshoots at large scales. Simi­
larly, normalized distributions in the vertical direction exhibit 
overshoots at large scales for vertical cracking. Based on the ori­
entation of the photographs, vertical cracks are interpreted as lon­
gitudinal, and horizontal cracks are considered transverse. If both 
horizontal and vertical distributions show overshoots at large 

In the manual survey procedure, severity and extent are defined 
by various measures, as appropriate for each distress type (see 
Table 1). The morphology-based procedure uses rules that dupli­
cate the logic embedded in the manual distress scales (Table 1) 
to determine distress severities and extents from analysis of nor­
malized opening distributions. For example, one rule for deducing 
the severity of concrete slab cracking is if the distress type is 
cracking, and cracking is tight and free of spalls, then the severity 
is small (7). Supplementary rules are added to aid quantification. 
For example, in the manual survey, tight cracks are defined as less 
than 114 in. wide. On an image, tight cracks are assumed to be 

For each pavement image 
1. Threshold the input image into a binary image 
2. Compute Opening Distributions using horizontal line-shaped 

structuring elements (SE) 
3. Compute Opening Distributions using vertical line-shaped 

structuring elements (SE) 
4. Normalize the distributions extracted in (2) and (3) 
5. If the normalized distribution is 'close to' the ideal line Y = 1, then 

there are NO DEFECTS in the image 
If there are significant deviations from the ideal line at 'large' 
scales, then 

there is CRACKING present in the image 
If there are either undershoots· or overshoots at 'small' scales, then 

there may be NON-CRACKING distresses in the image 
6. If there is CRACKING present in the image (see step 5) AND 

If the normalized distribution using horizontal line SEs exhibits 
overshoots at large scales, 

there is LONGITUDINAL CRACKING in the image 
else 

there is TRANSVERSE CRACKING in the image 
If there are deviations in both distributions at large scales, then 

there is ALLIGATOR CRACKING in the image 
7. Compute the area of distress from the magnitude of the deviations in 

the normalized distributions 
8. From the information obtained in steps (6) and (7), obtain severity 

and extent ratings 

FIGURE 4 Summary of distress rating algorithm. 
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TABLE 2 Comparison of Morphology-Based and Manual Ratings of Shoulder 
Cracking Distresses 

Image Crack Measures Crack Area 
Type Tc~ Tc~ 

1 - 8 8 78 
2 T 36 18 2.544 
3 T >60 42 2.579 
4 A 42 .so 4664 
.s T .56 26 4119 
6 A >60 >60 7.582 

less than 30 pixels wide. (Crack width can be estimated from the 
scale at which overshoots occur.) For the purposes of the current 
feasibility study, no attempt is made to rigorously calibrate pixel 
size with true physical dimensions. However, the assumptions de­
fining tight or open cracks appear reasonable on the basis of the 
data set used. 

Determination of distress extent in a manner consistent with the 
manual procedure is somewhat problematic with the available test 
set of photographs. The individual photographs are from isolated 
locations, and each covers an area < 1 ft2. However, the manual 
survey defines distress extents by the amount of distress that oc­
curs throughout a 0.10-mi sample section. On concrete pavement, 
extent is based on the number of slabs affected, while on asphalt 
pavement, it is the percentage of surface area affected. A simple 
rule was developed to test the potential of the technique to assess 
cracking extent on asphalt pavement: if less than one-third' of the 
area in the photograph exhibits cracking, then extent is local; oth­
erwise, extent is general (7). 

TEST RESULTS 

A total of 25 photographs representing various severities of con­
crete slab cracking, concrete slab surface defects (pitting and 
spalling), and asphalt shoulder defects (cracking and potholes) 
were analyzed to test the ability of the morphology-based ap­
proach to duplicate the ratings determined by the manual proce­
dure. In the photographs, 16 contained cracking, and 9 contained 
noncracking types of distresses. 

% Area Automated Rating Manual Rating 

0.04 
12.72 
12.84 
23.32 
20.59 
37.91 

Severity Extent Severity Extent 

N N 
s L s L 
s L s L 
M L M L 
s L M L 
M G M G 

Cracking 

Tables 2 and 3 present the test results for asphalt shoulder crack­
ing and concrete slab cracking, respectively. Morphological mea­
sures, automated ratings from the morphology-based approach, 
and manual ratings from human raters are presented. In Table 2, 
no extents are reported for Image 1 because it has a severity of 
none. Extents are not shown in Table 3, because determination 
requires a count of slabs in a 0.10-sample section, and this infor­
mation is not available for the test data set. 

Of the 16 test images 14 were categorized correctly by mor­
phological measures. The manual and automated severity ratings 
differed for two images. Severity in Image 5 was computed as 
small by the automated method but was classified as medium by 
the human raters. Image 15 was rated total by the automated anal­
ysis, but the human raters considered it large. Possible reasons for 
these discrepancies are as follows: (a) the rules for determining 
crack width on the basis of the number of pixels need adjustment; 
(b) the set of test photographs (which were taken for another pur­
pose) are not exactly a constant height above the pavement surface 
and therefore, the correspondence between widths and number of 
pixels varies between photographs; and (c) there is a variety of 
uncertainties associated with subjective, human assessments using 
the manual scales. 

Noncracking Distresses 

Nine images representing various types of surface wear on asphalt 
and concrete pavements were analyzed. The results presented in 

TABLE 3 Comparison of Morphology-Based and Manual Ratings of Slab 
Cracking Distresses 

Image Crack Measures Crack Area % Area Severity (Auto.) Severity (Manual) 
Type Tc~ T:r 

10 T 52 24 1378 6.86 s s 
11 T 48 10 440 2.20 s s 
12 T .so 28 2331 11..52 s s 
13 T 58 36 3523 17.62 L L 
14 T 56 32 3102 15.50 L L 
1.5 A 60 52 6887 34.44 T L 
16 A 60 60 6132 30.62 T T 
17 A .56 60 5912 29.56 T T 
18 A >60 60 .5992 29.96 T T 
19 A 56 44 3468 17.34 T T 
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TABLE 4 Morphological Measures Indicating Noncracking Distress 

Image Distress Manual Severity 
Rating 

7 Pothole Large 
8 Material loss Large 
9 Material loss Large 
20 Pitting Small 
21 Pitting Small 
22 Spalling Medium 
23 Spalling Medium 
24 Spalling Large 
25 Spalling Large 

Table 4 indicate that the morphology-based method is capable of 
detecting such distresses. Work is currently in progress to develop 
morphological measures and rules for assessment of severities and 
extents of noncracking distresses. Two measures computed at the 
current stage of development are (a) the scale at which under­
shoots and overshoots occur and (b) the area exhibiting distress. 

DISCUSSION OF RESULTS 

The morphology-based approach provides a unified basis for au­
tomating distress surveys. This approach represents a significant 
departure from existing systems that use different image­
processing algorithms for detecting different types of distress. Sig­
nificant advantages of the morphology-based approach are (a) a 
substantial reduction in computational cost resulting from use of 
a single algorithm, (b) a substantial reduction in data require­
ments, and (c) reduction of manual intervention. 

The morphological approach incorporates a thresholding pro­
cedure that reduces the effect of variations in gray scale intensities 
on various types of pavement surfaces. This decrease in variation 
effects will eliminate the need for manual intervention to indicate 
pavement type. Further reduction in manual intervention is made 
possible by the ability to assess different distress types. 

Data needs are reduced because image data can be discarded 
once the distributions are computed. This ability to work from the 
distributions only is in contrast to existing systems, which detect 
distresses on the basis of selecting thresholds on original images. 
Therefore, with existing systems, performing various types of 
analysis may not be feasible if the image data are discarded. With 
the morphology-based approach, many different normalizing func­
tions can be applied to the stored distributions to perform complex 
analyses and extract precise information about distresses. The dis­
tributions capture all essential distress information and are the 
basis for all further processing. Computational expense is thus 
significantly reduced because of the small size of the distributions. 
A typical image is 250,000 bytes in size, compared with its com­
puted distribution, which may be about 200 bytes. Such a data 
reduction is extremely desirable. 

Work is currently under way to establish whether morphological 
distributions capture all the information necessary to automate the 
distress survey procedures for all distress types, severities, and 
extents. If the distributions contain the needed information, and if 
they can be computed in real time, the choice of storing images 
versus storing only distributions will arise. The engineering use 

--
Surface Scales of Distress % Area 

Deviations Area 

Asphalt 34 - 48 3770 18.85 
Asphalt 34 - 50 3352 16.76 
Asphalt 28 - 40 2461 18.19 
Concrete 32 - 40 2733 18.46 
Concrete 34 - 44 4048 ' 27.21 
Concrete 48 - 60 6371 54.18 
Concrete 36 - 46 2117 19.17 
Concrete 46 - 60 6684 40.24 
Concrete 48 - 60 11010 60.84 

of the images has yet to be evaluated, but even if a visual data 
base of photographs is desired, a significant data reduction could 
be achieved by storing only those images whose distributions in­
dicate the presence of "interesting" features such as large-scale 
distresses. . 

SUMMARY AND CONCLUSIONS 

This study addressed the development of a new image~processing 
technique and evaluated the feasibility of applying this approach 
to improve the automation of pavement distress surveys. Signifi­
cant advantages of the morphology-based approach are ((I) reduc­
tion in computational cost resulting from use of a single algo­
rithm, (b) reduction in data requirements, and (c) reduction of 
manual intervention. 

Preliminary tests were conducted to evaluate the ability of the 
procedure to (a) identify and assess cracking and other types of 
distresses on both asphalt and concrete surfaces, and (b) derive 
ratings in accordance with a linguistic scale currently used for 
manual distress surveying. Results demonstrated that ~he approach 
is capable of 

• Assessing distresses on various types of pavement surfaces 
without manual intervention; 

• Detecting various distress types, such as cracking, material 
loss, surface wear, and spalling; and 

• Evaluating crack types, severities, and extents. 

These results demonstrate the potential of the approach in ex­
tracting measures for evaluating pavement surface condition. Fur­
ther testing and refinement of the algorithm are currently Qnder 
study to increase the utility and reliability of the computed mea­
sures. It is concluded that the developed approach is a feasible 
and promising technique for automating pavement distress 
surveys. 
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Network-Level Performance Evaluation of 
Asphalt-Rubber Pavement Treatments in 
Arizona 

GERARDO W. FLINTSCH, LARRY A. SCOFIELD, AND JOHN P. ZANIEWSKI 

The disposal of waste tires is an important and unresolved prqblem 
in the United States. The addition of crumb rubber modifier to asphalt 
paving materials is a feasible solution for the disposal of scrap tires. 
For more than 25 years the Arizona Department of Transportation 
(ADOT) has been using asphalt-rubber materials in the construction 
and rehabilitation of pavements. Asphalt-rubber has been placed on 
more than 1360 km (850 mi) of the state system. The performance of 
various asphalt-rubber treatments was evaluated using the data avail­
able in the ADOT pavement management system data base. The per­
formance of stress absorbing membranes (SAMs) and stress absorbing 
membrane interlayers (SAMls) is analyzed considering treatment ser­
vice life, survival curves, roughness, and cracking. Survival curves 
show that SAMs on Interstate highways have significantly shorter 
average service life than on state and U.S. routes. SAMs on state and 
U.S. routes show approximately the same roughness progression pat­
tern. Interstate SAM sections show the fastest roughness increase. 
SAMs on Interstate sections also show higher rates of crack devel­
opment than on state and U.S. routes. SAMis on Interstate, state, and 
U.S. routes have approximately the same service life. SAMls on In­
terstate sections show faster increases in roughness and cracking than 
on U.S. and state routes. Three-layer systems and asphalt-rubber asphalt 
concrete friction courses have performed satisfactorily for several years. 
No conclusion can be drawn about the performance of dense graded 
asphalt-rubber until more performance data are available. 

The disposal of waste tires is an important and unresolved prob­
lem in the United States. Each year approximately 285 million 
tires are discarded. The Environmental Protection Agency (EPA) 
estimates that currently a backlog of 2 to 3 billion scrap tires 
requires disposal throughout the United States (J). One use for 
scrap tires that is thought to· have an important potential is to 
incorporate their rubber into asphalt paving materials. The binder 
obtained by mixing scrap tire rubber, asphalt cement, and fre­
quently a diluent is called asphalt-rubber. 

The Arizona Department of Transportation (ADOT) has been 
using asphalt-rubber materials in the construction and rehabilita­
tion of pavements for more than 25 years. These materials have 
been used in various types of treatments, prepared and applied 
following various techniques. Asphalt-rubber has been placed on 
more than 1360 km (850 mi) of the ADOT system. The main 
applications of asphalt-rubber rehabilitation treatments have been 
on state and U.S. routes. 

Michael Heitzman of FHWA in a State of the Practice report 
on asphalt-rubber technology identified two principal unresolved 

G. W. Flintsch and L. A. Scofield, Arizona Transportation Research 
Center, 7755 South Research Drive, Suite 106, Tempe, Ariz. 85284. J.P. 
Zaniewski, Civil Engineering Department, Arizona State University, 
Tempe, Ariz. 85287. 

engineering issues related to the use of asphalt-rubber in asphalt 
paving materials (2): 

• At the national level, the ability to recycle these materials, 
and 

•At the state and local levels, the evaluation of the perfor­
mance of the materials in the field. 

This paper focuses on finding answers for this last issue by 
analyzing the performance of pavement treatments involving 
asphalt-rubber in Arizona. Knowing the actual performance of the 
various asphalt-rubber treatments allows ADOT to det~rmine 

which treatments have performed best and what treatments are the 
most appropriate. 

The network-level pavement management system data base was 
used to statistically analyze performance of asphalt-rubber pave­
ments. Using these data for the analysis did not provide the level 
of detailed performance information that normally would be used 
for the evaluation of various pavement treatments. However, .using 
the pavement management data base allowed analysis of all of the 
pavement sections in the state. Furthermore, these data are the 
basis for pavement management in the state and therefore repre­
sent a real-world evaluation of the performance of the treatments. 
The network-level analysis included the evaluation of perfor­
mance of the following asphalt-rubber pavement treatments: stress 
absorbing membranes (SAMs), stress absorbing membrane inter­
layers (SAMis), three-layer systems (TLS), asphalt-rubber asphalt 
concrete friction courses (ARACFC), and dense-graded asphalt­
rubber concrete (DGAR). 

LITERATURE REVIEW 

General Background 

Crumb rubber modifier (CRM) for asphalt paving is one possible 
solution to the disposal of scrap tires. However, currently less than 
1 percent of the tires discarded annually is used as CRM for pav­
ing purposes (J). The incorporation of CRM in asphalt surfacing 
materials can be done using two different processes. The wet pro­
cess consists of blending the rubber with asphalt cement before 
incorporating the binder into the process. The dry process· mixes 
the rubber with the aggregate before the mixture is charged with 
asphalt. Although, the dry process is limited to hot-mix asphalt 
concrete (HMAC) applications, the wet process has been applied 
to crack sealants, surface treatments, chip seals, and HMAC (2). 
Arizona uses asphalt-rubber prepared using the wet process. This 
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process mixes 70 to 80 percent asphalt with 20 to 30 percent scrap 
tire rubber at high temperature (160°C to 200°C). Frequently a 
low percentage of diluent ( 4 to 6 percent) is also required. 

The main factors that affect the properties of the asphalt-rubber 
binder are rubber type and gradation, rubber concentration, asphalt 
type and concentration, diluent concentration and type, cure time, 
and reaction temperature- (3). The main reasons for adding rubber 
to asphalt are to improve binder properties and to dispose of waste 
material (4). On the other hand, the main barriers to the devel­
opment of the asphalt-rubber technology are the following (3): 

1. Asphalt-rubber treatments have approximately twice the ini­
tial cost of conventional treatments, insufficient life-cycle cost 
data, and high capital cost required for equipment; and 

2. Lack of complete long-term testing, conflicting test results, 
bad information transference, lack of material specifications, and 
patents. 

The long-term performance of asphalt-rubber treatments in 
ADOT is discussed. 

Historical Development 

The modem concept of using wet process CRM in paving mate­
rials was developed primarily by Charles McDonald, Materials 
Engineer for the City of Phoenix, in the early 1960s. He developed 
an asphalt-rubber patching material called "Band-Aid." On the 
basis of the success of this material, the use of asp]lalt-rubber was 
expanded to surface treatments for entire projects. The resulting 
asphalt-rubber surface treatment is commonly referred to as SAM. 
ADOT placed its first experimental SAM on the frontage road of 
Interstate 17 in 1968 (5). 

In 1972 ADOT placed its first experimental SAMI. This con­
sisted of an asphalt-rubber membrane placed on an existing as­
phalt concrete surface before a conventional asphalt concrete over­
lay. The purpose of the membrane is to delay reflection cracking 
through the overlay and reduce pavement permeability. SAMI fur­
ther evolved into a TLS as a solution for overlaying portland 
cement concrete pavements (PCCP). In the TLS the application 
of asphalt-rubber is placed between two asphalt concrete courses. 

Further development resulted in asphalt-rubber binder use in hot 
asphaltic mixes. The first applications of asphalt-rubber as a binder 
in a hot-mix asphaltic concrete was in open-graded ARACFC. 
ADOT's first experimental ARACFC was placed in 1975. The first 
experimental section with DGAR was placed in 1986 (6). 

Previous ADOT Reports 

Gonsalves (5) presented the first comprehensive performance eval­
uation of asphalt-rubber treatments in ADOT. The principal ap­
plications by that time were SAMs and SAMis. The analysis of 
pavement performance included surface condition, skid resistance, 
and roughness. The following were the main conclusions of the 
study: 

1. Surface cracking was reduced by the use of rubberized as­
phalt and 

2. Roughness is not adversely affected by rubberized asphalt. 
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Zaniewski ( 4) reported a review of the status of the research 
and performance of asphalt-rubber in Arizona. This report ana­
lyzed previous laboratory results, field experiments, and perfor­
mance of highway sections containing asphalt-rubber treatments 
versus conventional treatments using ADOTs pavement manage­
ment system (PMS) data bases. Comparisons between pairs of 
sections, where the only difference in construction history was that 
one received a SAM or SAMI and the other of the pair received 
a conventional treatment, showed mixed results. Finally, Zan­
iewski's report included a life-cycle cost analysis that concluded 
that if a conventional chip seal lasts 5 years a SAM application 
should last at least 10 years to be cost-effective. A 10-cm (4-in.) 
conventional overlay resulted in similar initial construction cost 
to a 5-cm (2-in.) SAMI treatment, but the conventional overlay 
had a lower life-cycle cost. 

Scofield (6) presented a network level performance evaluation 
of SAMs, SAMis, and asphalt-rubber membranes for pavement 
encapsulation, and a detailed project level analysis of eight ex­
perimental projects that included 47 test sections. Scofield con­
cluded the following: 

• SAMs had an average service life of 5.3 years on Interstate 
highways, 10.0 years on state routes, and 8.2 years on U.S. routes. 

• SAMis had an average service life of 9 .0 years on Interstate 
highways, 9.5 years on state routes, and 7.8 years on U.S. routes. 

_ The sections analyzed within each route class had different traf­
fic, environmental, and support conditions. Therefore, the average 
service lives obtained represent average values for the entire route 
class. It will not be possible to accurately predict the service life 
of a particular section, but these average values can be used for 
network-level pavement management analysis. 

NETWORK-LEVEL ANALYSIS USING ADOT PMS 
DATABASE 

The main body of the research consisted of an analysis of the 
performance of the various asphalt-rubber treatments using the 
information available in the ADOTs PMS data base. ADOT has 
constructed more than 1360 two-lane roadway km (850 mi) of 
pavement treatments containing asphalt-rubber. Usage consists of 
approximately 628 km (390 mi) of SAM, 476 km (296 mi) of 
SAMI, 13 km (8 mi) of TLS, 159 km (99 mi) of ARACFC, and 
84 km (52 mi) of DGAR. The analysis concentrates on SAMs and 
SAMis because more historical information is available relative 
to these treatments. 

Asphalt-Rubber Membranes 

A list of SAM and SAMI projects was obtained from the ADOT 
PMS data base. This list was compared with that from two pre­
vious reports (4,5) to prepare a comprehensive list of projects. For 
each of the identified projects, the pavement age at the time of 
the treatment and the time to the first rehabilitation treatment ap­
plied after the SAM or SAMI was extracted from the data base. 
In addition, pavement condition (surface distresses and rough­
ness), traffic volumes, and maintenance costs were extracted fro~ 
the main PMS data base. This information is available by mile-
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TABLE 1 Descriptive Statistics for SAM Service Lives 

Statistic Total Interstate State US. Routes 

Mean 8.77 6.36 10.33 8.90 

Standard Error 0.61 0.53 1.12 0.99 

Standard Deviation 4.19 1.75 4.34 4.55 

Coeff. of Variation 48 27 42 51 

Range 17 6 14 16 

Minimum 3 4· 3 4 

Maximum 20 IO 17 20 

Number of Sections 47 11 15 21 

post, but average values for each section were computed for the 
analysis. 

SAM Performance 

There are 51 homogeneous SAM sections, 11 on Interstate high­
ways, 18 on state routes, and 22 on U.S. routes. Four of these 
sections were experimental projects and were excluded from this 
analysis. 

Service Life The service life for SAM sections was analyzed 
considering all route classes together and grouped by route. class. 
Service lives were computed using ADOT's project data base by 
extracting the date of construction of the treatment and the date 
of application of the first rehabilitation treatment (mainly overlay 
or seal coat). However, three sections showed distress patterns 
(roughness and cracking), which indicated that a maintenance 
treatment was applied previous to the date shown in the data base. 

100% 

c 90% 
0 

~ • 
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The date of rehabilitation was modified in all three cases. The 
statistics that describe SAM service lives are shown in Table I. 
Survival curves were constructed by plotting the cumulative per­
centage of projects that have received major maintenance or re­
habilitation (mainly seal coat or overlay) versus age of the pave­
ment. The survival curves for Interstate, state, and U.S. routes are 
shown in Figures 1 through 3, respectively. For each survival 
curve a linear regression was fitted using the least-squares method. 
The corresponding fitted line, the coefficient of correlation, and 
the standard error of estimate are shown on each figure. Figure 2 
shows that 50 percent of the SAM sections placed on state routes 
survived more than 10 yea~s. and only approximately 25 percent 
were in service for more than 14 years. 

Four fitted lines, corresponding to survival curves for all route 
classes, Interstate, state, and U.S. routes, are plotted in Figure 4. The 
Interstate sections have a significantly higher slope than the state and 
U.S. sections. Therefore, Interstate sections have significantly shorter 
average service life (in years) than state and U.S. routes. These results 
are consistent with those reported by Scofield (6) and can be ex­
plained by the fact that the Interstate sections receive, on average, 
approximately ten times more traffic than the others. 

State sections performed slightly better than U.S. sections al­
though they have approximately the same traffic load. This can 
be because the U.S. sections were significantly older at the time 
of construction of the SAM. The difference in performance on the 
two route classifications is less than was observed in 1989. 

The average service lives and coefficient of variations of SAMs 
on each route class are as follows: 

Route Class 

Interstate 
State 
United States 

Average Service 
Life (years) 

6.4 
10.3 
8.9 

Coefficient of 
Variation (%) 

27 
42 
51 

The service lives obtained were in all cases longer than those 
obtained in 1989. This is not surprising because in both cases 
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FIGURE 1 Survival curve for SAMs·applied on Interstate routes. 
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FIGURE 2 ~urvival curves for SAMs applied on state routes. 

several sections have not received rehabilitation treatments and they 
are older now. The average service life has increased by 20 percent 
for Interstate, 3 percent for state and 9 percent for U.S. routes. 

Roughness ADOT' s PMS data. base has annual roughness, 
expressed in inches per mile (in Maysmeter units), for every mile­
post of their highway network, starting in 1972. For every section 
considered, the average roughness values for the entire section 
were computed for the year before SAM placement and for each 

lOO"k 

80% 

year of the SAM's service life. The average roughness of all sec­
tions and the corresponding standard deviation were computed for 
the year before SAM and for each year after SAM construction. 
Figure 5 shows a graphical representation of the average rough­
ness progression with time and a 95-percentile band. 

The average annual change in roughness was computed for each 
section by fitting a linear regression of the form 

Roughness = m * Age + b ±: E (1) 

• 

• 
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FIGURE 3 Survival curve for SAMs applied on p.S. routes. 
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The slope of this line (m) represents the av~rage change in 
roughness for the roadway section. A line with slope equal to the 
overall average annual change in roughness (m) is shown super­
imposed on the average roughness plot in Figure 5. This line 
shows a relatively good fit until a pavement life of 1,2 years. Be­
yond that point it departs from the average roughness plot that 
indicates a reduction of roughness with age at the largest pave­
ment ages. Two explanations are offered for this. First, only the 
sections that performed the best would survive beyond the 12-
year horizon, and it could be expected that they had the lowest 
roughness. Second, fewer sections were used to compute the av­
erage roughness for the larger ages. Therefore, these averages are 
less representative. If the sections that lasted more than 14 years 
are analyzed separately, the overall average annual change in 
roughness (m) is only slightly different. However, in this case, a 
line with slope equal to the overall average m has a better fit with 
the plot of annual roughness averages. The averages for the older 
ages are higher, and therefore closer to the overall average rough­
ness line, than are the averages that consider all sections. 

SAM sections on state and U.S. routes show approximately the 
same roughness progression pattern. Therefore, they were grouped 
together for further analysis. Interstate sections show a faster in­
crease in roughness probably because they carry heavier traffic 
load. Figure 6 shows the average roughness pattern for Interstate 
and state plus U.S. routes. 

The performance equations that describe the average roughness 
for the two route classes are as follows: 

Average roughness= 58 + 7.6 * Age 

Average roughness= 88 + 5.5 * Age 

for Interstate 

for state and U.S. routes 

100% 

(2) 

(3) 
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The results reported by Zaniewski (4) are similar. However the 
values can be compared only after making an adjustment because 
ADOT has changed the calibration of the Maysmeter. 

Cracking A problem was faced while analyzing cracking of 
SAM sections. Although a large percentage of sections were con­
structed in the mid-seventies, cracking data were available only 
starting in 1979. Consequently, the cracking data before SAM that 
would be expecte<;i to significantly affect the crack development 
are available only for a few sections .. Therefore, the accuracy of 
the analysis is relatively poor because of the incomplete data in 
the early ages. The top portion of Figure 7 displays the annual 
p~rcentage of cracking for all sections with a line that indicates 
the average of all sections for each year. A careful analysis of the 
cracking data showed that six SAM sections have particularly high 
percentages of cracking. Available information about these sec­
tions is limited to a few years close to the end of their service 
lives. Analyzing these sections separately reduces the dispersion, 
as shown in the bottom portion of Figure 7. Figure 8 shows the 
average percentage of cracking for Interstate, state, and U.S. 
routes. Interstate sections show a much higher rate of cracking 
development (1.7 percent per year) than state and U.S. routes (0.6 
percent per year, and 0.4 percent per year, respectively). 

SAM/ Performance 

Approximately 400 mi of SAMis has been placed in Arizona. The 
analysis identified 77 homogeneous SAMI sections, 17 on Inter­
state highways, 25 on state routes, and 35 on U.S. routes. Nine 
of these sections were experimental and were not included in these 
analysis. Additionally, data for one of the sections analyzed pre­
viously was not in the current data base. 
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Service Life Service lives for SAMI sections were analyzed 
by considering all route classes together and grouped by route 
class. Service lives were computed on the basis of information 
stored in the PMS project data base. The statistics that describe 
SAMI service lives are shown in Table 2. 

The average service lives obtained for each route class are as 
follows: 

Route Class 

Interstate 
State 
United States 

Average Service 
Life (years) 

10.7 
9.5 

10.7 

Coefficient of 
Variation (o/o) 

35 
54 
42 

Survival curves for SAMis on all route classes-Interstate, 
state, and US. routes-were constructed similar to that for SAM's 
sectibns. A linear regression was fitted for each curve. All regres­
sion lines showed good fit with coefficients of correlation (R2

) 

larger than 0.90. 

Except for state routes that stayed the same, service lives were 
in all cases longer than those obtained in 1989. The average ser­
vice life has increased by 19 percent for Interstate and 37 percent 
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TABLE 2 Descriptive Statistics for SAMI Service Lives 

Statistic Total Interstate State US.Routes 

Mean 10.3 10.7 9.5 10.7 

Standard Error 0.56 1.08 1.10 0.79 

Standard Deviation 4.59 3.73 5.16 4.52 

Coeff. of Variation 44% 35% 54% 42% 

Range 14 11 14 14 

Minimum 52 5 2 2 

Maximum 16 16 16 16 

Number of Sections 67 12 22 33 

for U.S. routes. This increase is explained by the fact that several 
sections that were in service in 1989 have become older without 
being rehabilitated. 

The four fitted lines obtained by linear regression show similar 
behavior (Figure 9). Consequently, SAMis on Interstate, state, and 
U.S. routes have approximately the same service life. Because 
Interstate routes carry significantly higher traffic than the others, 
a shorter service life could have been expected. However, Inter­
state highways usually receive thicker overlays and in general are 
in better condition at the time of rehabilitation. 

Roughness Roughness data were processed in the same way 
as those for the SAMs. The average roughness of all sections and 
the corresponding standard deviation were computed for the year 
before the SAMI construction and for every year of the treat­
ment's service life. Figure 10 shows a graphical representation of 
the annual average roughness progression and a 95-percentile 
band. The average annual change in roughness was computed for 

100% 
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each section using linear regression analysis. The overall average 
annual roughness changes for all sections by route classification 
are shown in Table 3. A line with slope equal to the overall aver­
age annual change in roughness shows a good fit with the annual 
average values, as shown in Figure 10. 

Average roughness pattern for Interstate, state, and U.S. routes 
were compared. Interstate sections show the fastest increase in 
roughness probably because they carry a significantly heavier traf­
fic load. Variations in annual roughness change (m) are very high. 
Performance equations for the average roughness are provided. 

Average Roughness = 50 + 5.4 * Age 

Average Roughness = 58 + 3.1 * Age 

Average Roughness = 58 + 2.3 * Age 

for Interstate 

for state routes 

for U.S. routes 

(4) 

(5) 

(6) 

These values are lower than those reported by Zaniewski ( 4) 
because iri the previous report only the sections with high coef­
ficient of correlation (R2 > 0. 7) were used to compute the average 
annual change in roughness. 

Cracking Cracking data were evaluated following the same 
procedure described for SAM sections. Interstate sections show a 
much higher average rate of cracking development (0.5 percent 
per year) than sections on state and U.S. routes (0.2 percent per 
year). This rate can be caused by the heavier traffic load of In­
terstate highways. 

TLS Performance 

One section of Interstate Route 17 near downtown Phoenix (both 
roadway directions) had a TLS placed over PCCP in service for 
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TABLE 3 Average Roughness Values for all SAMI Sections 

Route Roughness Before SAMI Annual Roughness Change Initial Roughness After SAMI 

Class Av. St.Dev. Obs.# Av. 

Interstate 106.6 34.5 12.0 5.4 

State 96.4 52.9 19.0 3.1 

U.S. 117.7 38.2 31.0 2.3 

Total 114.2 43.0 62.0 3.2 

8 years, from 1985 until its rehabilitation in 1993. This section 
received approximately 7 to 8 million equivalent single axle loads 
during this period: The distress analysis showed the following: 

•The average roughness was drastically reduced by approxi­
mately 120 in./mi (Maysmeter units) by applying the TLS. 

•Average roughness showed almost no change through the 8 
years of service life. 

•Cracking developed during Year 4, reaching 3.5 percent in 
1991. The average annual rate of crack development was 0.6 per­
cent, similar to the average for SAMis. 

The section was performing satisfactorily at the time of reha­
bilitation but was removed as part of a larger rehabilitation project 
on the Interstate. The performance of this treatment is considered 
good. However, there are not enough statistical data to make 
strong conclusions about the long-term performance of TLS. 

Asphalt-Rubber Concrete 

ADOT has constructed several pavement sections using asphalt 
concrete mixes with asphalt-rubber binder. A brief description of 
the performance of these treatments is reported. 

180 

St.Dev. Obs.# Av. St.Dev. Obs.# 

3.8 12.0 50.5 20.8 12.0 

4.9 19.0 58.2 20.6 19.0 

3.0 31.0 57.8 17.2 31.0 

3.9 62.0 56.5 18.9 62.0 

ARACFC Performance 

ADOT' s project data base includes 29 sections that have ot had 
ARACFC treatments. Several of these are short experimental sec­
tions. Only eight of the ARACFC sections identified were con­
structed more than 3 years ago. One of these eight sections was 
a short experimental section and was reconstructed the year fol­
lowing construction, probably as part of a larger rehabilitation 
project. The average service life of the other seven sections is 10 
years. However, only two of these sections have been rehabili­
tated: one at Year 5 and the other at Year 11. Therefore, the av­
erage service life of this treatment cannot be reliably .estimated at 
this time, but it could be expected to be longer than 10 years. 

DGAR Performance 

A total of 24 sections that have DGAR in their structure were 
identified in ADOT;s project data base. Several are short experi­
mental sections, and only one section is older than 3 years. This 
section, constructed in 1986, is in service and, as of 1992, has not 
developed cracks. The roughness has only slightly increased from 
1986 to 1992. 
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SUMMARY, CONCLUSIONS, AND 
RECOMMENDATIONS 

The main asphalt-rubber applications in ADOT have been in. 
SAMs, SAMls, DGAR, and ARACFC. Network-level evaluations 
of the first two treatments were not conclusive about the relative 
effectiveness of the asphalt-rubber treatments with respect to con­
ventional treatments. Experiences from other states and national 
studies also show mixed results. 

The average service life for SAM sections on Interstate high­
ways is significantly shorter than the average service life on state 
and U.S. routes. The average annual change in roughness was 
computed for each section using linear regression analysis. SAM 
sections on state and U.S. routes show approximately the same 
roughness progression. Interstate sections show a faster increase 
in roughness, probably because of heavier traffic loads. Addition­
ally, SAMs on Interstates also exhibit a higher rate of crack 
development. 

SAMis on Interstate, state, and U.S. routes have approximately 
the same service life. Because Interstate routes carry significantly 
higher traffic than the others, a shorter service life is expected. 
However, Interstate highways usually receive thicker overlays 
and: in general, are in better condition at the time of rehabilitation. 
Interstate sections show the fastest increase in roughness probab_ly 
because they carry significantly heavier traffic. Interstate sections 
also exhibit a higher average rate of crack development than state 
and U.S. routes. 

A TLS placed over PCCP was in service under heavy traffic 
for 8 years until its rehabilitation in 1993. The section had a dras.:. 
tic decrease in roughness with the treatment and was still per­
forming satisfactorily at the time of rehabilitation. ADOT has con­
structed several ARACFC sections. The average service life of 
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this treatment cannot be reliably estimated as this time, but it 
could be expected to be longer than I 0 years. No conclusion can 
be drawn about the performance of DGAR until more performance 
data are available. 

To evaluate the effectiveness of using paving treatments that 
contain asphalt-rubber, their performance should be compared 
with the performance of conventional treatments of similar char­
acteristics. A close long-term follow-up of treatments using 
asphalt-rubber concrete should be conducted to evaluate its effec­
tiveness with respect to conventional asphalt concrete treatments. 
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Electrical Resistance Tomography 
Imaging of Spatial Moisture 
Distribution in Pavement Sections 

OK-KEE KIM, WILLIAM A. NOKES, H. MICHAEL BUETTNER, 

WILLIAM 0. DAILY, AND ABELARDO L. RAMIREZ 

The Division of New Technology, Materials, and Research (NTM&R) 
of the California Department of Transportation sought a method to 
measure the spatial distribution and movement of moisture in a pave­
ment section. Measurement of electrical resistivity was investigated 
because of the inverse relationship between resistivity and moisture 
content. NTM&R collaborated with Lawrence Livermore National 
Laboratory in applying electrical resistance tomography (ERT) to 
measure and subsequently image spatial resistivity. The results from 
two field experiments succeeded in showing images that correlate very 
well with layers in pavement sections. Images from sequential ERT 
measurements reveal water movement within the pavement and into 
the subgrade. Results suggest that ERT technology may be an im­
portant research tool in understanding moisture distribution and 
movement. 

The Division of New Technology, Materials and Research 
(NTM&R) of the California Department of Transportation (Cal­
trans), sought a method to measure the spatial distribution and 
movement of moisture in a pavement section. Measurement of 
electrical resistivity, using electrical resistance ·tomography (ERT) 
was investigated because of the inverse relationship between re­
sistivity and moisture content: high resistivity is interpreted as low 
moisture content and low resistivity is interpreted as high moisture 
content. NTM&R collaborated with Lawrence Livermore National 
Laboratory (LLNL) in evaluating ERT for measurement and sub­
sequently for imaging. This paper presents a brief description of 
ERT t~chnology and the results of two field experiments. 

CONCEPT AND THEORY OF ERT 

ERT is a method for determining the electrical resistivity distri­
bution in a volume based on discrete measurements of current and 
voltage on the boundary. Resistivity data can be taken in a variety 
of configurations, including borehole to borehole or borehole to 
surface. Detailed technical concepts and theory used for ERT can 
be found elsewhere (J ,2). 

To obtain an image of the region between two boreholes, a 
number of electrodes are placed in each hole in electrical contact 
with the surrounding material. An aspect ratio of 2: 1 for borehole 

0-K. Kim, Division of New Technology, Materials and Research, Cali­
fornia Department of Transportation, 5900 Folsom Blvd., Sacramento, 
Calif. 95819. W. A. Nokes, Division of State and Local Project Devel­
opment, California Department of Transportation, 650 Howe Ave., Suite 
400, Sacramento, Calif, 95325. H. M. Buettner, W. D. Daily, and A. L. 
Ramirez, Lawrence Livermore National Laboratory, P.O. Box 808, Liv­
ermore, Calif. 94551. 

depth to borehole spacing is common. A pair of adjacent elec­
trodes is driven by a known current, and the resulting voltage 
difference is measured between other pairs of electrodes. The 
known current then is applied to another pair of electrodes, and 
the voltage is again measured between other pairs. This procedure 
is repeated until current has been applied to all pairs of electrodes 
(in both holes). The ratio of a voltage at one pair of terminals to 
the current causing it is a transfer resistance. For n electrodes there 
are n(n - 3)/2 independent transfer resistances. 

The next step is to- calculate the distribution of resistivity be­
tween the boreholes given the measured transfer resistances and 
to construct an image. However, the calculation for the distribu­
tion of resistivity is highly nonlinear because the currents flow 
along the paths of least resistance and are dependent on the re­
sistivity distribution. Finite element method (FEM) algorithms and 
least-squares methods are used to invert the transfer resistances. 

Image construction can be ·on the same FEM mesh used to 
calculate the· measurements or on a different array. An absolute 
image shows a resistivity structure, whereas a comparison image 
shows changes in resistivity with time. Comparison images can 
be used to study dynamic processes in pavement structure, such 
as percolation, by comparing data taken at different times. This 
paper presents bot4 absolute images and comparison images. 

Forward Solution 

The forward solution to Poisson's equation uses FEM to compute 
the electrical potential response of a two-dimensional earth caused 
by a three-dimensional source. To avoid the difficulty of numer­
ically solving a three-dimensional problem, Poisson's equation is 
formulated in the wave number domain via Fourier transformation 
in the strike direction. According to Hohmann (3), the governing 
equation is 

a ( av) a ( av) ~ - CT- + - CT- - A-CTV= - rn (x) B (z) ax ax az az 

where 

V = potential in Fourier transform domain, 
rr = conductivity, 
A = the Fourier transform variable, 
I = source current, and 

B(x) =delta function. 

(1) 
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TEST SITE 
(03-SUT-99) 

FIGURE 1 Location of experiment site. 

The two-dimensional FEM algorithm is based on the theory de­
scribed by Huebner and Thorton (4) and the implementation fol­
lows that described by Wannamaker et al. (5) for modeling two­
dimensional magnetotelluric data. Using FEM, potentials are 
calculated for a discrete number of transform variables at the 
nodes of a mesh of quadrilateral elements. The potentials are then 
inverse transformed back into the Cartesian domain using the 
method described by LaBrecque (6). 

A. Station 256+25 
(Drained Section) 

OGAC, 1.8 cm 

DGAC, 12.cm 

ATPB, 7.5 cm 

AB, 21 cm 

Subgrade 

B. Station 258+25 
(Undrained section) 

OGAC, 1.8 cm 

DGAC. 19.5 cm 

AB, 21 cm 

Sub grade 

FIGURE 2 Pavement structural section of Experiment 
1 site. 
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TABLE 1 Summary of Subgrade Soil 
Properties 

Water content by weight, % 15.33 
Dry bulk density of soil, gr/cc 1. 72 
Degree of saturation, % 70.9 
Specific gravity of soil particle 2. 73 

Numerical Inversion 

The inversion method uses the modified Marquardt algorithm (7) 
to jointly solve the nonlinear equation 

and the equation 

where 

D = vector of known data values, 
W = weighting matrix, 
P = vector of unknown parameters, 

F(P) = the forward solution, and 

(2) 

(3) 

R = the roughness matrix that is a numerical approximation 
to the Laplacian operator (8). To solve these equations 
jointly, the algorithm minimizes 

x2 + cL (P) = O (4) 

where c is a constant and xis the chi-squared statistic that is given 
by 

(5) 

Ideally the inverse algorithm would find the maximum value of c 
for which x2 is equal to some value known a priori. The constant 
(c) was determined by trial and error by calculating an inverse 
model with an a priori value of c and then adjusting (if necessary) 
to achieve the correct value of x2. 

TABLE 2 Resistivity Test Results of Subgrade Soil (03-SUT-99, 
PM 4.9, Northbound, Sta. 256 + 25) 

Water Content, % 
by Weight 

15.6 
19.6 
23.6 
27.6 
31.6 
35.6 
39.6 
43.5 
55.5 

Resistance 
(ohms) 

340 
216 
131 
110 
105 
108 
110 
117 
120 

Resistivity = resistance*6. 83 

Resistivity 
(ohm-cm) 

2322 
1475 

895 
751 
717 
738 
751 
799 
820 

Minimum Resistivity 



Kim et al. 

TABLE 3 Resistivity of Field Backfill Material 

Station Hole I.D. * Resistance 
(ohms) 

Resistivity 
(ohm-cm) 

256+25 (Drained) 1 
2 

258+25 (Undrained) A 
B 
c 

100,000 
160 
800 
80 
80 

Hole I.D. * : corresponds to Figure 3. 

TABLE 4 Mixing Formulation for 
Backfill Material 

190,500 
304 

1,525 
152 
152 

Mixing Components Composition, 
% by Weight 

Gravel (B-39) 
Sand (B-11) 
Coke breeze (DW-2) 
Polyester resin 
MEK (Methyl Ethyl Ketone) 

47.2 
31.7 
10.2 
10.7 
0.2 

Sta. 258 + 25 (Undrained section) 

A B c 

No. 2 Lane 

Sta. 256+25 (Drained section) 

2 3 

4 
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FIELD EXPERIMENT 

Experiment 1 

Test Sites and Instrument Installation 

Cal trans and LLNL researchers first installed ERT arrays on north­
bound Highway 99 near the Sacramento Metro Airport (shown as 
03-SUT-99 in Figure 1) in December 1991. Test sites are located 
at stations 256 + 25 (built with a drainage layer) and 258 + 25 
(without a drainage layer) on the outer (Number 2) lane. The 
elevation of the highway surface nearly equals that of the adjacent 
rice fields, which are usually filled with irrigation water from 
April to September and which typically are assumed to increase 
subgrade moisture during the dry summer. 

Pavement cross sections in Figure 2 show similar designs. Sta­
tion 256 + 25 has open-graded asphalt concrete (OGAC, 1.8 cm), 
dense-graded asphalt concrete (DGAC, 12 cm), asphalt-treated 
permeable base (ATPB, 7.6 cm), and aggregate base (AB, 21 cm) 
over subgrade soil. In contrast, station 258 + 25 has no ATPB 
(in Lane 2) and the DGAC is 19.5 cm thick. ATPB was inadver­
tently placed in Lane 1 at station 258 + 25 but was sealed with 
a slurry seal before placing the DGAC. 

The subgrade soil at the test sites was sampled during construc­
tion for subsequent laboratory testing, which is summarized in 
Table 1. Soil from station 256 + 25 was used to measure resis-

Shoulder 

• ERT Borehole 

- Electrical Pull Box 

FIGURE 3 ERT layout at Experiment 1 site (note drawn to scale). 
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pavement surface 

0 

0.2 

0.4 

g 
"§. 0.6 

Cl) 

0 

0.8 

1.0 

1.2 

0.101 m Resolution radius 0.474 m 

1.09 LoglO Resistivity (Ohm· m) 4.53 

FIGURE 4 Absolute ERT image and resolution radius of Plane 2-3 for 
Experiment 1. 

OGAC (1.8 cm) 

DGAC (19.8 cm) 

ATPB (7.6 cm) 

AB (13.7 cm) 

Depth from the Surface 
(centimeters) 

0.0 

1.8 

21.6 

29.3 

43.0 

Lime Treated Subgrade (30.5 cm) 

73.5 

Native Soil 

FIGURE 5 Pavement structural section of 
Experiment 2 site. 

tlVlty on the basis of California Test Method 643 (9). Results 
shown in Table 2 show that resistivity ranges from 717 to 2322 
ohm-cm depending on water content. 

Conductive backfill material for ERT electrodes was prepared 
in the NTM&R laboratory and then mixed at the site using a small 
mechanical mixer. A nominal resistivity of 2000 ohm-cm was tar-

Hole No. 2 

shouldec ~ 

.. 
Hole No. 3 -

0 
water 

infiltration 
hole 

Hole No. I 

61 cm 

Hole No. 4 

FIGURE 6 Layout of ERT boreholes for Experiment 2. 
Boreholes 1 and 2 were backfilled with the excavated native soil. 
LTS, AB, and cold AC patching mat~rial. Boreholes 3 and 4 
were backfilled with cement-mortar and cold AC patching 
material. 
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geted for the backfill material surrounding the ERT arrays in each 
borehole. The backfill material was placed in the 3.8 cm :±:: an­
nular space. Five-block specimens (7.5 X 7.5 X 30 cm) were 
made and brought back to the NTM&R laboratory to check the 
resistivity. The formulation of backfill material and its resistivity 
are presented in Tables 3 and 4. 

The layout of ERT boreholes is shown in Figure 3. Spacing the 
holes 60 cm apart and 125 cm deep (each. ERT array was 121.9 
cm long) met the 2: 1 aspect ratio requirement. Each hole diameter 
was 10 cm. Surface electrodes originally were to be placed in the 
AC surface layer, but stiff AC from the cold weather prevented 
installation. 

Results and Discussion 

The first two of three efforts to collect resistivity measurements 
yielded poor-quality data. LLNL researchers tried both sites, but 
data, obtained from these two trips were insufficient for recon­
structing images. The principal difficulties were (a) excessively 
high cross-hole resistance levels and (b) a dynamic range in the 
data too large for the measurement system to handle. The dynamic 
range refers to both the limits on injected current (1 amp maxi­
mum) and measured voltage (4 V maximum). Much of the data 
fell outside these limits. 

On the third trip, in April 1992, the LLNL researchers tried to 
correct the difficulties mentioned above by (a) using higher drive 
voltages at the current injection electrodes and (b) splitting the 
measurement schedules into two parts to accommodate the large 
dynamic range of voltage measurements. It was necessary to break 
the measurement schedule into several parts, thus increasing the 
time required to collect data from both sites. A complete data set 
was collected for the plane between Boreholes 2 and 3, referred 
to as the "2-3" plane (see Figure 3), which resulted in an ab­
solute image of resistivity shown in Figure 4. In the reconstruc­
tion, the dark end of the gray scale corresponds to low electrical 
resistivity (wet) and the light end to high resistivity (dry). The 
small solid rectangles on both vertical edges in the 2-3 plane 
indicate the location of electrodes spaced every 10 cm. 

A distinct transition from high to low resistivity is shown in 
Figure 4 at a depth of about 40.6 cm below the pavement surface. 
This transition corresponds approximately to the boundary be­
tween the AB layer and the subgrade at 42.3 cm, as illustrated in 
Figure 3. The resistivity distribution in Figure 4 shows that, as 
expected, the upper layers are drier than the subgrade. It is difficult 
to interpret results further about the resistivity distribution in the 
plane 2-3 because the spatial resolution is no better than about 
10 cm in the bottom of the plane and ranges from 30.5 to 50.8 
cm in the upper part of Figure 4. Sampling for image reconstruc­
tion generally is better with smaller-reso,ution radius. 

The poor resolution (or higher-resolution radius) is a conse­
quence of the low-quality field data caused by backfill material 
having highly variable resistivity. Laboratory measurements 
shown in Table 3 show wide variations and nonlinearity in resis­
tivity. Resistivity tests (called four-point measurements) on back­
fill material conducted at LLNL confirmed that the relationship 
between current and voltage was not linear. Undesirable properties 
were grossly evident when the LLNL researchers found that they 
could easily generate spark discharges and smoke at the current 
injection electrodes. 
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Experiment 2 

Test Site and Installation 

A second set of ERT electrodes was installed in September 1992 
on the truck scale ramp just north of Riego Road on southbound 
Highway 99 (03-SUT-99). The site is located about 4 km south 
of the Experiment 1 sections and is built with OGAC (1.8 cm), 
DGAC (19.8 cm), ATPB (7.6 cm), AB (13.7 cm) and lime-treated 
subgrade (LTS, 30.5 cm) over native soil as illustrated in Figure 5. 

Figure 6 shows a plan view of four boreholes 10.2 cm in di­
ameter where electrode arrays were inserted. Four image planes 
were defined by four linear arrays of electrodes placed into holes 
at corners of a 61-cm square. The electrode arrays extended to 
121.9 cm below the pavement surface. There are 12 electrodes in 
each hole and 5 surface electrodes on each edge of the square. 
Surface electrodes were placed into holes 1.3 cm in diameter 
drilled into the bottom of sawcuts (approximately 5.1 cm wide 
and 5.1 cm deep) on the pavement surface. These holes extended 
about 5 .1 cm into the DGAC layer. 

Electrodes in boreholes and at the surface were spaced every 
10.2 cm. One hole 10.2 cm in diameter was drilled at the center 
of the square (see Figure 6) down to the bottom of the ATPB 
layer for a water infiltration experiment, which was conducted to 
better understand vertical and horizontal water flow. 

Two kinds of backfill material were tried: cement mortar and 
excavated pavement materials. Cement mortar with a 1 to 3 ratio 
(by weight) was used with a water-cement ratio of 0.5. Boreholes 
1 and 2 (see Figure 6) were backfilled with the excavated native 
soil, LTS, and AB materials, which were removed from the holes 
during drilling. Space in the ATPB, DGAC, and OGAC was filled 
with cold AC patching material. Boreholes 3 and 4 were filled 
with cement mortar up to the top of the aggregate base, and cold 
AC patching material filled the remaining space to the surface. A 
steel rod was used to compact the backfill materials to eliminate 
air pockets around the electrodes and to ensure good contact be­
tween the backfill materials and electrodes. Commercial concrete 
patching and cold AC patching materials were used to fill the 
sawcl1t trench. 

Results and Discussion 

Effect of Backfill Materials Measurements collected in 
March 1993 provided better-quality data than did the first experi­
ment. Resistivity values vary from about 3 n · m in the underlying 
native soil to about 105 n . m in parts of the upper pavement 
section. As expected, the overall pattern indicated drier conditions 
in the upper layers than in the subgrade soil. 

The .absolute images presented in Figure 7a are much better 
than those in Figure 4, and there is better correlation with the 
pavement structure. The plane images in Figure 7 are similar de­
spite the different backfill materials (the 1-2 plane has existing 
material for backfill and the 3-4 plane has cement mortar back­
fill). The resistivity in the upper half of the AB is similar to that 
in the lower half of the ATPB. This pattern is repeated between 
the AB and the LTS as well as the LTS and native soil. The DGAC 
and ATPB layers show relatively high resistivity as expected. 
However, an unexpected low resistivity (that is, relatively wet 
condition) appears in the upper portion of the DGAC layer at the 
interface with the OGAC. The OGAC shows a surprisingly lower 
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FIGURE 7 Plane images: (left), absolute ERT images of Planes 1-2 and 3-4; (right), resolution radius of Plane 3-2. 
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FIGURE 9 Comparison images during water infiltration. 

resistivity than the DGAC despite sunny weather and a dry pave­
ment surface that prevailed before and during data collection. One 
explanation for low resistivity at the DGAC/OGAC interface is 
vapor condensation. However, reasons for the low resistivity in 
the DGAC remain unknowri until future research . is done. The 
potential damages from high moisture content in these layers (e.g., 
asphalt stripping) justify further field study. 

Figure 7 b shows the resolution radius for the images in Figure 
7 a. The resolution radius can be thought of as a direct measure 
of the spatial resolution for the image: spatial resolution is better 
when the resolution radius is small and poorer when it is large. 
The resolution radius in this study varies from near zero to ap­
proximately 39.9 cm, whereas in Figure 4 it varies from about 
10.2 to 50.8 cm. The resolution radius is better (smaller) near the 
electrodes and worse away from them because the pavement and 
soil materials are sampled more densely near the ERT arrays. In 
contrast to the first experiment, the improved resolution radius is 
largely a result of better-quality data and improved techniques. 
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Water Infiltration After obtaining good ERT images, an ad­
ditional experiment was performed to measure horizontal and ver­
tical water flow in the drained pavement section. The experiment 
was done in April 1993. 

Before introducing water into the center hole (see Figure 6), 
ERT data were collected for baseline images. The baseline images 
of the 1-2, 2-3, and 3-4 planes, shown in Figure 8, match along 
their common edges and clearly show the expected resistivity 
structure (high re~istivity in upper layers and low resistivity in the 
LTS and native soil). Like Figure ?a, the low resistivity is evident 
at the OGAC/DGAC interface. 

The infiltration experiment was conducted during a period 
longer than 6.5 hr (from 8:40 a.m. to 3:00 p.m.) in which ap­
proximately 20.8 L of, water was poured uniformly and slowly 
into the pavement through the center hole. Data were collected at 
several times during the infiltration period. The change in resis­
tivity associated with moisture movement was imaged as a func­
tion of tirrie. Four complete data sets were collected in the 2-3 
plane (at 9:14 a.m. and 10:17 a.m. and 12:31 and 12:43 p.m.) 
because the researchers expected most of the water to drain 
through this plane. One data set was collected for the 3-4 plane 
at 1 :36 p.m. and one for the 1-2 plane at 11 :25 a.m. Because 
data collection required about 1 hr for each plane, the images 
represent time averages. 

Water movement is inferred by contrasting the baseline data 
with those collected during water infiltration. Figure 9 shows a 
sequence of contrast images that show differences from the base­
line conditions; that is, if there were no changes in resistivity 
because of water infiltration, the images would be a uniform single 
color. Progressive decreases in resistivity (i.e., increase in mois­
ture) appear as progressively lighter as shown on the gray scale. 

The sequence of images for the 2-3 plane shows decreased 
resistivity (interpreted as water flow) around the Borehole 3 at 
9: 14 a.m. At 10: 17 a.m. this feature disappears, but ponding of 
water is evident across the section and in the LTS. By 12:31 p.m. 
this ponding disappears and there is more moisture movement 
around Borehole 3. Finally, at 2:43 p.m. there appears to be mois­
ture movement around Borehole 3 much like that at 9: 14 a.m. 
This sequence does not show a steady-state flow that is expected 
during slow constant infiltration. 

The single image in the 3-4 plane at 1 :36 p.m. shows moisture 
movement more evenly through the pavement section. This image 
matches well along the Borehole 3 edge with the 2-3 plane image 
at 2:43 p.m. The single image .of the 1-2 plane at 11:25 a.m. 
shows moisture movement, although not as uniform, as the 3-4 
plane at 1 :36 p.m. The images in Figure 9 do not appear to show 
that infiltrated water drained preferentially to the shoulder through 
the 2-3 plane. 

The sequence of images in this study shows that ERT can be 
used for further study related to drained pavement structures after 
improvement in some areas of ERT technology. For better under­
standing of the water flow in pavement system, it is recommended 
to improve ERT data collection system by decreasing the data 
collection time. In Experiment 2 the 1-hr data collection time is 
probably too long compared with the time scale of changes in the 
flow pattern in pavement structure. In addition, it would be valu­
able if data could be collected from multiple planes simultane­
ously and to provide better understanding of moisture movement 
in pavement system. 

Finally, the following are concerns revealed during this study: 
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• There may be leaks or water movement between layers via 
boreholes, 

• Image reconstruction introduces errors because it relies on 
two-dimensional analysis of three-dimensional water flow, 

•Electrical properties (resistivity and change of resistivity) of 
pavement materials are not well known and correlation with mois­
ture content is uncertain, 

•Effects of water-soil-aggregate-asphalt binder interaction on 
water flow patterns are poorly understood, and 

• All of the above are difficult to evaluate because of the long 
data acquisition time. 

CONCLUSIONS AND RECOMMENDATIONS 

ERT images showed moisture distribution and movement in pave­
ment sections. These images correlate very well with known pave­
ment structural sections where two different materials were used. 
Cold AC patching material was used successfully and is recom­
mended as backfill in the ATPB and AC. 

Further research to improve ERT technology· will include lab­
oratory testing of electrical properties of pavement materials, test­
ing the water-soil-aggregate-asphalt binder interaction on water 
flow patterns, using reconstruction algorithms based on three­
dimensional flow, and reducing data acquisition time. 

Improved ERT technology will help pavement researchers and 
practitioners in many ways, such as visualizing moisture move­
ment in pavement systems, understanding pumping mechanisms, 
determining traffic effects on water movement, and eventually de­
signing pavement structures that are more resistant to water­
induced damage. 
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Long-Term Pavement Performance 
History of Sulfur-Extended Asphalt Test 
Roads in Eastern Province of Saudi Arabia 

MADAN G. ARORA, ABDULAZIZ I. AL-MANA, ABDUL-HAMID J. AL-TAYYIB, 

REZQALLAH H. RAMADHAN, AND ZIAUDDIN A. KHAN 

In 1978 the Metrology, Standards, and Materials Division of the Re­
search Institute at King Fahd University of Petroleum and Minerals 
(KFUPMIRI) launched an in-house research study on sulfur-asphalt 
pavement development because sulfur produced in Saudi Arabia was 
available in abundance and the international price of paving asphalt 
was soaring because of the energy crisis. Among the various available 
techniques of substituting asphalt with sulfur, the sulfur-extended as­
phalt (SEA) paving technology developed by Gulf Canada was con­
sidered to be the closest to practical applications. Three SEA test roads 
were laid in the Eastern Province _in cooperation with Gulf Canada 
and the Ministry of Communication (MOC), Saudi Arabia, as a part 
of the ongoing road development program of MOC. A sulfur/asphalt 
ratio of 30170 by weight was used in Test Road 1 (Kuwa~t Diversion) 
and Test Road 3 (KFUPM), whereas a higher percentage of 45/55 was 
used in Test Road 2 (Abu Haoriyah Expressway). Performance of the 
three test roads has been monitored from time to time. For each test 
road, the control section using the normal asphalt concrete has shown 
a better performance than the SEA sections. 

The Pavement Research Group of the Metrology, Standards, and 
Materials Division of the Research Institute, King Fahd University 
of Petroleum and Minerals (KFUPMIRI), Dhahran, Saudi Arabia, 
has been involved in design, construction, and monitoring of 
pavement conditions of three sulfur-extended asphalt (SEA) test 
roads as a part of an internal research project on sulfur-asphalt 
pavement development (PN15002). The project started in 1978 
when sulfur produced in the kingdom as a by-product of the gas­
gathering plants was available in abundance and was creating a 
disposal problem. Also, the energy crisis of the 1970s had signif­
icantly increased the cost of asphalt on a global market, and lab­
oratory and field trials conducted in the United States and Can­
ada proved sulfur to be a viable substitute for partial replacement 
of asphalt from both engineering and economic considerations 
(1-3). Of all the sulfur-based paving systems that were devel­
oped, the SEA type developed by Gulf Canada is the closest to 
a commercial application. Therefore, the KFUPM/RI entered 
into a joint venture with Gulf Canada to develop the SEA pave­
ment technology within the kingdom. 

Three full-scale SEA test roads were constructed between 1979 
and 1982 as a part of the ongoing road development program of 
the Ministry of Communications (MOC), Kingdom of Saudi Ara­
bia. The tasks pursued and the laboratory tests conducted to arrive 
at suitable mix designs have been reported elsewhere by Akili and 
Dabbagh (4), Akili and Uddin (5), Akili (6), Courval and Akili 

Metrology, Standards, and Materials Division, Research Institute, King 
Fahd University of Petroleum and Minerals, Dhahran 31261, Saudi 
Arabia. 

(7), and KFUPM/RI (8). Early performance results of the SEA 
test roads were reported by Akili and Arora (9). 

This paper presents the long-term pavement performance his­
tory of the SEA test sections and compares their performance with 
the control sections composed of normal asphalt concrete (AC) 
specifications. The field data collection included traffic loads, 
pavement distress, surface roughness, skid resistance, and Ben­
kelman beam and Dynaflect deflections. In addition, a number of 
cores were extracted periodically from the SEA and control AC 
sections and tested in the laboratory to evaluate the in situ percent 
air voids and mechanical properties, such as resilient modulus, 
split tensile strength, and fatigue resistance. The laboratory tests 
were performed at varying temperatures to determine the temper­
ature susceptibility of the mixes. The results of the laboratory 
evaluation were used to interpret the observed pavement condition 
history of the SEA and control sections. 

DESCRIPTION OF SEA TEST ROADS 

The three SEA paving projects are located in the Eastern Province 
of Saudi Arabia near the towns of Dammam and Dhahran and 
were phased in with the ongoing MOC contracts. Pavement cross 
sections including sulfur/asphalt ratios used are shown in Figure 
1. No substantial changes were introduced in design, materials, or 
construction procedures as a result of sulfur addition, except for 
the following: 

1. A deliberate reduction in the base course thickness in one of 
the SEA sections of Test Road 2 to monitor the effect of thinning 
SEA pavement on performance and pavement life. 

2. The addition of- 1 percent portland cement to the SEA mix 
of Test Road 3, partially replacing its fine fraction. This was 
judged to be an expedient method of keeping the percent loss in 
a 24-hr Marshall stability within the specified limit. 

Materials and Mix Design 

The coarse aggregates used in the three paving projects were de­
rived from shallow limestone beds, described at best as average 
in quality. The fine aggregates were a mixture of quartzitic dune 
sand and. limestone crusher material ranging from about 5000 to 
50 µm in diameter. A single asphalt type (60 to 70 pen grade) 
common to all .three test roads was obtained from the Ras Tanura 
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Refinery. The elemental sulfur added was a commercial grade with 
a minimum tested purity of 98 percent, a maximum carbon content 
of 1 percent, and a specific gravity of 1.977 at 23°C. 

The Marshall method was used for the SEA mix design for all 
three test roads, as shown in Figure 2. Sulfur/asphalt (S/ A) binders 
were prepared by blending heated sulfur and asphalt at a temper­
ature of 140 :±:: 2°C by means of a high shear blender. Marshall 
briquettes were prepared in the normal manner with 75 blows per 
face. Table 1 shows the selected Marshall design data for the three 
test roads. Each result is an average of three separate determina­
tions. The results of the SEA mixes followed the normal pattern 
except for somewhat higher stability exhibited compared with 
control samples, particularly at an S/A weight ratio of 45/55 for 
Test Road 2. 

SEA Mix Production and Paving 

The SEA mix production of Test Road 1 was accomplished with 
Societe Nationale EIF Aquitane process and equipment. Gulf c.an-

~250m-+.-2Mm...+-5oom 
I (A) I (B) I .(C) 

TRANSPORTATION RESEARCH RECORD 1435 

ada process and equipment were deployed for the construction of 
SEA pavements of Test Roads 2 and 3. The two processes are 
similar in principles and use an add-on unit that blends hot sulfur 
and asphalt in desired proportions and delivers the blend to the 
pugmill. Methodology used is shown by a flow diagram in Figure 
3. On all three test projects, blending of sulfur and asphalt resulted 
in homogeneous dispersion of minute sulfur particles in asphalt, 
as verified by periodic checks under a microscope. The construc­
tion steps in terms of transportation, placement, compaction, and 
quality control of all three SEA pavements were almost the same 
as those normally followed with conventional asphalt concrete 
pavements. 

PAVEMENT EVALUATION SURVEYS 

All three test roads are under periodic monitoring. The evaluation 
methodology used is shown· in Figure 3 and briefly summarized 
as follows. 

I 

f.·. :;., ... : .... , SEA CONCRETE 

~ AC CONCRETE 

400m--..( 
(0) I mm 

LIME STABILIZED SUSBASE 0.25m 
l1~0 
±430 

~500m 
I· ® 

I 

COMPACTED DUNE SAND 

SI A RATIO 30170 
SEA BINDER CONTENT 6 •1. 

AC BINDER CONTENT 5-5.3 •1. 

TEST ROAD ONE 

500m '' 50. Om l 500m --l 
@ © @ I mm 

....•......•••..... . ...•........•..... ,,,,,-//I'/"" ,, (0 . . . . . .. . •'\.. . ........... ,,- / / , , ,, / / / / :t 180 

LIME STABILIZED SUB~ASE 0.25 m \ 

COMPACTED DUNE SAND j 43 0 

SIA RATIO 45/55 

SEA BINDER CONTENT 5.2-6.8 •1. 

AC BINDER CONTENT 4.5-5 .4 •1. 

TEST ROAD TWO 

mm 800 m •\ 

:.:.:.:.:·: ... :::.: .. : .. · .. ·<~:.:.: .. :.:-·:·:.~.:.·:·::··:.~.·:,".".':::.:.::~-.1~~0 
GRANULAR SUBBASE 0.3m 

COMPACTED SOIL A-·2-4 ~ SQO 

S/A RATIO 30 I 70 

SEA BINDER CONiENT 5 .4-6 .3 •1. 

TE ST ROAD THREE 

FIGURE 1 Pavement sections for three test roads. 
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Traffic Counts and Axle Load Survey 

Traffic counts were made with manual counters as well as an 
automatic traffic counter. SEA Test Road 1 has an average daily 
traffic (ADT) of about 100 with 50 percent trailer truck traffic. 
Test Road 2 has very heavy traffic with an ADT of about 6,000 
and 25 percent trucks. Test Road 3 has an ADT of about 3,000 
with 5 percent light trucks. Axle loads of typical trucks operating 
on SEA Test Road 2 located on Abu Hadriyah Expressway were 
measured with the Trevor Deakin portable weighbridge designed 
by the Transport Research Laboratory (TRL), United Kingdom. 
About 26 to 72 percent of the loaded trucks were found to exceed 
the legal axle load limits set out by the MOC (10). Observed axle 
loads were converted into equivalent axle load applications of 8.2 
tons and found to be about 5.5 X 106 applications per year for 
the slow lane (11). 

Pavement Distress Survey 

A distress survey for each test road was conducted following the 
method of pavement rating (PAVER) developed by the U.S. Army 
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Corps of Engineers (12). Each SEA test section was divided into 
a number of sample units of 30-m length covering both lanes for 
SEA Test Roads 1 and 3. For the Abu Hadriyah Expressway, 
which was carrying very high traffic, the distress survey was con­
ducted in the slow lane only, which was highly distressed. Sever­
ity was measured as low (L), medium (M), or high (H), whereas 
extent of distress was measured in linear meters or square meters, 
depending on the distress type as per the procedure of the U.S. 
Army Corps of Engineers (12). 

Roughness and Skid Resistance Surveys 

Pavement roughness was measured for Test Road 3 using the TRL 
bump integrator (13), which consists of a single-wheeled trailer 
that is towed on a wheel track at a speed of 32 km/hr. It measures 
the sum of the downward movements of the wheel relative to the 
trailer chassis produced by the unevenness in the pavement profile 
in the longitudinal direction. The integrated downward movement 
(in centimeters) divided by the distance ·traveled (in kilometers) 

ORIGINAL MIX DESIGN 
WITH PURE ASPHALT 

SELECT SIA RATIO 

SAMPLE PREPARATION 
WITH SEA BINDER 

PREPARE VOLUME 
EQUIVALENT SEA BINDER 

PREPARE INTER-VOLUME 
SEA BINDER 

DETERMINE BULK 
DENSITY AND AIR VOIDS 

COMPACT MARSHALL BRIQUETIES 

DETERMINE 1/2 HOUR 
ST ABILITY AND FLOW 

VALUES 

COMPARE WITH SPECIFICATIONS 

ADOPT FOR LA YING 
IN-SERVICE TEST ROAD 

No 

DETERMINE PERCENT 
LOSS 24-HR. ST ABILITY 

FIGURE 2 Flow chart showing Marshall method for SEA mix design. 
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gives the roughness of the pavement surface in centimeters per 
kilometer. 

Skid resistance measurements were also made on Test Road 3 
using the mu-meter following the procedure recommended by 
ASTM E670. 

Deflection Surveys 

Initially, the Benkelman beam rebound deflections (BBD) were 
measured along the outer wheelpath of the slow lane using the 
Western Association of State Highway Officials (WASHO) 
method (14). Test points were located 0.9 m from the pavement 
edge and at 20-m intervals along the entire pavement length. Pave­
ment temperatures were also measured near the deflection points 
at a depth of 60 mm. 

Later on, when Dynaflect was procured, the dynamic deflections 
were measured on Test Roads 2 and 3 using this equipment. Test­
ing locations were selected at 0.9 m from the pavement edge at 
50-m intervals. Pavement temperature was measured occasionally 
during the tests. The following parameters were computed for 
each test location from the five geophone deflection readings: Dy­
naflect maximum deflection (DMD) = D 1 (reading of Geophone 
I); surface curvature index (SCI) = DI - D2: and base curvature 
index (BCI) = D4 - D5. 

A significant correlation was observed between DMD and pave­
ment mean temperature (T). On the basis of observed air and 
pavement temperatures in the Eastern Province of the kingdom, 
35°C was selected to represent mean annual pavement temperature 
for the SEA test roads and the control AC sections. The following 
relationship was found to represent the temperature adjustment 
factor (TAF) for DMD at 35°C. 
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TAF = 1.658 - 0.0184T R2 = 0.9884, SE= 0.0138 {I) 

No adjustment was found necessary for SCI and BCI. By mea­
suring DMD, SCI, and BCI, a qualitative analysis of the structural 
adequacy of pavement was obtained. 

Field Coring and Testing 

Field cores of 10-cm diameter were taken from the wheelpaths on 
the slow lanes of the test roads, initially upon the opening to traffic 
and later at periodic intervals. The following tests were performed 
on the cores. 

Bulk Specific Gravity and Rice Maximum Specific Gravity and 
Percent Air Voids 

ASTM D2726 and D204 l were used for these tests. 

Resilient Modulus 

Cores were tested for resilient modulus (MR) in the split-tensile 
mode under dynamic loading (ASTM D4123). To determine the 
temperature susceptibility of SEA mixes, the tests were performed 
at various temperatures ranging from 5°C to 49°C. The resilient 
modulus was calculated from the following equation, assuming 
Poisson's ratio as 0.35. 

Resilient modulus (MPa) = 618.3 Pih · d (2) 

TABLE 1 Marshall Laboratory Mix Design Data for Three Test Roads 

Description Comoosjtjon Bulle 

S/A Ratiaa % Binder b Density 
(g/c;c) 

Test Road One- 0/100 5.0 2.345 
Wearing 0/100 6.0 2.371 
Course 3ono 5.25 2.380 

3ono 5.66 2.381 
3ono 6.10 2.394 

Test Road Two- 0/100 4.5 2.341 
Base 0/100 5.0 2.361 
Course 0/100 5.5 2.348 

45/55 4.5 2.365 
45/55 5.2 2.366 

Test Road Two- 0/100 5.5 2.385 
Wearing 0/100 6.0 2.341 
Course 0/100 6.5 2.341 

45/55 5.4 2.359 
45/55 6.0 2.357 
45/55 6.7 2.367 

Test Road Three- 0/100 5.0 2.319 
Base Course 0/lOOC 5.0 2.327 

3onrF 5.4 2.351 

3onoc 5.9 2.377 

Test Road Three- 0/100 5.3 2.348 
Wearing Course l/lOOC 5.0 2.316 

· '30nrF 5.8 2.365 

3onrF 
6.2 2.375 

a SIA ratio is weighl percentage of sulphur and asphalt 
b % binder refers to percentage binder by weighl of total mix 
c With one percent Portland cement by weight of aggregate 

Air Marshall Marshall 
Voids Stability Flow 
(%) (kN) (mm) 

3.5 12.05 1.9 
1.5 8.23 3.0 
3.8 19.95 2.7 
3.2 17.24 2.9 
2.2 9.60 2.5 
4.6 18.54 2.1 
4.1 20.55 2.1 
3.9 15.53 2.5 
7.0 26.15 1.3 
6.2 26.28 1.8 
6.3 15.16 3.8 
4.7 16.45 3.7 
3.2 13.03 3.9 
7.2 16.46 2.1 
6.4 16.29 2.4 
5.4 20.71 3.4 
4.7 14.45 2.5 
4.4 12.83 2.7 
4.6 13.23 2.5 
3.0 14.18 2.7 

3.5 10.98 3.8 
4.7 12.74 3.7 
4.4 11.10 3.5 
3.7 12.04 4.2 
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where 

P =applied load (kN); 
h = thickness of specimen (mm); and 
d = recoverable horizontal deformation (mm). 

Indirect Tensile Strength 

Indirect tensile strength was carried out on a Marshall loading 
device at a loading rate of 50 mm/min. The load was applied on 
two opposite generators using stainless steel curved strips. The 
failure occurred instantaneously along the diametric plane at the 
maximum load sustained by the specimen. Cores were tested at 
room temperature and also at a low temperature of 5°C, simulating 
the local winter conditions when thermal cracking is more likely 
to occur. 

Fatigue Resistance 

Cores were tested in the split-tension mode using the dynamic 
loading equipment required for the MR test. Initial elastic tensile­
strain levels in the range of 55 to 130 µm were applied, and load 
was held constant until fracture occurred. The number of load 
repetitions to failure was recorded for each core. The test was 
performed at 35°C, which represents the mean annual pavement 
temperature for this region. 

DISCUSSION OF RESULTS 

Pavement Distress 

Pavement distress data were analyzed to determine the most fre­
quently occurring distress types and the pavement condition index 
(PCI). The PCI is a measure of a pavement's structural integrity 
and operational condition. Predominant distress types, considered 
here as those occurring in more than half the number of selected 
sample units in a section, are listed in Table 2. The SEA sections 
mostly developed longitudinal/transverse cracking in Test Road 1; 
alligator cracking and block cracking in Test Road 2; and block 
cracking and longitudinal/transverse cracking in Test Road 3. 
Some of these distresses are shown in Figures 4 through 6. On 

TABLE 2 Predominant Distress Types Observed in Three Test ~oads 

Predominant 
Distress Types 

Alligator Cracking 

Block Cracking 

Longirudinal/ 
Transverse Cracking 

Polished Aggregate 

a Not predominant 

Percentage of Selected Sample Units Showing 
Predominant Distress Types 

Test Road One 
SEA AC 

_a 

60 ioo 

Test Road Two 
SEA AC 

100 

80 

100 

Test Road Three 
SEA AC 

63 

63 

65 
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FIGURE 4 Typical longitudinal transverse cracking in 
SEA section of Test Road 1 (Kuwait diversion). 

the control AC sections, the most predominant distress types were 
found to be longitudinal/transverse cracking and polished aggre­
gate. Although alligator cracking is the load-associated distress 
and considered to be an indicator of structural deficiency, block 
cracking and transverse cracks are the climate-associated cracks 
caused by thermal stresses. 

Table 3, which summarizes the pavement evaluation survey re­
sults, shows the latest (1993) PCI for each test road. The PCI 
variation with time for Test Road 3 is shown in Table 4. For each 
test road, the control section's PCI is higher than that of the cor­
responding SEA sections. The PCI of the control AC section var­
ies from 85 to 98, indicating a very good to excellent pavement 
condition. The lowest PCI ( 41) is found for SEA Section B of 
Test Road 2, which indicates a fair pavement condition. The other 
two SEA sections of Test Road 2 are also characterized by lower 
PCis compared with those of the SEA sections of Test Roads 1 
and 3. Lower PCis may be attributed to a much higher traffic 
loading on Test Road 2 and to the reduction in base course thick­
ness in Section B. This is also corroborated by the presence of 
alligator cracking, which was observed only in the SEA sections 
of Test Road 2 because this distress type is known to· be load­
associated distress. 

FIGURE 5 Typical alligator cracking in SEA Section B of 
Test Road 2 (Abu Hadriyah Expressway). 
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Pavement Roughness and Skid Resistance 

Average roughness values of 170 cm/km and 150 cm/km were 
obtained for Test Road 3 for SEA and control AC sections, re­
spectively, and are considered acceptable for riding quality. Sim­
ilarly, average wet mu skid numbers of 62 and 73 were obtained 
for Test Road 3 for 300-m segments of SEA section and control 
AC section, respectively, which are also considered acceptable. 

Pavement Deflection 

The 85th-percentile deflection results are summarized in Table 3. 
Although the criteria used to interpret the deflection results are 
based on general rules of thumb, nevertheless they do provide 
relative measures of structural adequacies of the various test sec­
tions in question. The following observations were made from 
Table 3. 

1. Benkelman beam deflections indicate lower BBD values for 
the control AC sections compared with the corresponding SEA 
sections. According to Lister (15), pavement life may be related 
to Benkelman beam deflection as follows: 

Life ex: l/(deflection)3 (3) 

Section B of Test Road 2, having the highest deflection, indicates 
the lowest life. 

2. DMD values for Test Roads 2 and 3 indicate a trend similar 
to that observed for Benkelman beam deflections. DMD values of 
Test Road 2 are about 1.5 to 2 times those of Test Road 3, indi­
cating lower structural capacity of Test Road 2. Further, like BBD, 
the DMD is the highest for SEA Section _B of Test Road 2. 

3. SCI, which is inversely proportional to the pavement upper­
layer elastic modulus, is found to be the highest for Section B of 
Test Road 2, indicating the lowest elastic modulus of SEA layer 
for this section. Further, since the SCI of this section is greater 
than 6.25 µm, according to Teng and Sheffield (16), its SEA 
pavement layer is weak and needs an overlay. Distress survey 
results confirm this to be the worst section, characterized by the 
lowest PCI and fair pavement condition. SCI values of other 
SEA sections of Test Road 2 are also high, being about six to 

FIGURE 6 Typical block cracking in SEA section of Test 
Road 3 (KFUPM). 



TABLE 3 Summary of Pavement Evaluation Survey Results for Three Test Roads 

Item 

PCI(%) 

BBD(µrn) 

DMD(µm) 

SCI(µm) 

BCI(µm) 

Field Cores: 
Air Voids(%) 

Field Cores: 
Resilient 
Modulus 
(1000 MPa), 
Room Temp 
(23°C) 

Field Cores: 
Indirect 
Tensile 
Strength 
(KPa), 
Low Temp 
(5oC) 

a AC Section A 
b Not available 

AC( A fl 

98 

294 

_b 

-
-

4.96 

11.20 

2129 

Test Road One 

SEA(B) SEA(C) 

85 89 

356 339 

- -

- -

- -

- 7.87C 

- ll.83C 

- 1840C 

c Average value for SEA sections 

Test Road Two 

SEA(D) SEA(A) SEA(B) SEA(C) AC(D) 

91 56 41 62 85 

313 282 438 334 232 

- 13.72 14.48 11.94 13.21 

- 4.93 9.02 3.86 4.90 

- 1.19 0.66 1.47 1.50 

- - - 9.28C 7.08 

- - 11.66C - 11.35 

- - 1800C - -

TABLE 4 Variation of Pavement Characteristics with Age for Test Road 3 

Characteristics 

PCI (%) 

Field Cores: 
Air Voids(%) 

Field Cores: 
Resilient 
Modulus 
(MPa), 
Room Temp 

(23°C) 

Field Core5: 
Indirect Tensile 
Strength (KPa), 
Room Temp 
(23°C) 

a As constructed 
b Not available 

Test 
Section 

1982a 

SEA 100 

AC 100 

SEA 5.15 

AC -

SEA 2450 

AC -

SEA 1021 

AC -

Year 

1984 1986 1989 1991 

_b - 85 81 

- - - 95 

4.12 3.96 3.96 -

6.50 4.92 6.68 -

5760 7300 9980 -

5110 5950 8860 -

1419 1405 1393 

1625 1732 1809 -

Test Road 
Three 

SEA AC 

80 92 

280 186 

8.64 6.35 

0.61 1.68 

0.48 0.58 

3.96 4.92 

7.30 5.95 

2005 2263 

-

1993 

80 

92 

-

-

10500 

-

-
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FIGURE 7 Effect of temperature on resilient modulus of field 
cores extracted from Test Road 3. 

eight times those of Test Road 3. This trend may be attributed 
to load-associated alligator cracking observed in Test Road 2 as 
discussed earlier and shown in Table 2. 

4. BCI values shown in Table 3 are indicators of subgrade 
. strength. According to Teng and Sheffield (16), BCI values greater 

than 3.75 µm indicate a weaker subgrade. Because low BCI val­
ues are encountered for both Test Roads 2 and 3, strong subgrade 
conditions exist for these roads. 

Field Core Properties 

The average core properties presented in Tables 3 and 4 and Fig­
ures 7 and 8 are discussed. 
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Percent Air Voids 

Percent air voids for the three. test roads as determined from the 
cores extracted in 1986 are presented in Table 3. For SEA sec­
tions, the air voids range from 3.96 to 9.28 percent, compared 
with 4.92 to 7 .08 percent for the control AC sections. Table 4 
shows the percent air void variation with time for Test Road 3 . 
There has been a consistent decrease in air voids for the SEA 
section, which may be attributed to further densification of the 
SEA layer under traffic. 

Resilient Modulus 

MR values determined at room temperature (23°C) from 1986 
cores are presented in Table 3 for the SEA and control AC sections 
of the three test roads. MR values for the SEA sections ranged 
from 7300 to 11 830 MPa and are somewhat higher than those of 
the corresponding AC sections. 

Table 4 shows a gradual increase in MR values with age for 
SEA and AC sections of Test Road 3, which may be attributed to 
the combined effect of hardening of the binder and densification 
of the mix under traffic. 

The effect of temperature on MR studied on the 1989 cores from 
Test Road 3 is shown in Figure 7. As expected, MR decreased with 
an increase in test temperature. The decrease is more significant 
in the temperature range of 5°C to 38°C and much less significant 
in the range of 38°C to 49°C. The above figure also shows that 
the temperature susceptibility of MR is approximately similar in 
magnitude for both the SEA and AC mixes. In fact, the SEA cores 
showed somewhat higher stiffness at a low temperature of 5°C 
and almost similar stiffness at a high temperature of 38°C. These 
values are contrary to the requirement of an ideal mix, which 
should show less stiffness at low temperature to avoid cracking 
and an increased stiffness at high temperature to avoid rutting. 

e AC CORES, TEST ROAD THREE 
b SEA CORES, TEST ROAD TWO 

--0- SEA CORES, TEST ROAD THREE 

<( 
a:: 
~ 

Nf i 1.256 x 10
10 et -2.74 7 FOR --0-­

IR :0.990, SE= 0.1381 
Vl 

UJ 
....J 

V1 
:z 
UJ ..,_ 

Nf =z3-122 x 1019 et -7.6411 FOR -" 
IR =0.444, SE= 0.4631 

N f :r 2.075 x 1018 et -6.645 FOR e 
IR2=0.903, SE= 0.1551 

104 105 

NO. OF REPETITIONS, Nt 

FIGURE 8 Fatigue resistance at a test temperature of 35°C. 
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Indirect Tensile Strength 

Table 4 shows a variation in indirect tensile strength of cores taken 
from Test Road 3 during the period 1982 to 1989, as tested at 
room temperature· (23°C). An increase in strength with age was 
noticed, particularly in the initial years after construction. Further, 
the SEA cores have shown somewhat lower tensile strength than 
the control AC cores. Low temperature (5°C) results, summarized 
in Table 3, also indicate lower tensile strength (by 11.4 to 13.5 
percent) for SEA cores, which explains the greater extent of ther­
mal cracking, in terms of block cracking and transverse cracking, 
observed in the SEA test sections in field. 

Fatigue Resistance 

Figure 8 shows the fatigue resistance of SEA and AC cores of 
Test Roads 2 and 3. For tensile strains of about 100 µm as ex­
pected under heavy traffic loads, the fatigue resistance of SEA 
cores is found to be lower than that of the AC cores. This explains 
the reason for early fatigue carcking in the form of alligator crack­
ing observed in the SEA sections of Test Road 2. 

CONCLUSIONS 

Following are the major interim conclusions drawn from the pave­
ment performance evaluation surveys of the three SEA test roads 
conducted to date. The evaluation surveys will continue until final 
conclusions are made on the life-cycle performance and economic 
viability of SEA pavement technology in Saudi Arabia. 

1. The most predominant distress manifestations in the SEA test 
sections are the load-associated alligator cracking and the climate­
associated block cracking and transverse cracking. Greater inci­
dence of cracking is observed in the SEA sections than in the 
control AC sections. 

2. The pavement distress condition rating characterized by PCI 
shows a lower rating for the SEA sections. SEA Section B of Test 
Road 2 on Abu Hadriyah Expressway has the lowest PCI of 41, 
indicating a fair pavement condition and an urgent need for an 
overlay. For this section, the SEA base course thickness was de­
liberately reduced by 20 percent to verify whether thickness re­
duction was possible with SEA pavement. 

3. Roughness and skid resistance surveys conducted for Test 
Road 3 show acceptable values for both the· SEA and control AC 
sections. 

4. Dynaftect deflection surveys of Test Roads 2 and 3 show low 
BCI values in the range of 0.48 to 1.50 µm, indicating strong 
subgrade support conditions for the test roads. The very high SCI 
of 9.02 µm observed for Section B of Test Road 2 indicates a 
deteriorated condition of the SEA pavement layer of this section. 
This is also corroborated by the pavement distress survey that 
yielded the lowest PCI for this section. 

5. Laboratory characterization of field cores extracted from SEA 
and control AC sections reveal lower indirect tensile strength and 
lower fatigue resistance of SEA cores. Lower tensile strength may 
be the cause of block cracking and transverse cracking observed 
in the SEA sections of the three test roads. Similarly, lower fatigue 
resistance may be the cause of alligator cracking observed in the 
SEA sections of the heavily trafficked Test Road 2. 
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Prediction of Tire.-Road Friction from 
Texture Measurements 

W. 0. YANDELL ANDS. SAWYER 

A purely theoretical means for predicting tire-road friction has been 
the subject of research for the past two decades. It is based on a 
faithful simulation of a pneumatic tire sliding over the wet texture of 
the road surface. This involved the stress-gross strain analysis of the 
tread rubber, the effect of shear rate, heat, and lubrication. A device 
called the Yandell-Mee texture friction meter is described and is the 
end product of this research. When placed on a road surface, it sam­
ples a total texture profile 60 cm long to an accuracy of 0.05 mm and 
predicts side force and locked-wheel wet friction for three speeds in 
seconds. Because the result varies only with texture changes, this is 
an excellent control tool for pavement engineers. 

A study has been under way since 1968 of the part played by 
surface texture on tire-road friction (1-12). Much of the work was 
influenced by that of Tabor (13) and Kummer and Meyer (14). It 
was assumed that tire-road friction was caused by hysteretic en­
ergy loss in the tread rubber as it flowed over the road surface 
texture and that intermolecular adhesion would not occur on wet 
roads. Yandell (3) summarized some of the basic elements in­
volved in hysteretic sliding friction and the change in microto­
pology of road surfaces in service. In that paper (3) the principles 
of the mechano-lattice stress-strain analysis for gross deforma­
tions used in the prediction of hysteretic friction from one tex­
ture parameter-the average absolute slope-were shown. It was 
also shown how the friction of small stone surfaces lubricated 
with liquids of various viscosities sliding on tread rubber could 
be predicted in the laboratory. 

Before the mechano-lattice stress-strain analysis can be used, 
the damping and resilient properties of the tread rubber as they 
vary with strain, rate of strain, and temperature must be known. 
This work was performed by Zank.in and Yandell (11) using a 
temperature-controlled apparatus capable of measuring damping 
in rubber sliding at up to 80 km/hr. Taneerananon and Yandell 
(10) modified Reynold's equations for sliding and sinkage to use 
with the mechano-lattice stress-strain analysis so that masking wa­
ter film thicknesses could be determined. 

The authors' friction prediction was based on the concept that 
a profile of the road surface texture could be broken up into a 
number of components ranging from coarse to fine. Although 
large volumes of rubber were expending energy as they flowed 
over the coarsest scales_, smaller shallower volumes of rubber si­
multaneously expended energy as they flowed over the finer scales 
of texture. The total hysteretic friction was the sum of frictions 
generated on each scale of texture. The friction on a scale was a 
function of the effective damping factor of the rubber and the 
average absolute slope of that scale. The damping factor is the 
energy lost divided by the energy applied in deforming rubber in 

School of Civil Engineering, University of New South Wales, P.O. Box 
1, Kensington, N.S.W. 2033, Australia. 

a load-unload operation (3). The average absolute slope is a func­
tion of texture roughness. 

The next stage in the development of a system for predicting 
wet friction from road surface texture involved measuring the tex­
ture of a number of roads of diverse surface texture with either 
bituminous or concrete surfacing (12). The coarse texture was 
measured with a profile former (row of needles), the fine texture 
by a Ziess light section microscope. The total texture was divided 
into four scales. The dry hysteretic friction was determined from 
the average absolute slope of that scale of texture and the damping 
factor of the tread rubber using the mechano-lattice analysis (12). 
The coefficients of wet sideways force and locked-wheel braking 
friction for speeds of 16, 48, and 80 km/hr were computed and 
compared with predicted values measured by a multimode friction 
measuring truck. An example of a correlation for locked-wheel 
braking is shown in Figure 1. The R-squared value was 0.7. This 
process, although reasonably accurate, was clumsy and time con­
suming. Accordingly a portable device that would do the same 
job in seconds was devised. It was called the Yandell-Mee (Y-M) 
texture friction meter. Mee designed the circuit boards and wrote 
the Pascal programs that controlled the original meter's operation. 
The meter simulates the behavior of a smooth pneumatic passen­
ger car tire traveling on a wet pavement. A later version (Mark 
2) of the Y-M texture friction meter was developed with the as­
sistance of S. Sawyer and will now be described. 

Y-M TEXTURE FRICTION METER MARK 2 

The first portable Y-M texture friction meter was built under the 
sponsorship of Pavement Management Services, Ltd., in Sydney. 
This company incorporated it in their Australian Road Evaluation 
Vehicle with which friction measurements were made simultane­
ously with other pavement characteristics in Australia and Indo­
nesia. The Y-M texture friction m(!ter Mark 2 was developed from 
the Mark 1 model at the University of New South Wales (NSW) 
with the NSW State Road Authority's financial support. Mark 2 
is superior to Mark 1 in that it is operator independent, has a 
texture profile sample 60 cm long, ~s surface . brightness inde­
pendent, and is faster. 

General Description 

The portable· instrument has two main components: the compact 
surface texture measuring unit and the personal computer (PC) 
with screen that controls the entire operation. Figure 2 is a sum­
marized flowchart showing the operation of the device. The fol­
lowing parts of the flowchart are described. 
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FIGURE 1 Braking force numbers at 48 
km/hr versus those predicted from texture 
measured by light section microscope and 
profile former in 1982. R2 = 0.67. 

A. Read texture condition and analyse into 
4 bands with 5th order Bessel Filter. 

Yes B. Looking at coarsest 
component of texture: 
is texture rou ? 

No 

C. Compute number of 
large asperities in 
contact patch, 
drainage lengths and 
those parts of texture 
that are in contact 
with the tyre. 

F. EFFECT OF WATER FILM 

Compute fihn thickness and aid 
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FIGURE 2 Simplified Dow chart showing operation of the 
Y-M texture friction meter. 
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FIGURE 3 Schematic view of Y-M 
texture friction meter texture 
measurement. 
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A. The profile 60 cm long is read with an accuracy of 0.05 mm 
by means of a black-and-white video camera viewing the image 
of a laser line projected at an angle onto the surface (Figure 3). 
Any gaps in the profile are filled in. This profile, recorded digitally 
as 12,000 ordinates, is divided into four bands with a fifth-order 
Bessel filter. 

B. If the average absolute slope of the coarsest component is 
greater than an arbitrary 0.1, the surface is regarded as "rough" 
and the program goes to C for drainage path length computation. 
If the surface is ''smooth,'' the program goes to D where a longer 
drainage path is computed. 

C. The number of large asperities in the hypothetical contact 
patch of the tire on the rough surface-that part of the texture in 
contact with the tire and the drainage path lengths-is computed. 
Then move to E and F. 

D. The drainage path length on the smooth surface is assumed 
equal to the radius of the contact patch. Then move to E and F. 

E. The average absolute slope of the texture is computed of that 
part of each scale that is in contact with the tire. (The average 
absolute slope of the two sides of an equilateral triangle, for ex­
ample, is 0.) 

Push 
Pull 
slide 

Motor 

Laser 

Remote lens 
---Position 

sensors 

FIGURE 4 Side view of the laser 
camera carriage on the motion table. 
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FIGURE 5 Plan view of the laser 
camera carriage on the motion table. 

F. The average water film thickness and the ratio of aid is com­
puted: a is the asperity height d of the second-finest scale of texture 
minus the water film thickness. This is done for each of the speeds 
(18, 48, and 80 km/hr) and for the sideways force coefficient and 
the locked-wheel braking force coefficient. Then move to I. 

G. The damping factor of the rubber is determined for each of 
the three speeds of sliding and for sideways and for locked-wheel 
friction. The effect of temperature rise during locked-wheel brak­
ing is accounted for. Zankin and Yandell (11) provided this 
information. 

H. The coefficient of dry hysteretic friction C; is calculated for 
each scale of texture using the damping factor of the rubber and 
the average absolute slope of that scale of texture to give C0, Ci. 
C2. and C3. 

I. The coefficient of wet (not flooded) hysteretic friction is equal 
to the sum of the coefficients of dry hysteretic friction, each mod­
ified by the effect of surface water film, thus 

Coefficient of wet friction= Co + ~ C, + (~)' C, + (~)' C, 

where 

aid= film thickness ratio from F; 
a= height of the coarsest component of "microtexture" not 

masked by the water film; 
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FIGURE 6 Monitor view of a 
laser image tra~ked by the 
computer. 
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FIGURE 7 Monitor view of the total recorded texture and 
its four components. 

d = average depth of the coarsest component of microtexture; 
and 

C = coefficients of hysteretic friction computed from average 
absolute slope and tread damping factor using the 
mechano-lattice analysis (JO). The expression is Taneer­
ananon's hypothesis. 

Texture Measuring Device 

The texture measuring device is housed in a lightweight case 
measuring 40 X 50 X 40 cm. A slot in the base of the case allows 
the laser to be projected onto the road surface and viewed by the 
video camera from inside the case. This portable unit is connected 
by a long cable to a 486 Compac PC that controls the operation. 
The components of the texture measuring device are the laser 
source, the camera, and the laser-camera transport. 

Transport 

The laser and the camera are fitted to a cross carriage that is 
sequentially moved into three alternative positions by fixed slides 

PLACE: SURFACE: AC 
DESCRIPTION: CHAINAGE: 0.60 mm 

Av. texture depth: .456 mm. Std. Dev: Pk. texture depth: 137mm. 

SPEED LOCKED WHEEL FRICTION SIDEWAYS FORCE FRICTION 

10mph (16kph) .567 .589 

30mph (48kph) .543 .568 

50mph (80 kph) .523 .521 

~d'.~ ~ondo ·oc:tc: Files The Works 

Take a Measurement Print Report Change Screens 

Calculate friction Adjust Video SpBCial Operations 

Quit to DOS 

Esc=main menu Ctrl-t= T1 me/date F1 =Erase line F2=Restore line F3=Full Edit 

FIGURE 8 Main display of menu and output. 
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Yandell Mee Friction Device Results 

Client: Case study City Council 
Id Number: 009 
Place: Parkinson Ave from Cominara Parkway to Hart St 
Surface: AC 
Description: 10 metre intervals 1 metre from kerb 

Chainage Texture Locked Wheel Friction 
Km Depth mm lOmph 30mph 50mph 

0.00 .606 .461 .383 .369 
0.01 .564 .428 .349 .333 
0.02 .588 .458 .379 .364 
0.03 .580 .488 .403 .389 
0.04 .617 .532 .443 .430 
0.05 .559 .438 .360 .344 
0.06 .551 .466 .384 .369 
0.07 .547 .403 .335 .321 
0.08 .561 .392 .324 .310 
0.09 .566 .437 .358 .341 

FIGURE 9 Example of output block file (short form). 

Date: 25 Jul 1989 
Time: 2.32 

Sideways Force Friction 
lOmph 30mph 50mph 

.661 .618 .590 

.658 .615 .586 

.658 .615 .586 

.702 .656 .626 

.760 .714 .683 

.634 .590 .561 

.673 .628 .598 

.577 .539 .514 

.564 .525 .500 

.636 .590 .560 
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situated at each end of the main slide. The main carriage carrying 
the cross slide is driven by a motor through a. lead screw for a 
distance of 20 cm as shown in Figures 4 and 5. In this way, three 
parallel profiles each 20 cm long can be recorded automatically 
in one operation. 

lens. It impinges on a mirror, which reflects it onto the road sur­
face in view of the video camera. See Figures 4 and 5. 

Camera and Lens 

Laser Source 

The laser source is a 5-mw, 670-nm laser diode. Its fine cylindrical 
beam is changed to a flat knife by passing it through a cylindrical 

The black-and-white video camera views the laser line impinged 
on the road surface through powerful magnifying lenses. The laser 
beam and the line of sight of the camera are mutually at right 
angles so the line is always in focus. The aperture of the lens is 
adjusted automatically. The magnification of the lens is such that 
1 cm of the surface is viewed at a time. 

Client: Case study City Council The Yandell-Mee Friction Texture Meter 

Id. No.: 003 File: 478003 pnt 

Place: Parkinson Ave from Cominara Parkway to Hart St 
Description: 10 metre intervals 1 metre from kerb 

Time: 17:13 Date: 25 Jul 1989 

Surface: AC 
Chainage: 6,000 km 

Texture depth: .551 mm Pk. texture depth: .878 

Speed Locked wheel 
friction 

Sideways force 
friction 

lOmph (16kph) 
30mph (48kph) 
50mph (80kph) 

0.468 
0.384 
0.369 

Intermediate Result Summary for Current Measurement 

Number of asperities in sample= 13 
Weight per asperity= 10.76923lb 
Texture depth = 1.02558mm 
Max water holding depth (dl) = 0.01791ins 
Film thickness ratios for speeds 10.30,50mph 

0.673 
0.628 
0.598 

1. Locked wheel 0.95120 0.94226 · 0.93668 
2. Sideways force 0.96427 0.93691 0.91792 

Absolute slope of frequency bands !(coarsest) to 4(finest) 
0.15493 0.38320 0.40388 0.35559 

Partial friction coefficients for frequency bands 1 to 4 
1. Locked wheel at lOmph: 0.0640 0.2176 0.2368 
2. Locked wheel at 30mph: 0.0639 0.2170 0.2362 
3. Locked wheel at 50mph: 0.0667 0.2291 0.2495 
4. Sideways force (spd.ind): 0.0645 0.2194 0.2388 

FIGURE 10 Example of output point file. 

0.1933 
0.1928 
0.2034 
0.1949 

Sum= 0.7117 
Sum = 0.7@9 
Sum= 0.6820 
Sum= 0.7176 
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Computer Operation and Output 

The texture measuring device is placed on the road. Upon initia­
tion, the computer quickly tracks the edge of the laser line to give 
a profile of texture 10 mm long, as shown in Figure 6. Of these 
profiles, 60 are sequentially shown on the monitor and recorded 
while the carriage is automatically transported 1 cm at a time. 
Once the profile data are stored in the PC, the processing is ef­
fected as described earlier. The 60 parts of the profile are accu­
rately connected and missing pieces are filled in. All the ordinates 
are divided by V2 to give the vertical resolution of the 45-degree 
view of the profile. 

Figure 7 shows the total texture and its four components as 
shown on the monitor screen. Figure 8 shows the main screen 
display with coefficient of friction values, average and peak tex­
ture depths, and the menu for other operations. The inappropriate 
three decimal places will be modified to a more appropriate 
accuracy. 

The contents of other files also can be shown on the screen or 
printed, or both. For example, Figure 9 is an example of a block 
file showing the chainage, texture depth, and locked-wheel and 
sideways force friction for any number of readings along a road. 
Figure 10 is an example of a point file that gives the six friction 
readings plus film thickness ratios and dry hysteretic friction 
values. 

CORRELATION WITH DIRECTLY MEASURED 
FRICTION 

A large number of devices that measure pavement friction directly 
with a test tire are available. There is seldom complete agreement 
between any two that measure friction on the same surfaces. For 
example, a runway friction tester (B. Miley, Florida Department 
of Transportation, unpublished data) and a pavement friction tester 
yielded an R-squared value of 0.02 for readings on about 25 wet 
open-graded textured roads using ribbed tires and an R-squared 
value of 0.75 on a large variety of wet asphalt surfaces using a 
smooth tire. Whitehurst (15) showed a 30 percent variation among 
seven different ASTM skid trailers reading identical surfaces. 
There are many reasons for this lack of agreement, among which 
are the vagaries of tread rubber behavior. 
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FIGURE 11 Relationship between friction 
numbers predicted with Y-M. texture friction 
meter: braking force number at 16 km/hr . 
and British pendulum numbers on rolled 
asphalt and floor tile surfaces, R2 = 0.9. 
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Multi Mode Truck 

FIGURE 12 Relationship between 
friction coefficients predicted with the 
Y-M texture friction meter: sideways 
force coefficient at 48 km/hr and that 
measured by a friction test truck, 
R2 = 0.7. 

Relation Between Y-M Texture Friction Meter and 
Direct Measurement 

A British pendulum friction tester and a Y-M texture friction meter 
were used to measure the friction on a number of wet rolled as­
phalt surfaces and also on very smooth surfaces such as floor 
tiles-surfaces where contact macrotexture was low. The corre­
lation is shown in Figure 11 where the R-squared value was 0.9, 
which is high partly because of the inclusion of a large range of 
texture "harshness" and the absence of macrotexture. 

A test truck that measures sideways force friction was used at 
48 km/hr on a range of wet asphaltic and portland cement concrete 
surfaces. The results are seen plotted against the Y-M texture fric­
tion meter readings for SFC48 in Figure 12. The R-squared value 
was 0.7, which is similar to the agreement between the two peak 
friction tester results from Florida (B. Miley, Florida Department 
of Transportation, unpublished data). 

Although the terms micro- and macrotexture are used, the tex­
ture is assumed to be continuous in scale, with no clear borderline 
between micro- and macrotexture. Others have developed devices 
for measuring road surface texture. For example, U .K. Transport 
Research Laboratory has a portable macrotexture measuring de­
vice. In addition, work by Henry and Hegmon (16) has led to the 
building of a fast texture-measuring van by the Pennsylvania 
Transportation Institute. 

CONCLUSION 

The main advantage to predicting tire-road friction from total tex­
ture measurements is based on the fact that the smooth pneumatic 
tire-the behavior of which is being simulated-has fixed char­
acteristics. The initial hypothetical water film thickness is also 
fixed at 0.5 mm. Any variation in the predicted friction for a 

- particular speed is solely a resuit of a change in the road surface 
texture. The -surface texture is under the control of the road au­
thority and so can be used as a trigger in pavement maintenance 
management. The recorded texture also can be used for other in­
vestigations, such as tire-road noise generation. A disadvantage, 
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of course, is the need for the measured surface to be free from 
water and detritus where tire contact occurs. 
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Measurement of Truck Tire Footprint 
Pressures 

JOHN T. TIELKING AND MOISES A. ABRAHAM 

A triaxial load pin array to measure tire footprint pressures was re­
cently purchased by Texas Transportation Institute (TTI). The triaxial 
load pin has two important advantages over the pressure-sensing film 
techniques that have been utilized by other researchers: (a) tire­
pavement shear pressures can be measured, and (b) the load pin signal 
will respond to dynamic tire contact pressure. Preliminary results ob­
tained with the TTI load pin array are described. Footprint pressure 
distributions were measured for two highway-type radial truck tires 
and a smooth-tread radial truck tire. The data obtained compared well 
with footprint pressures measured by pressure-sensitive film at the 
University of Texas. Comparisons with footprint pressures measured 
at two major tire companies are also given. Data showing the effects 
of tire inflation pressure and tire load on footprint pressure developed 
by conventional and wide-base truck tires are included. The effect of 
wheel flange offset on conventional truck tire footprint pressure dis­
tributions is detected. Recommendations are made for research to sys­
tematically investigate other influences, such as tire nonuniformity 
and the effect of tread wear on truck tire footprint pressures. 

Determining tire-pavement contact pressure distributions has be­
come an important research need for further advancement in pave­
ment design (1). Today's truck tires, being radial with steel cord 
reinforcement, are known to operate with footprint pressures that 
are considerably different from those of the nylon cord bias-ply 
truck tires for which most of the nation's highways have been 
designed. Very little information on the tire-pavement pressure 
distributions produced by modern truck tires is available to the 
pavement designer. 

A variety of methods has been used to measure contact pressure 
in the tire footprint. A pressure-sensing film and a scanner­
digitizer-analysis system were recently used at the University of 
Texas (2,3) in laboratory measurements of truck tire footprint 
pressures. Piezoelectric sensors now being developed for weigh­
in-motion (WIM) appear to provide realistic pavement pressure 
distributions ( 4) and are an approach that should be pursued for 
on-the-road measurements. The device that has been found most 
successful by the tire industry is the triaxial load pin. Several large 
tire companies and two government agencies (U.S. Air Force and 
National Aeronautics and Space Administration) have made their 
own load pins. Most of the work done by industry has been aimed 
at understanding tire wear and tread design. Goodyear has pro­
vided a set of footprint pressure measurements for pavement de­
sign purposes (5). 

The Texas Transportation Institute (TII) recently purchased a 
load pin array developed by the Precision Measurement Company 
of Ann Arbor, Michigan. This company has a long history of 
custom designing pressure-sensing equipment. Their load pins 
have the smallest contact area (11.4 mm2 or 0.018 in2

) of those 

Texas Transportation Institute, Texas A&M University, College Station, 
Tex. 77843-3135. 

known to the authors and are currently used by Cooper Tire and 
the Pirelli-Armstrong Tire Company. The load pin has two im­
portant advantages over pressure-sensing film: (a) tire-pavement 
shear pressures can be measured with a triaxial load pin, and (b) 
the load pin signal will respond to dynamic tire contact pressure. 
This paper describes the initial experience and results obtained 
with the TII load pin array. The footprint pressure data measured 
at Texas A&M (TAMU) are compared with data measured for the 
same size tires at the University of Texas, Cooper Tire Company, 
and the Goodyear Tire Company. Recommendations for a research 
program to further investigate tire-pavement contact pressures are 
outlined at the end of this paper. 

EXPERIMENTAL PROCEDURES 

The normal contact pressures at various transverse locations for 
three different tires were obtained experimentally with tire loads 
applied by an MTS servo-hydraulic testing machine . .A dual flange 
axle and U-shaped load frame were used to position both wide 
base and conventional tires in the testing machine. The U-frame 
was bolted to a load cell that measures the resultant force in the 
tire footprint. In this arrangement, the axle is fixed (nonrotating) 
and the load is applied by a contact plate attached to the servo­
hydraulic actuator. The actuator moves the contact plate up against 
the tire until a specified load is reached. Figure 1 shows the lab­
oratory setup. 

The contact plate is a box 508 X 508 X 76.2 mm (20 X 20 X 

3 in.) made of aluminum plates 12.7 mm (0.5 in.) thick. A mov­
able shoe with 10 load pins slides in the box to obtain data at 
different transverse locations. Each load pin has three strain gauge 
channels from which a change in voltage caused by a change in 
load can be read. Figure 2 shows the contact plate with the shoe 
inside. A steel scale along the edge of the shoe channel locates 
the lateral position of the load pin array. 

Data Acquisition 

Data from the load pin array are acquired by a Daytronic Model 
10K6 measurement and control unit. This unit is software con­
trolled by a Compaq Portable 386 computer. A Daytronic pro­
gram, DAS 1, is used to obtain a live display of load pin data from 
the Daytronic unit. DAS 1 displays data in sequential groups of 
10 channels per screen page, which permits viewing of the vertical 
force signal from all 10 load pins simultaneously. The data dis­
played on the screen are bridge voltage (in millivolts), which 
changes with load. 

As described earlier, the shoe is moved in the contact plate to 
obtain readings at different transverse locations. Figures 3 through 
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5 show the location of the pins with the shoe at three different 
positions along the median of the footprint of an 11R22.5 tire at 
a load of 26.9 kN (6,040 lb) and 720 kPa (105 psi) inflation 
pressure. The precise location of the pins is needed to quantify 
the distance from the center of the tire at which each contact 
pressure is obtained. The filled circles in Figures 3 through 5 show 
the actual contact areas of the load pins, as well as their locations, 
which are measured to the nearest 1.6 mm (0.0625 in.). The pin 
centers are spaced 24.5 mm (1 in.) apart. 

The procedure adopted to measure the normal pressures is as 
follows. Initial channel readings are obtained for each load pin 
(no load applied). The tire load is applied by moving the contact 
plate up against the tire, and a second set of readings is obtained. 
Finally, the difference between the two voltage readings and the 
calibration line for each load pin are utilized to determine the 
measured pressure. This procedure was repeated for each position 
of the shoe along the transverse median of the footprint. Table 1 
shows the readings obtained for the 11R22.5 tire. Pin 2 was in­
operative when these data were taken, so two more shoe positions 
were used to collect data on Rib 5, using Pins 3 and 4. 

The pin contact area is sensitive to tread pattern features. This 
is the reason a small pin area is desirable. For example, Pin 5 
shows zero pressure at Position 3 (Table 1). Referring to Figure 
5, one can see that Pin 5 is positioned over a groove (white space 
in footprint) and thus will not record a pressure. 

FIGURE 1 Wide base tire mounted in the testing machine. 

FIGURE 2 Contact plate and movable shoe with load pin 
array. 
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Table 2 shows the sequential data taken from Table 1 and two 
other shoe positions. These data show considerable variation in 
the pressures across the rib. The rib pressures were averaged to 
make the plots in this paper showing the effects of inflation pres­
sure and tire load on the footprint pressure distribution. Table 3 
shows the average rib pressures calculated from data in Table 2. 

RESULTS 

Footprint pressure measurements were made on three different 
tires, shown in Table 4. The load limits given in Table 4 are for 
single tire application with the tire inflated to the design pressure. 
A slightly lower inflation pressure and load limit are specified 
when the tire is used as a dual (6). 

The 11R22.5 size is a conventional radial truck tire, used either 
as a single, in the steer position, or as duals on drive and trailer 
axles. The 385/65R22.5 is a wide base tire that is a possible re­
placement for a dual tire set. These two tires have highway rib­
type tread patterns, as pictured in Figure 6. The 11 R24.5 tire is a 
conventional radial truck tire made for research purposes with a 
patternless tread. The footprint pressures measured with each of 
these tires are given in the following sections. All pressure dis­
tributions in this paper are those found along the transverse me­
dian of the tire footprint. 

Smooth Tread 11R24.S 

This tire has a full tread layer molded without a tread pattern. The 
smooth tread eliminates the pressure gradients found at rib edges 
and avoids the difficulty of interpreting data when the load pin 
spans a kerf (a narrow cut in the tread pattern). This tire has been 
tested previously by the University of Texas using pressure­
sensitive film, and by the Cooper Tire Company using a load pin 
array similar to that of TTI. 

Figure 7 shows the contact pressures measured by the Center 
for Transportation Research (CTR) at the University of Texas (2). 
Slight tread imperfections are responsible for the scatter of the 
measured pressures. The 660-kPa (95-psi) peak at the center of 
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FIGURE 3 Load pin array with shoe at Position 1. 
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FIGURE 4 Load pin array with shoe at Position 2. 
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FIGURE 5 Load pin array with shoe at Position 3. 

the footprint is caused by the mold parting line, a small ridge of 
rubber around the tread circumference. The data points measured 
by the TTI load pin array (TAMU data) are shown with an X in 
Figure 7. 

Figure 8 shows the contact pressure distribution measured by the 
Cooper Tire Company load pin array, with the tire at a different 
inflation pressure and a different tire load. The data points measured 
at TAMU for this pressure and load are shown with an X. 

The agreement between TTI measurements and those of the 
University of Texas (CTR) and the Cooper Tire Company is very 
good, considering the sensitivity of interfacial pressure measure­
ments. After test procedures with the smooth tread tire were de­
veloped, work with two tires having highway tread patterns was 
begun. 

11R22.S (Conventional Truck Tire) 

Footprint pressures were measured for the I IR22.5 tire at two 
inflation pressures-720 and 550 kPa (105 and 80 psi)-and at 
two tire loads-26.9 and 35.6 kN (6040 and 8000 lb)-for each 
inflation pressure. Figures 9 and 10 show the effect of tire load 
on footprint pressure for this tire inflated at 720 and 550 kPa, 
respectively. The data in these and subsequent plots for tires hav­
ing rib-type tread patterns give the average rib pressures. For ex­
ample, the distributions across each rib of the 11 R22.5 tire at 720 
kPa and 26.9 kN load are given in Table 2. These rib distributions 
were averaged (Table 3) and plotted in Figure 9. 

The data in Figures 9 and IO show the pressure distribution to 
become somewhat more uniform as tire load increased. As may 

TABLE 1 Example Data for 11R22.S Tire at 720 kPa and 26.9-kN Load 

Position 1 Position 2 Position 3 

Ein Vi Vf E Vi Vf E Vi Vf E 
3 -7354 -7354 0 -7354 -7874 814 -7354 -7844 744 
4 -75 -538 766 -79 -81 0 -82 -906 1476 
5 -2 -795 717 -3 -745 655 -5 -5 0 
6 -49 -49 0 -45 -1014 1069 -47 -741 814 
7 34 -301 372 33 33 0 33 -578 641 
8 51 -577 821 62 -420 634 52 -363 586 
Vi= initial voltage (mV) 
Vf= final voltage (mV) 
p = corresponding pressure (kPa) 
l kPa = 0.145 psi 
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TABLE 2 Measured Pressures 

Distance a Pressure 
(nun) (kPa) 
-98 586 
-83 634 rib 1 
-74 820 
-72 641 
-48 372 
-46 814 rib 2 
-38 979 
-32 1069 
-6 655 
3 717 rib 3 

4.8 1475 
29 766 
30 793 
38 1034 rib 4 
45 745 
46 814 
49 724 
72 593 
74 552 rib 5 
100 814 

a Measured from tread centerline 
1 nun= 0.039 in 
1 kPa=0.145psi 

be expected, the average pressure at the higher load is also higher. 
The average over the entire footprint will be somewhat different. 
It is well known to tire engineers that the average footprint pres­
sure produced by a tire can be above or below the inflation pres­
sure, depending on tire load. This effect also has been calculated 
with an analytic tire model (7). 

It is noted in Figures 9 and 10 that the contact pressure is not 
exactly symmetrical about the tire plane of symmetry. This is 
largely because of tire non-uniformity. It is also believed to be 
because the conventional truck tire was mounted on a wheel with 
an offset flange. A typical truck wheel is sketched in Figure 11. 
The wheel mounting flange is offset about 150 mm (6 in.) from 
the tire plane of symmetry so that the same wheel can be used 
for dual tires or for single tires. In Figures 9 and 10, the tire load 
is applied through the wheel flange at 150 mm to the left of the 
center of the tread (transverse distance). This effectively cantile­
vers the tire and is believed to contribute to the slight dip in the 
contact pressure at about 38 mm (1.5 in.) to the right of the tread 
center. This effect apparently has not been previously noted. It 

TABLE 3 Average Rib Pressure 

Distance a 
(nun) 

-100.0 
-85.0 
-41.0 

-0.5 
-40.0 
85.0 

100.0 

Pressure 
(kPa) 
0 
669 
807 
952 
814 
655 
0 

a Measured from tread centerline 
1 nun = 0.039 in 
1kPa=0.145 psi 

(no l} 
(no 2) 
(rib 3) 
(rib 4) 
(no 5) 
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TABLE 4 Design Parameters of Tires Tested 

Inflation Load 
Tire Pressure Limit Tread 
Size (kPa) (kN) Pattern 
l 1R22.5/G 120 26.9 5-no 
l 1R24.5/G 720 28.6 none 
385/65R22.5/J 830 41.7 6-rib 
Values given in the 1992 Tire and Rim Association Yearbook ( 6) 

1kPa=0.145 psi 
1 kN=225 lb 

should be investigated further because nearly all conventional 
truck tires are mounted on a wheel with an offset flange. 

385/65R22.5 (Wide Base Truck Tire) 

The wide base truck tire was mounted on a center flange wheel 
to eliminate the cantilever effect described above. Offset flange 
wheels are also used to mount wide base single truck tires, but 
the offset (nominally 96 mm) does not extend outside the contact 

FIGURE 6 Conventional tire (left) and wide base truck tire 
(right). 
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FIGURE 7 Comparison of data measured at TAMU (X) with 
data measured at the University of Texas (•). 

region, so the cantilever effect with wide base tires probably will 
be imperceptible. 

Footprint pressure data on this size tire were previously mea­
sured by Goodyear for pavement studies at the Pennsylvania 
Transportation Institute (5). Figure 12 compares the Goodyear 
data with the data from this study for this tire inflated at 900 kPa 
(130 psi) and with a 37.8-kN (8500-lq) load. The agreement here 
is fairly good except on the two central ribs where measurements 
show about 520 kPa (75 psi) higher contact pressure. It is believed 
that this can be because of tire variability, perhaps caused by a 
slight difference in the tire molds. It has not been determined that 
the tires tested by TAMU and Goodyear came from the same mold 
or from the same tire-building machine. 

Footprint pressures were measured at two other tire inflation 
pressures, 830 and 660 kPa (120 and 95 psi) and at two tire loads, 
26.7 and 40.0 kN (6,000 and 9,000 lb) for each of these pressures. 
Unlike the conventional truck tire, virtually the same footprint 
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FIGURE 8 Comparison of data measured at TAMU (X) with 
data measured at the Cooper Tire Co. (•). 
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FIGURE 9 Effect of tire load on footprint pressure of 11R22.5 
tire at inflation pressure of 720 kPa (105 psi). 

pressures along the transverse median were found for these two 
tire loads, with the tire at the same inflation pressure. However, 
inflation pressure has a significant effect when the tire load is held 
constant. This is seen in Figure 13, where the tire load is held at 
26.7 kN. 

Table 5 gives the average contact pressures for the inflation 
pressures and tire loads at which the wide base tire was tested. 
These averages are taken along the transverse median of the foot­
print and are not averages over the entire footprint. 

CONCLUSIONS AND RECOMMENDATIONS 

The work reported in this paper focused on measurement of tire­
pavement pressure distributions, commonly called footprint pres­
sures. Knowledge of footprint pressure distributions is necessary 
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FIGURE 10 Effect of tire load on footprint pressure of 
11R22.5 tire at inflation pressure of 550 kPa (80 psi). 
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FIGURE 12 Comparison of data measured at TAMU with 
data measured by Goodyear Tire Company 385/65R22.5 tire at 
900 kPa (130 psi) inftation pressure·and 37.8 kN (8500 lb) load. 
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to accurately predict pavement damage. The results were found to 
compare well with data measured for the same size tires at the 
University of Texas, Cooper Tire Company, and the Goodyear Tire 
Company. The good agreement is encouraging in view of the ex­
treme sensitivity of interfacial pressure measurements to surface 
imperfections and contaminants. 

Preliminary measurements made to investigate the effects of tire 
load and inflation pressure have revealed considerable variability 
in the footprint pressure distributions. Tread wear and tire non­
uniformity are two possible sources of footprint pressure varia­
bility. The following investigations are recommended to quantify 
the variability to be expected in tire-pavement contact pressures. 

Effect of Tire Footprint Location 

Tire uniformity (axisymmetry) has a significant effect on dynamic 
behavior such as noise and ride. However, no data are available 
on circumferential uniformity of the footprint pressure. This can 
easily be investigated by rotating the tire and repeating the foot­
print pressure measurements. It is recommended that this be done 
for four equally spaced footprints on each of the three tires tested 
in the pilot program reported here. It also will be worthwhile to 

TABLE 5 Average Contact Pressures for 385/65R22.5 Truck 
Tire 

Tire 
Inflation 
(kPa) 
900 
900 
830 
830 
660 
660 

1 kPa = 0.145 psi 
1 kN=225 lb 

Tire 
Load 
(kN) 
37.8 
37.8 
40.0 
26.7 
40.0 
26.7 

Contact 
Pressure 

(kPa) 
1303 
1303 
1297 
1193 
1062 
972 

Data 
Source 
Goodyear 
TAMU 
TAMU 
TAMU 
TAMU 
TAMU 
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repeat the measurements on a second tire of the same size and 
tread pattern to investigate tire-to-tire variability. 

Effect of Tread Wear 

It is well known that tread wear affects the cornering character­
istics of a tire. This may be in part because of changes in footprint 
pressure caused by wear of the tread profile. A study that includes 
both worn and new tires of the same size and design is 
recommended. 

Effect of Offset Wheel Flange 

The offset wheel flange shown in Figure 11 is used on virtually 
all heavy trucks operating on U.S. highways. As nonuniformity 
of tire footprint pressure exacerbates pavement wear, it is worth­
while to test conventional truck tires on both a center flange wheel 
(specially made) and the usual offset flange wheel to quantify this 
effect on footprint pressure uniformity. It may be possible to ex­
tend pavement life by requiring center flange wheels for conven­
tional tires. Wide base tires will not have this problem. 
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Sensitivity of Rear Wheel Pavement Loading 
to Variations in Heavy 
Vehicle Parameters, Speed, and 
Road Roughness 

DONALD A. STREIT, WEN-KAN LIN, AND BOHDAN T. KULAKOWSKI 

To construct a heavy vehicle simulation model, it is necessary to ob­
tain vehicle parameters. A sensitivity analysis has been completed that 
studies the effects of ± 15 percent variations in vehicle parameters on 
rear wheel dynamic load coefficients and maximum vertical rear 
wheel/pavement forces. Four speeds and road profiles of low, medium, 
and high roughness were considered. Variations in wheelbase, vehicle 
curb weight, and payload weight were observed to cause significant 
variations in values of rear wheel dynamic load coefficients and rear 
wheel peak forces. In addition, inaccuracies in determination of rear 
suspension spring rate, rear suspension unsprung weight, and rear tire 
spring rate were shown to have a significant effect on rear wheel 
dynamic load coefficients, but not on rear wheel peak forces. 

The process of deterioration of the nation's highway structures 
has accelerated considerably in recent years because of a signifi­
cantly higher percentage of truck traffic on the highway system. 
Moreover, trucks have become longer and wider and they carry 
heavier loads. Many research studies are currently under way to 
determine the effects of heavy vehicle parameters on dynamic tire 
forces and on the pavement damage for which these forces are 
responsible. Computer simulation of heavy vehicle dynamics of­
fers a useful tool for investigation of dynamic pavement loading. 
The accuracy and the validity of computer simulation results de­
pend very strongly on the accuracy of the vehicle parameters used 
in the simulation. In this study of vehicle-pavement loading, a 
two-axle, 155 750-N (35,000-lb) truck with an empty weight of 
66 750 N (15,000 lb) and a payload of 89 000 N (20,000 lb) was 
modeled using the Phase-4 simulation program. During the course 
of measuring the truck parameters, it was important to know the 
measurement accuracy necessary to ensure reasonable accuracy of 
computer simulation results. A sensitivity analysis was performed 
to determine the effects of truck parameter variations on the sim­
ulated truck tire forces. The results of the sensitivity analysis al­
low identification of the most critical parameters, which have to 
be measured with high accuracy, as well as the-parameters that 
can be roughly estimated without significantly degrading the qual­
ity of the overall vehicle dynamics model. Actual truck parameters 
were measured (1), and the results of the measurements were used 
as the baseline in the sensitivity analysis. Simulation results using 
the measured parameters were also compared with dynamic ex­
perimental results (1). 

Pennsylvania Transportation Institute, The Pennsylvania State University, 
201 Research Office Building, University Park, Pa., 16802. 

BACKGROUND 

Various researchers have studied the effects of .vehicle geometry, 
inertial parameters, and speeds on pavement loading (2-8). Such 
efforts considered how pavement loading increased or decreased 
as parameters were varied. Lin et al. (9) focused on changes in 
front tire pavement load sensitivity to variations in parameter val­
ues at various vehicle speeds and pavement roughness values. The · 
present effort focuses on change in rear tire pavement load sen­
sitivity to variations in parameter values at different vehicle speeds 
and pavement roughness values. 

Lin et al. (9) discuss various truck simulation models including 
the ASTM Dynamics model (10), VESYM and MAKEVIN, a 
personal computer (PC)-based pitch plane model (1 I), and the 
Phase 4 simulation program (12). They state 

The Phase 4 simulation program includes a reasonable level of com­
plexity for vehicle simulation and parameter studies and was the pro­
gram of choice for the present studies. Issues involved in this decision 
included the availability and familiarity of this code, as well as its 
history of use over the past few years. 

Phase 4 was also the simulation program of choice for the present 
study. A linear spring-damper model was used for the tires, and 
a nonlinear model including coulomb friction was employed to 
represent the truck suspension. Comparison of the Phase 4 pro­
gram with other simulation programs and with experimental data 
was previously reported (13-15). 

Definitions of quantitative pavement load measures are first pre­
sented. Actual road profiles were used as inputs for a vehicle 
parameter sensitivity analysis. Parameter simulation results are 
studied to gain insight into the effects of various vehicle param­
eters on rear wheel/pavement loads. Results offer qualitative as 
well as quantitative insight into parameter variation effects on rear 
wheel dynamic pavement loading. 

QUANTITATIVE MEASURES OF PAVEMENT LOADS 

To systematically interpret and analyze vehicle dynamics simu­
lation data, quantitative measures of mean force (F), maximum 
force (F max), and dynamic load coefficient (DLC) are first defined. 
These measures are calculated in terms of Phase 4 outputs of tire 
force F (left front, right front, left rear, and right rear) versus time 



Streit et al. 

t. For N, data points representing tire force (time function), mean 
force (F), maximum force (F max), and dynamic load coefficient 
(DLC) are defined for each tire as follows: 

N 

LF; 
F-~ - N 

Fmax =Max {F;, i = 1, N} 

s 
DLC== 

F 

(1) 

(2) 

(3) 

where s is the standard deviation of tire force F. All tire forces 
in this study are positive. 

Mean force represents the time average of tire force in the entire 
simulation period. It should be similar in magnitude to the static tire 
force. Maximum force represents the largest tire factor in the entire 
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simulation time history. The dynamic load coefficient is a statistical 
measure reflecting tire force deviation from a mean value. It is helpful 
to note that the DLC is more a measure of oscillation about a mean 
value than a reflection of peak pavement loading (9). 

SENSI'JJVITY ANALYSES 

DLC and F max. were calculated for each wheel. These two quan­
tities are considered the desired measures in the sensitivity anal­
ysis. Sensitivity (A) is defined in the same manner as in a previous 
study (9). Sensitivity (A) is defined as the percentage change in 
the desired output when an input parameter changes by 30 percent 
(115 to 85 percent). Sensitivity A is calculated as follows: 

A(Y, X;) = 

[Y(xi. X2, ... , X; + Bx;, ... , xn) - Y(xi. X2, ••. , X; - Bx;, ... , Xn)] * 100 percent 
[Y(x1, Xi, ••• , X;, .•• , Xn)J 

(4) 

TABLE 1 Nominal Vehicle Parameters Used in Phase 4 Simulations 

LTRUCK PARAMETERS 
Wheelbase 
Base vehicle curb weight on front suspension 
Base vehicle curb weight on rear suspension 
Sprung mass CG height 
>Roll moment of inertia 
>Pitch monent of interia 
>Yaw moment of inertia 
Payload weight 
>Distance ahead of rear suspension center 
>CG height (in. above ground) 
>Roll moment of inertia 
>Pitch moment of inertia 
>Yaw moment of inertia 
2. FRONT SUSPENSION AND AXLE PARAMETERS 
Suspension spring rate 
Suspension viscous damping 
Coulomb Friction 
Axle roll moment of inertia 
Roll center height (in. above ground) 
Auxiliary roll stiffness 
Lateral distance between suspension spring 
Track width 
Usprung weight 
3. FRONT TIRES AND WHEELS 
Cornering stiffness (app. 10% of static load) 
Longitudinal stiffness (app. 4 times tire static load) · 
Aligning moment 
Tire spring rate 
Tire loaded radius 
Polar moment of inertia 
4. REAR SUSPENSION AND AXLE PARAMETERS 
Suspension spring rate 
Suspension viscous damping 
Coulomb friction 
Axle roll moment of inertia 
Roll center height (in. above ground) 
Roll steer coefficient 
Auxiliary roll stiffness 
Lateral distance between suspension spring 
Track width 
Unsprung weight 
5. REAR TIRES AND WHEELS 
Dual tire separation 
Cornering stiffness 
Longitudinal stiffness 
Aligning moment 
Tire spring rate 
Tire loaded radius 
Polar moment of inertia 

VALUE UNIT 

218.25 in 
5890 lb 
3776 lb 
39 in 
8630 in-lb-sec"2 
127000 in-lb-sec"2 
135600 in-lb-sec"2 
10000 lb 
20 in 
85 in 
16000 in-lb-sec"2 
39000 in-lb-sec"2 
39000 in-lb-sec"2 

850 lbfm/side 
50 lb-sec/in/side 
300 lb/side 
3630 in-lb-sec"2 
18.6 in 
7410 in-lb/deg 
35 in 

·8o.5 in 
1260 lb 

355 lb/deg/tire 
14200 lb/slip/tire 
1200 in-lb/deg/tire 
5173 lb/in/tire 
19 in 
103 in-lb-sec"2/wheel 

3790 lbfm/side 
20 lb-sec/in/side 
1312.5 lb/side 
4474 in-lb-sec 
31 in 
0.0235 deg steer/deg roll 
12577.5 in-lb/deg 
40.5 in 
72 in 
2310 lb 

13.5 in 
855 lb/deg/tire 
34200 lb/slip/tire 
1200 in-lb/deg/tire 
5173 lb/in/tire 
19 in 
103 in-lb-sec"2/wheel 
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where 

Y = desired measure (DLC or F max), 
X; = input parameter (nominal values of truck parameters 

as given in Table 1), 
Bx;= 0.15x;, and 

y = Y(X) = Y(xi. x2 , ••• , X;, ... , Xn) function of all Phase 4 
input truck parameters. 

No cross sensitivity is considered here, and parameters are 
changed one at a time. Although the test truck model is assumed 
symmetrical around its center, differences between left and right 
wheel forces arise because of differences in left and right input 
road profiles. Roll motion of both the body and axles is included 
in the Phase 4 simulations. 

First, sensitivity of left front and rear tire forces to variations 
in each of the Phase 4 input parameters is considered at a highway 
cruise speed of 97 km/hr (60 mph) and for a medium roughness 
road. Second, the effect of vehicle speed and road roughness on 
tire force sensitivity is studied for a subset of Phase 4 parameters. 

I. Truck Parameters 
Wheelbase 

Base vehicle curb weight on front suspension 
Base vehicle curb weight on rear suspension 

Sprung CG height 1---+-+---+-1---+---11---+---1---l 

Sprung mass roll moment of inertia 1---l--+-----l--i---+---11=--+---l-l 

Sprung mass yaw & pitch moments of inertia 1---f--t-c!=~:=~;al::l-T-ll 
Payload weight 11---+--l---+---l--+-~=---+--+---l 

Payload distance ahead of rear suspension center 1----1--1----l---l-~--="'ID=--+--+----l 
Payload CG height 1---+--1---+---11---+----1:::1--+--+---l 

Payload ya::~~~~~~I~~:~~~ ~: :~:~:: t-;::±=l=±:::::l::::::;;-T---1:;--t--t--1 
II. Front Suspension and Axle Parameters !Bl Rear Left 

Suspension spring rate • Front Left 11 
Suspension viscous damping 1_ 

Coulomb friction 1-. 
Axle roll moment of inertia l----l--+----+--1---+---1•,,,,,_-+--l-l 

Roll center height 1---+--+----+---ll---+--ll---+--l---I 
Auxiliary roll stiffness 1----l--+----+---'i----l----11----1---l-l 

Lateral distance between suspension spring 1---+-+----+--l---l--'•=t----11---t--l 

Track width l----l--+----+--1---+--"3-•--11---+----l 
Unsprung weight 1.._.,._ 

Ill. Front Tires and Wheels 
Cornering stiffness 

Longitudinal stiffness 

Aligning moment 

Tire spring rate 

Tire loaded radius 

Polar moment of inertia 

IV. Rear Suspension and Axle Parameters 
Suspension spring rate 

--

Suspension viscous damping 1--+--+----l----'1----l----lb--+----1---1 

Coulomb friction l----+--+----+----11---1----1~=--+--+---i 
Axle roll moment of inertia 1----l--1----+---'1---l----li:::il---+--l---i 

Roll center height 
Auxiliary roll stiffness 

Lateral distance between suspension spring 
Track width 

Unsprung weight 
V Rear Tires and Wheels 

Dual tire separation 

-== 

Cornering stiffness 1----1--1----1----1--+--1--+--+---i 

Longitudinal stiffness 1--l---1--1----11-+--l-+-+---l 
Aligning moment 1---+--+---+---ll---+----l===..--t---1 

nre spring rate 1--+--l----l---li---l----1=1---i"""--+-_, 

Tire loaded radius 1---+--+----+---ll---l----ll---t----l---l 
Polar moment of inertia 

-30 -25 -20 -15 -10 -5 0 5 10 15 
Percent Change in DLC 

FIGURE 1 Effects of 30 percent increase in truck parameters 
on left front and rear tire DLC at 97 km/hr (60 mph) (9). 
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I. Truck Parameters 
Wheelbase 

Base vehicle curb weight on front suspension 

Base vehicle curb weight on rear suspension 
Sprung CG height 

Sprung mass roll moment of inertia 
Sprung mass yaw & pitch moments of inertia 

Payload weight 
Payload distance ahead of rear suspension center 

Payload CG height 
Payload roll moment of inertia 

Payload yaw and pitch moments of inertia 

II. Front Suspension and Axle Parameters 
Suspension spring rate 

Suspension viscous damping 

Coulomb friction 

Axle roll moment of inertia 

Roll center height 

Auxiliary roll stiffness 

Lateral distance between suspension spring 
Track width 

Unsprung weight 
Ill. Front Tires and Wheels 

Cornering stiffness 
Longitudinal stiffness 

Aligning moment 

Tire spring rate 

Tire loaded radius 
Polar moment of inertia 

IV. Rear Suspension and Axle Parameters 
Suspension spring rate 

Suspension viscous damping 
Coulomb friction 

Axle roll moment of inertia 

Roll center height 

Auxiliary roil stiffness 

Lateral distance between suspension spring 

Track width 
Unsprung weight 

V. Rear Tires and Wheels 
Dual tire separation 
Cornering stiffness 

Longitudinal stiffness 
Aligning moment 

Tire spring rate 
Tire loaded radius 

Polar moment of inertia 

~ 
~ 

• 
I !di] RearLeft 

• • Front Left 
• 
• -
• -= -

~ 

CJ 

c: 

El 

.= 

-5 0 5 10 15 

Percent Change in Fmax 

~ 

20 

FIGURE 2 Effects of 30 percent increase in truck parameters 
on left front and rear maximum tire force at 97 km/hr (60 mph) 
(9). 

Road Profiles 

Three road profiles were used in this study: low, medium, and 
high roughness. Experimental road profile data were used, and left 
and right wheel track roughness numbers according to the inter­
national roughness index (IRI) were as follows: low roughness, 
right-1.24 mJkm (78.3 in./mi); left-1.11 m/km (70.2 in./mi); 
medium roughness, right-2.64 mJkm (167.4 in./mi), left-3.01 
mJkm (190.8 in./mi), high roughness, right-3.97 mJkm (251.2 
in./mi), left-3.86 mJkm (244.8 in./mi). A 152.4-m (500-ft) pave­
ment length was used in this study. All large irregularities (pot­
holes) in road profiles were removed (16). 

Results of Sensitivity Analysis 

Sensitivity of DLC and of F max to variations in system parameters 
is. reported in Figures 1 and 2, respectively. A highway cruise 
speed of 97 km/hr (60 mph) and the medium roughness profile 
were used for the simulations of Figures 1 and 2. The sensitivity 
plots of Figures 1 through 10 are used as follows. To study the 
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Low Roughness 
Suspension spring rate 

Suspension viscous damping 

Coulomb Friction 

Track width 
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FIGURE 3 Effects of 30 percent increase in truck 
parameters on left rear tire DLC for three roughness 
levels at 48 km/hr (30 mph). 
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effect of a 30 percent increase in rear suspension spring rate (115 
percent X rear suspension spring rate - 85 percent X rear sus­
pension spring rate), the first line in Section IV of Figure 1 would 
be considered. A 30 percent increase in rear suspension spring 
rate is observed to result in a rear left tire DLC increase of about 
7 percent and a front left tire DLC change of less than 1 percent. 
It can be seen that base vehicle curb weight, payload weight, and 
payload suspension location each have a significant influence on 
DLC and F max· This is not surprising because each of these param­
eters has a direct and immediate impact on mean tire forces and 
on the heave mode resonance. In addition, it is not surprising that 
the wheelbase has a noticeable effect on DLC because the pitch 

Low Roughness 
Suspension spring rate 

Suspension viscous damping 

Coulomb Friction 

Track width 

liiiiJ. I 
I 
I 

!£) Right Rear F • Left Rear 

Unsprung weight • == J 

Tire spring rate c=I=J~~;~'.'.j~~t=l==:l 
Medium Roughness 
Suspension spring rate 

Suspension viscous damping 

Coulomb Friction 

Trackwidth t~~~~~;i~~t~d==t=~ Unsprung weight 

Tire spring rate 

High Roughness t---+---;==:::1::::;,---t--+---t-----l 
Suspension spring rate 

Suspension viscous damping 1----1----1==---+-----+--+---+----j 

Coulomb Friction 

Track width 

Unsprung weight 

Tire spring rate 

-2 

Percent Change in Fmax 

FIGURE 4 Effects of 30 percent increase in truck 
parameters on left rear maximum tire force for three 
roughness levels at 48 km/hr (30 mph). 
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FIGURE 5 Effects of 30 percent increase in truck 
parameters on left rear tire DLC for three roughness 
levels at 72 km/hr (45 mph). 

mode oscillation is greatly affected by this parameter. Lin et al. 
(9) present a discussion of the effect of vehicle speed on the front 
wheel DLC and F max sensitivities. In that study, parameters in Sec­
tions II and III of Figure 1 were varied and front wheel DLC and 
F max were recalculated and reported for. four speeds and three 
values of road roughness. Now a similar study has been completed 
for rear suspension and tire parameter variations listed in Sections 
IV and V of Figure 1. Specifically, the parameters in these sec­
tions, which are considered along with speed variations, are rear 
suspension spring rate, rear suspension viscous damping, rear sus­
pension coulomb friction, rear wheel track width, rear suspension 
unsprung weight, and rear tire spring rate. 

Low Roughness 
Suspension spring rate 

Suspension viscous damping 

Coulomb Friction 

Track width 

Unsprung weight 

Tire spring rate 

Medium Roughness 
Susp~nsion spring rate 

Suspension viscous damping 

Coulomb Friction 

Track width 

Unsprung weight 

Tire spring rate 
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FIGURE 6 Effects of 30 percent increase in truck 
parameters on left rear maximum tire force for three 
roughness levels at.72 km/hr (45 mph). 
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DLC Sensitivity to Speed and Road Roughness 

Figures 3 through 10 present DLC and F max rear wheel sensitivity 
for speeds of 48, 72, 97, and 121 km/hr (30, 45, 60, and 75 mph), 
respectively. DLC and F max are given for low, medium, and high 
roughness roads in each of these plots. The effects of both speed 
and road roughness, shown in Figures 3 through 10, have some 
very definite trends. At low speeds, 48 km/hr (30 mph), and for 
all three road roughness values, Figure 3 demonstrates that the 
predominant influence on DLC sensitivity is the tire spring rate. 
DLC is most sensitive to tire spring rate variation for low rough­
ness roads. This is true for all four vehicle speeds, as shown in 
Figures 3 through I 0. It is interesting to note that the effect of 
tire spring rate on DLC sensitivity tends to decrease with increas­
ing speeds for all three road roughness values. An explanation of 
this phenomenon is given by recognizing that this sensitivity anal­
ysis says nothing about the magnitudes of DLC and F max values. 
Rather, this study considers only the change in magnitude for 
variations in system parameters. Hence, the actual DLC value for 
a medium roughness road at high speeds might be larger than at 
low speeds, whereas the variation in spring rate on DLC sensitiv­
ity is observed to decrease with increasing speeds. It is likely that 
the magnitude of DLC increase as a result of a change in tire 
spring rate is relatively constant for increasing speeds. However, 
if the DLC magnitude increases with increasing speed, then the 
percentage increase in DLC will vary inversely with speed. The 
result is that inaccuracies in tire spring rate measurements will 
introduce less error into DLC calculations at high speeds and on 
high roughness roads than at low speeds and on low roughness 
roads. Usually there is more concern for dynamic pavement load­
ing at high speeds and on rough roads than at low speeds and on 
relatively smooth roads because pavement damage increases with 
road roughness and speed (2). [Although pavement damage in­
creases with vehicle speed, it may decrease at higher speeds as a 
result of decreasing dynamic response of the vehicle to pavement 
profile (2).] 

-10 -5 0 5 
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Left Rear 
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Percent Change in DLC 

FIGURE 7 Effects of 30 percent increase in truck 
parameters on left rear tire DLC for three roughness 
levels at 97 km/hr (60 mph). 
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FIGURE 8 Effects of 30 percent increase in truck 
parameters on left rear maximum tire force for three 
roughness levels at 97 km/hr (60 mph). 

In Figures 3, 5, 7, and 9, the effect of track width on DLC 
sensitivity at all speeds is seen to be greatest for the high rough­
ness road. This observation might offer insight into the debate on 
the influence of vehicle roll on dynamic vertical wheel/pavement 
loads. Vehicle/tire roll oscillations are significantly affected by 
track width .. For lower roughness roads the influence of track 
width and, hence, of vehicle or suspension roll, or both, is small. 
For high roughness roads the influence of track width and, hence, 
of vehicle or suspension roll, or both, is noticeable. A similar 
observation was made when front wheel DLC sensitivity was 
studied. 

The results demonstrate that, for low roughness roads, vehicle 
speed has little effect on DLC sensitivity to suspension spring. rate 
variation. However, when speed increases from 72 to 97 km/hr 
(45 to 60 mph) DLC sensitivity to a 30 percent variation in sus­
pension spring rate more than doubles for both medium and high 
roughness roads. 

DLC sensitivity to unsprung weight is relatively unaffected by 
speed for the high roughness road (see Figures 3, 5, 7, and 9). 
However, on the low roughness road, Figures 7 a~d 9 demonstrate 
that DLC sensitivity more than doubles when speed is increased 
from 72 to 97 km/hr (45 to 60 mph). 

Coulomb friction variation primarily affects DLC sensitivity at 
the higher speeds of 97 and 121 km/hr (60 and 75 mph) and only 
for medium and high roughness roads. 

Suspension viscous damping variation results in less than a 2 
percent variation in rear tire DLC for all speeds and road rough­
ness values considered. This might have been anticipated since 
there is relatively little viscous damping in the rear suspension of 
a two ~xle steel suspension vehicle. The effect of front suspension 
viscous damping on front tire DLC was observed to be more sig­
nificant (9). 

Table 2 is a DLC sensitivity matrix, summarizing the parameter 
effects that are shown in Figures 3 through 10. In this table, an 
"X" is entered in the appropriate row and column for each 5 
percent change in DLC. Matrix locations are· marked only when 
a 30 percent change in a system parameter resulted in a change 
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in DLC of more than 5 percent. The average change between left 
and right wheel DLC was used in compiling this table, and num­
bers larger than 5 percent were rounded to the nearest 5 percent. 
A quick look at this table highlights the importance of accurate 
unsprung weight and tire spring rate measurements when simu­
lations are used to calculate DLC. Suspension spring rate accuracy 
is most important at high speeds and high road roughness values. 
A 30 percent variation in coulomb friction measurement has 
greater than a 5 percent effect on DLC for only one speed and 
road roughness. 

Fmax Sensitivity to Speed and Road Roughness 

Figure 4 demonstrates that, at 48 km/hr (30 mph), none of the 
parameters studied results in greater than a 5 percent change in 
F max· In fact, the average rear left/right DLC variation is greater 
than 5 percent for only two parameter combinations: 30 percent 
tire spring rate variation at 72 km/hr (45 mph) on medium rough­
ness road and 30 percent unsprung weight variation at 97 km/hr 
(60 mph) on medium roughness road. Fmax is relatively insensitive 
to variations in suspension and tire system parameters. Variations 
in system parameters are observed to have a greater effect on rear 
DLC than on rear F max for all three pavement roughness values 
and at all four vehicle speeds considered. This observation was 
also made in the study of front wheel DLC and F max sensitivity 
(9). This conclusion, which should be very important for research­
ers studying pavement loading caused by dynamic forces applied 
by heavy vehicles, can be restated as follows: The maximum tire 
force that is capable of being generated on actual roads depends 
primarily on the vehicle curb weight and payload weight and is 
not significantly affected by variations and inaccuracies in sus­
pension and tire parameters. The suspension and tire parameters 
are, however, critical for the manner in which the vehicle forces 
vary within the range of 0 to F max· This also explains why DLC 
is sensitive to suspension and tire parameters since DLC depends 
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FIGURE 9 Effects of 30 percent increase in truck 
parameters on left rear tire DLC for three roughness 
levels at 121 km/hr (75 mph). 
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FIGURE 10 Effects of 30 percent increase in truck 
parameters on left rear maximum tire force for three 
roughness levels at 121 km/hr (75 mph). 

on both the maximum tire force as well as on the variation of the 
tire force. 

CONCLUSIONS 

A two-axle, steel suspension truck model was assembled using the 
Phase 4 simulation program. Initial simulations using a medium 
roughness profile and a vehicle speed of 97 km/hr (60 mph) iden­
tified vehicle parameters having the largest effect on rear wheel 
DLC and F max· Variations in rear suspension and rear tire pa­
rameters (suspension spring rate, suspension viscous damping, 
coulomb friction, track width, unsprung weight, and tire spring 

TABLE 2 Rear Tire DLC Sensitivity Matrix 

Figure# 3 4 
Speed Km/hr 48 72 
(Speed mph) (30) (45) 

1. Low Roughness 
Suspension spring rate 
Suspension viscous damping 
Coulomb friction 
Track width 
Unsprung weight 
Tire spring rate 

2. Medium Roughness 
Suspension spring rate 
Suspension viscous damping 
Coulomb friction 
Track width 
Unsprung weight 
Tire spring rate 

3. High Roughness 
Suspension spring rate 
Suspension viscous damping 
Coulomb friction 
Track width 
Unsprung weight 
Tire spring rate 

xxxx xxxx 

x x 
xx xx 

xxx 
x 
xx 

5 
97 

(60) 

xx 
xxx 

x 

xx 
xx 

x 
x 

x 
x 

6 
121 
(75) 

xx 
xxx 

x 

xx 
xx 

xx 

x 
xx 
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rate) were reported for four vehicle speeds and three road profiles 
of low to high roughness. For a 30 percent variation in each of 
these six parameters, rear suspension spring rate, rear suspension 
unsprung weight, and rear tire spring rate were observed to have 
the greatest effect on DLC ·over any range of speeds and road 
roughness values (see Table 2). Of the six rear suspension/tire 
parameters considered and for every speed and road profile used 
in these simulations, DLC was most sensitive to variations in tire 

spring rate. 
The increased effect of track width on DLC for high roughness 

roads suggests that roll mode oscillations increase in importance 
with increased road roughness. 

None of the six rear suspension/tire parameters was observed 
to significantly affect F max over any range of speeds and road 
roughness values considered. The maximum rear tire force de­
pends primarily on the vehicle curb weight and payload weight 
and is not significantly affected by variations or inaccuracies in 
suspension and tire parameters. The suspension and tire parameter 
measurements are, however, critical for the accurate determination 

of DLC 
Future work might select vehicle parameters to be varied si­

multaneously, thereby studying parameter coupling effects on 
pavement loading. Also, alternative suspension systems, such as 
walking beam and air and more complex truck models such as 
tractor-trailer systems, might be studied. 
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Heat Trans£ er from Vehicular Catalyst to 
Pavement 

KENT S. FINDLEY AND HONG-JER CHEN 

A study was undertaken to assess the effect of vehicle heat on bitu­
minous pavement by comparing it with the effect of solar radiation. 
The catalytic converter (or catalyst) was chosen to represent a vehicle 
exhaust system. Catalysts transfer heat to pavements primarily by ra­
diation, which can be calculated on the basis of existing theories. Two 
methods were used to calculate radiation from catalyst to pavement: 
view factor and solid angle. A simplified experiment showed that view 
factor calculation was closer to measured heat transfer. Data from 
catalysts of three vehicles were taken. Solar radiation absorbed by the 
pavement can be estimated from existing models and meteorological 
data. Results indicate that for one vehicle, pavement directly under 
the cataly.st with an area the same as or smaller than the catalyst 
absorbed more radiation from it than from the sun. Size and temper­
ature of the catalyst, distance between catalyst and pavement, and 
oxidation level of the catalyst material were all important factors. 
Because of the very small sample of vehicles studied, no general 
conclusions were drawn about whether vehicles on highways increase 
pavement surface temperature and cause rutting damage. 

Rutting of bituminous pavements has been a subject of national 
attention in recent years. New York State had a few critical rutting 
failures before the New York State Department of Transportation 
(NYSDOT) Materials Bureau developed new heavy-duty flexible 
pavement mixes, specified from 1991 for all new construction. 
Combinations of weak foundations, poor-quality aggregates, im­
proper mix designs, inadequate compaction, heavy truckloads, and 
high temperatures all contribute to rutting. 

Properties· of bituminous concrete make it highly susceptible to 
temperature. In 1988, a rutting failure had occurred on the Cross­
Bronx Expressway in an abnormally hot summer. Heat emitted 
from vehicle exhaust systems is another possible source contrib­
uting to high temperatures. It was suspected that vehicles may 
worsen the rutting problem by causing further increase in pave­
ment surface temperatures, particularly at intersections or on 
highly congested roadways where vehicles must stand with idling 
motors or move very slowly, if at all, for long periods. Recently, 
some minor rutting was also noted in Albany on the Route 5 
approaches to the busy intersection of Routes 5 and 155. Route 5 
had been reconstructed less than 3 years earlier, and no rutting 
had occurred in other areas. 

The possible effect of heat transferred to pavements from stand­
ing or slow-moving vehicles does not appear to have been ex­
plored elsewhere, and, consequently, was selected for a short-term 
study by the Engineering Research and Development Bureau. The 
objectives were to determine the total heat transferred to the pave­
ment surface from a catalytic converter, commonly called a cat­
alyst, and whether its effect on pavement is significant compared 
with the effect of solar radiation. Although various parts of ex-

Engineering Research and Development Bureau, New York State Depart­
ment of Transportation, Albany, N.Y. 12232. 

haust systems all contribute to this effect, it was decided to study 
only the catalyst because it produces particularly high tempera­
tures, its area is easy to define, and it is unobstructed from the 
pavement surface, thus fitting this study's requirements: to pro­
duce results with limited resources and time. 

In this paper, heat-transfer phenomena--:-especially radiation­
are briefly reviewed. Then radiation from a catalyst to a pavement 
is calculated, using appropriate theories and data from three ve­
hicles. The calculated radiation heat transfer was verified by a 
simplified test. Results are compared with those from calculated 
solar radiation that a pavement receives to determine whether cat­
alysts have any significant effect on pavement temperatures. 

HEAT TRANSFER 

Heat transfer is a science that involves the prediction of energy 
transfer between bodies as a result of a temperature differential 
(1). This prediction tries to explain how and at what rate energy 
is exchanged. The transfer of heat energy may take any of three 
forms: conduction, convection, or radiation. 

1. Conduction occurs when a temperature gradient exists within 
a single body or two bodies in contact. It cannot take place with­
out a material medium. 

2. Convection is the process in which a gas or liquid with a 
given velocity carries heat away from a hot body. Its two types 
are (a) forced and (b) free or natural. Forced convection occurs 
when velocity of the fluid is driven by an external force such as 
a fan. Free convection occurs without external force; velocity is 
induced by the temperature gradient near the hot body. Convection 
also requires a material medium for it to occur. 

3. Radiation, unlike convection and conduction, does not need 
a medium and is transmitted by electromagnetic waves. Thermal 
radiation is propagated by temperature differences. "Black-body" 
radiation consists of electromagnetic waves emitted from an object 
radiating according to the T4 law. In this form, it is directly pro­
portional to the area of the radiating object. Black-body radiation 
is calculated as follows: 

where 

q =black-body radiation (W), 
crb = Stefan-Boltzmann constant (5.67 X 10-s W/m2 

: K4
), 

A = area of radiating object (m2
), and 

T = absolute temperature of radiating obJect (°K). 

(1) 
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VEHICLE 

Second Step: with catalyst 

+ + l Third Step: net flux 

First Step: without catalyst 

PAVEMENT 

FIGURE 1 Net radiation between vehicle and 
pavement. 

If two objects face one another, and one has a higher temperature 
but ~he same area, thermal radiation transmitted to the cooler ob­

ject is equal to 

where 

q = radiation heat transfer (W), 
TH= absolute temperature of hotter object (°K), and 
Tc= absolute temperature of cooler object (°K). 

(2) 

Equations 1 and 2 are valid if the objects are ''black,'' a term 
referring to their ability to radiate or absorb energy according to 

the T4 law. 

RADIATION FROM A CATALYST 

_Theory 

Thermal radiation is the main form of heat transfer between cat­
alyst and pavement. Convection heat transfer between vehicle and 
pavement may be. neglected because the hotter body is above the 
cooler body so that gravity reduces heat flow. Because catalyst 
and pavement are not in contact, heat transfer does not occur as 
conduction. 

A "gray" body, such as a catalytic converter, radiates propor­
tionately to the T 4 law, with the proportionality constant called 

~­
Al~I 

a 

_J 

FIGURE 2 Two parallel concentric 
disks. 
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X1 x 2 

FIGURE 3 Two areas on two arbitrary planes. 

"emissivity" (E). Its value depends on the material's composition, 
type of finish, level of oxidation, and surface temperature. The 
darker the surface, the higher is its emissivity, and vice versa. 
"Black" bodies have an emissivity of 1. 

Net heat exchange in the form of radiation from catalyst to 
pavement can be calculated in a three-step process. The first is to 
calculate radiation transfer to the pavement from a vehicle without 
a catalyst. The second step is to calculate the additional radiation 
contribution from adding a catalyst to the vehicle. In the third 
step, these results should then be added to obtain total heat trans­
fer; this process is shown in Figure 1. Throughout this study, the 
conventions of radiation leaving the pavement upward and leaving 
the vehicle downward were assumed to be negative and positive, 

respectively. 

z 

x 

y 

z 

8 max 

FIGURE 4 Solid-angle approach. 

0 

' ' ' ' ' ' ' ' 
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Step 1 is calculated as follows: 

(3) 

where 

q1 = radiation (W) between pavement and vehicle without a 
catalyst, 

AP = pavement area of interest (m2
), 

TP = pavement temperature (°K), and 
Tv :;:: temperature of underside of vehicle (°K). 

Step 2 involves using a view factor (explained later in detail) and 
an emissivity for catalyst radiation. Step 1 does not require a view 
factor because the vehicle acts as an infinite plane compared with 
the pavement section that is of interest. No emissivity is used 
because pavement surface and vehicle underside are both assumed 
to radiate as black bodies because of their dark colors. The ad­
ditional radiation contributed by the catalyst is calculated as 
follows: 

where 

q2 = additional radiation (W) from catalyst, 
Ee =emissivity of catalyst, 

F1_ 2 =view factor, 
Ac= area of catalyst facing pavement (m2

), and 
Tc = temperature of catalyst surface (°K). 

(4) 

Step 3 is the summation of Equations 3 and 4, yielding the net 
radiation between a catalyst and an area of pavement beneath it: 

(5) 

or 

(6) 

where q, is total radiation flux (W) between a vehicle catalyst and 
a pavement area. 

The view factor (F1 _ 2) is the portion of total radiation from the 
catalyst that reaches the pavement area of interest (Ap). The view 
factor is a function of the geometry of the catalyst and pavement 
area in question (2). The most common geometry of two parallel 
concentric disks of varying radii was used in this study, as shown 
in Figure 2. F 1 _ 2 for this arrangement is calculated as follows: 

where 

x = 1 + (1 +Ki) 
Ri 

and 

(7) 

(8) 

r1 = radius of catalyst (m), 
r2 = radius of pavement area of interest (m), and 
a = distance between catalyst and pavement (m). 
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Because most catalysts are not circular, r 1 is the equivalent radius 
and is calculated as follows: 

(9) 

Gross et al. (3) have explained that if surfaces of the radiating 
bodies are not parallel but inclined with respect to each other, the 
view factor is calculated as follows (with all variables defined as 
in Figure 3): 

'it' f Tl' f Y' lx' ~_____::_X~ -
2 - 2 2 2 dx dy d11 d~ 

t, 'Ii Yi x, . [x 2x~ cos ex + ~ + (y - 1')) ] 

where 

An = areas of radiating bodies, 
x, y, T), ~ = coordinates, 

13 =direction angle relative to normal surface, 
ex = angle of inclination between two planes, and 
·s =.distance between two planes. 

(10) 

A second possible method to calculate radiation from catalyst to 
pavement is to use the solid angle concept instead of the view 
factor, as shown in Figure 4 and described as follows: 

(11) 

where lq, i.s the radiation intensity of q2 directly below the center 
of the catalyst at a distance Z, and solid L is the solid-angle 
catalyst carved out to a point Z distance below the center. 

Equation 11 gives the radiation intensity directly below the cen­
ter of the radiating body. This intensity drops off for locations 
away from the Z axis. lq, reduces to half when the radial distance 
is about 0.76 Z from the Z axis. It also decreases as Z increases, 
and vice versa. 

The solid angle is calculated by 

12,. Jo"""' 
solid L = 

0 0 

sin(0) d0 d<I> 

Integration yields 

solid L = - cos(0) 1:max · 2ir 

= 21T [1 - cos(0max)l 

From Figure 4 

z 
COS (0max) = --­

yZ2 + ,2 

(12) 

(13) 

(14) 
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where r is the radius of catalyst (Equation 9), and Z is the distance 
between catalyst and pavement. 

Substituting Equation 14 into Equation 13 a·nd then into Equa­
tion 11 will give the intensity. Total q1diation absorbed by the 
pavement is obtained using the three-step process described earlier 
by adding q1 and q2 • q2 is the intensity (lq) multiplied by the 
pavement area (Aµ). That produces the following calculation: 

(15) 

Data and Calculations 

From these theories, radiation heat transfer from catalyst to pave­
ment can be calculated by knowing pavement temperature, cata­
lyst temperature, vehicle underside temperature, catalyst geometry, 
and emissivity of the catalyst. 

Pavement surface temperatures were computed using the 
NYTEMP computer model developed by Chen (4). Pavement sur­
face temperatures on midsummer afternoons were calculated to 
range from 40.5°C to 54°C, and a pavement surface temperature 
of 49°C (322°K) was used throughout the calculations. 

Three vehicles (a van, a pickup truck, and a station wagon) 
were available for testing in this study. Temperatures of their cat­
alysts were measured with copper constantan thermocouples at­
tached by pipe clamps, using thermally conductive grease to en­
sure good contact. A multichannel data collector recorded the 
thermocouple readings, which were taken inside a garage at 19 .5°C 
air temperature. It is suspected that measured catalyst temperatures 
might have been higher if the surrounding air temperature had been 
warmer, as in summer. Other vital measurements included distance 
from catalyst to the ground and catalyst width, length, and incli­
nation angle. These data are summarized in Table 1. 

Average temperatures of the vehicle undersides were not di­
rectly measured but should range from 30°C to 45°C. A vehicle 
underside temperature of 38°C (311°K) was assumed for all three 
vehicles. Exhaust systems were all stainless steel. Its emissivity 
may range from 0.17 to 0.7, depending on oxidation level and 
temperature. Without a scale to estimate emissivity of the three 
catalysts, an e of 0.7 was used in this study, assuming that critical 
conditions existed. 

Using this method, view factors had to be estimated before 
calculating radiation. Equation 7 was used to compute view fac­
tors for the van and pickup. Equation 10 had to be used for the 
station wagon, whose catalyst inclined 20 degrees with respect to 

TABLE 1 Catalyst Data 

Angle 
of Length, 

Vehicle Incline m 

Van (8 cyl) 0 0.46 
Pickup (8 cyl) 0 0.33 
Wagon (4 cyl) 

1st Half 20 0.15 
2nd Half 20 0.15 
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FIGURE 5 Radiation calculation for station wagon catalyst. 

the ground. Integration of Equation I 0 was performed by a spe­
cialized software using numerical methods. The wagon's catalyst 
also had additional shielding covering its lower half, resulting in 
two different catalyst surface temperatures and requiring addi­
tional calculation of view factors. As shown in Figure 5, pavement 
beneath the catalyst was also derived into two areas. Four view 
factors (F1 _ 3, F1 _4, Fz_ 3, and F2 _4) were calculated using Equation 
10. For the first half of the pavement (A 3 ), second half of the 
pavement (A4), and whole pavement area, the radiation absorbed 
is simply the sum of both halves of the catalyst: 

.(16) 

(17) 

Whole area: q = C}A
3 

+ qA
4 

(18) 

Radiation heat transfer can be calculated using the three-step pro­
cess described earlier. Three different pavement areas (Ap) in 
Equation 3 were used: half, the same, and twice the area of the 
catalyst (AJ. (AP twice the area of Ac was not used for the wagon 
because calculation of view factors was too time consuming.) Re­
sults are given in Table 2. 

The solid-angle approach was used for the van and pickup, but 
not for the station wagon, because this method assumes two par­
allel disks with uniform radiation, which the wagon did not have. 
Radiation was calculated with the assumption that the intensity 
calculated by Equation 11 decreased linearly with the increase in 
radial distance. Results of the solid-angle approach are given in 
Table 3. 

Distance 
to Highest 

Width, Ar~a, Pavement, Measured 
m2 m m Temp, K 

0.30 0.1380 0.28 427.44 
0.23 0.0759 0.29 369. 11 

0.23 0.0345 0.19 459. 11 
0.23 0.0345 0.14 386.89 
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TABLE 2 Catalyst Radiation by View-Factor Method 

Catalyst Pavement Radiation 
Area, Area, 

Vehicle m2 2 . 
m 

Van 0.138 0.069 
0.138 
0.276 

Pickup 0.076 0.038 
0.076 
o. 152 

Wagon 0.069 
1st Half 0.0345 

2nd Half 0.0345 

Whole Area 0.0690 

The view factor for parallel concentric disks (Equation 7) and 
the solid angle (Equations 13 and 14) are similar mathematical 
functions. Both converge to 1 when the distance between catalyst 
and pavement (a or Z) approaches 0, and both approach 0 when 
distance approaches infinity. They differ somewhat in that the 
view factor takes into account the areas of both radiating bodies, 
whereas the solid angle directly considers only the hotter body 
area. Figure 6 compares the two functions using the van's catalyst 
data. This figure shows that the solid-angle factor (i.e., solid angle 
divided by 2'1T) is less than the view factor wheri pavement area 
exceeds or equals catalyst area, or both. When pavement area is 
half the catalyst area, the solid-angle factor is greater than the 
view factor. At this point, the authors do not know why these two 
approaches for the same problem yield quite different results, as 
shown in Tables 2 and 3. 

Tests 

To verify the foregoing theories and calculations, a simple exper­
iment was conducted. Knowing that the enthalpy of air-saturated 
water is about 4.18 JI (g · °C) heat absorbed by water can be 
calculated. A known volume of water with the same surface area 
as the pickup truck catalyst was placed beneath it for a measured 

Absorbed by 
View Factor Pavement, w 

0.160 15.6 
0.286 26.7 
0.463 39.1 

0.103 -0.15 
0.076 -0.76 
0.325 -3.01 

Fl-3 = 0.005 6.26 
Fz-3 = 0.004 
Fl-4 =. 0.003 5.01 
F2-4 = 0.007 

11. 28 

duration, and temperature change was recorded. About 3000 ml 
of distilled water with a surface area (facing the catalyst) of 
0.0759 m2 and depth of 39.5 mm was enclosed in plastic, covered 
with black paper, and placed 114.3 mm beneath the pickup cata­
lyst for 51 min. Water temperature increased by 2.5°C. The cal­
culated heat absorbed by the water was 10.24 W. Performing the 
radiation calculation using the view-factor method yielded a net 
flux of 8.5 W. The solid-angle method yielded an intensity of 69.6 
W/m2

, corresponding to a net flux of 5.3 W. 
This test indicates that the view-factor radiation calculation pro­

cedure is fairly accurate. The difference between calculated and 
measured heat transfer can be attributed to omission of convection 
heat transfer in the calculation because a considerable amount of 
heat could be transferred through convection during the 51-min 
period. The test also suggests that the solid-angle calculation is 
less accurate than the view-factor method. 

SOLAR RADIATION 

Radiation delivered to the pavement can be calculated by knowing 
the extraterrestrial radiation and percent of possible sunlight on a 
given day, using the following equation: 

H = (a + b · S) · H0 (19) 

TABLE 3 Catalyst Radiation by Solid-Angle Method 

Pavement Average Radiation 
Solid Area, Intensity Iq ' Absorbed By 

Vehicle Angle/2ir m2 W/m2 2 Pavement, W 

Van 0.1994 0.069 156.1 5.31 
0.138 142.5 8. 76 
0.276 123.3 12.20 

Pickup 0.1186 0.038 37.9 -1. 56 
0.076 35.7 -3.29 
0.152 32.5 -7.08 
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where 

H =solar radiation delivered to pavement (W/m2
), 

a, b = constants, 
S = percent of possible sunlight, and 

H0 =extraterrestrial radiation (W/m2
). 

Ho is obtained by using the NYETRI computer program devel­
oped by Chen (4) and is about 1100 to 1200 W/m2 at 1:00 p.m. 
on a typical day in July or August. S on clear days is normally 
90 percent or more. For Albany it was estimated that a = 0.15 
and b = 0.556. Using these parameters, with good weather con­
ditions solar radiation reaching the pavement may be as high as 
800 W/m2

, with an average of 600 W/m2 at 1:00 p.m. in July . 
.Table 4 lists calculated solar radiation on hottest day and monthly 
averages for July and August of 1990 through 1992, using actual 
weather data from the Albany County Airport. From these data, 
800 W /m2 was used for solar radiation reaching the pavement. 

Before calculating the amount of radiation that the pavement 
absorbs from the sun, one must subtract the portion that is re­
radiated and returned upward after reaching the pavement surface. 
This "black-body" radiation was calculated using Equation 1. 
Using the previous assumption that the pavement surface temper­
ature was 322 K, the pavement radiated at 610 W/m2

• This re­
sulted in a net absorption (by the pavement from the sun) of 190 
W/m2

• This intensity was used in the comparisons of catalyst 
radiation. 

RESULTS AND DISCUSSION 

Calculated radiation (using the view-factor method) that pave­
ments absorbed from catalysts of the three tested vehicles and the 
sun is listed in Table 5. The pavement absorbed less radiation 
than it emitted to the environment, primarily because of the pickup 
catalyst's relatively low temperature and high position. The van 
catalyst radiated slightly more heat to the pavement directly be­
neath it than did the sun to that same pavement area. For the 
wagon, catalyst radiation was slightly less than solar radiation for 
the pavement area beneath the catalyst. For pavement areas twice 
as large as the catalysts, solar radiation far exceeded catalyst 
radiation. 

1.0 
F 

N -C1J 
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TABLE 4 Solar Radiation Reaching Pavement at 
1:00 p.m. 

Average, High, Date 
Month Year W/m2 W/m2 of High 

July 1990 596.3 701. 3 4 
1991 650.0 830.8 1 
1992 509.2 707.4 6 

August 1990 512.7 750.9 31 
1991 601. 3 777. 8 5 
1992 481. 0 553.2 12 

These results indicate that (compared to the sun) some catalysts 
may significantly affect pavement temperature, but this is limited 
only to areas directly beneath the catalysts. Some combination of 
vehicles in a traffic stream having hot, old, low, and large catalysts 
located at various lateral positions across their widths might in­
crease pavement temperature and contribute to rutting damage at 
intersections or along congested roadway sections. 

The fact that the wagon had a shield over the lower half of its 
catalyst and that all three vehicles had shielding between the cat­
alysts and passenger compartments indicates that vehicle design­
ers are concerned about protecting the pavement and surrounding 
objects from excessive heat generated by catalysts and other high­
temperature engine parts. Catalysts of vehicles of average age (3 
to 5 years) have midrange emissivity. Vehicles with lo~ centers 
of gravity, such as sports cars, may significantly affect the pave­
ment because the catalyst is so near its surface. On the-other hand, 
trucks are likely to have less effect because the exhaust system is 
farther from the pavement. Because so few vehicles were included 
in this study, the real effect of vehicle catalysts remains unknown. 

The relation between vehicle heat and pavement temperature is 
highly comple~. Not only vehicle configuration, but also vehicle 
movement and the effect of small-area heating on pavement tem­
perature must be considei:ed. Any specific area of pavement at 
intersections or along congested roadways is subjected to con-

F = Half Area 

- • - • - F Twice Area 
..-l 0.8 -1'....J~~~~~~~~~~~~~ 

• - - - F Same Area 

F = Solid Angle/2TI 

bl) 

!ii 
"O 
...... 0.6 ..-l 
0 
ti) 

~ 
0 0.4 
~ 
0 
~ 
0 
Ill 0.2 
"" ~ 

C1J 
...... 
::> 0 

0 0.2 0.4 o.6 , o.8 1.0 1. 2 1.4 1.6 

Distance From Catalyst to Pavement, m 

FIGURE 6 Comparison between view factor and solid angle. 
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TABLES Comparison of Catalyst and Solar Radiation 

Catalyst Pavement 
Area, Area, 

Vehicle m2 m2 

Van 0.138 0.069 
0.138 
0.276 

Pickup 0.076 0.038 
0.076 
o. 152 

Wagon 0.069 
1st Half 0.0345 
2pd Half 0.0345 
Whole 0.0690 

stantly changing radiation as a result of vehicle movement and 
varying catalyst characteristics (temperature, location, size). The 
mechanism of temperature rise in pavement caused by small-area 
heating by catalysts and its relation to rutting are yet to be 
investigated. 

Including the convection effect in this problem increases the 
calculated heat transfer because some heat can be transferred 
through the air between vehicle and pavement, even against grav­
ity if enough time elapses. Vehicle movement to some extent dis­
turbs this process and reduces its effects. 

CONCLUSIONS 

Heat transfer by radiation from catalyst to pavement is a function 
of catalyst temperature, pavement temperature, temperature of the 
vehicle underside, catalyst emissivity (in tum affected by its level 
of oxidation, color, and finish), distance from catalyst to pave­
ment, catalyst size, and the pavement area being considered. Ac­
cording to the calculations, catalysts of some vehicles can radiate· 
more heat than the sun to the small pavement areas beneath them. 
Because of the very small vehicle sample in this study and the 
problem's complexity, no general conclusion can be drawn about 
whether vehicles cause additional temperature increase and thus 
rutting damage to bituminous pavements. 

RECOMMENDATIONS 

This relationship between vehicle heat and bituminous pavement 
does not appear to have been studied in the past, ·and many un­
answered questions remain. From this investigation, the following 
future research is suggested: 

1. Pavement temperature measurement 
-Simple: Measure pavement temperatures at about 1 :00 p.rri. 

on hot summer days, with and without vehicles parking over 
thermocouples, to determine whether running engines emit 
more radiation to the pavement than does the sun. 

Radiation Radiation 
Absorbed From Absorbed From 
Catalyst, w Sun, w 

15. 6 ~2.8 
26. 7 26.2 
39.1 52.4 

-0.15 7.2 
-0.76 14.4 
-3.01 28.9 

6.26 6.55 
5.01 6.55 

11. 28 13. 10 

-Detailed: Place thermocouples in approach and nonapproach 
sections at a busy intersection (such as Routes 5 and 155), to 
determine whether the combined effect of several vehicles and 
their movement causes any increase in pavement temperature. 
The same measurement plan can also be tried on highly con­
gested and less-traveled sections of a roadway. 
2. Convection study. Investigate how properly to include con­

vection into heat-transfer theory and calculation for this problem. 
3. Simulation study. 

-Comprehensive vehicle sampling: Obtain necessary data 
(catalyst location, size, and temperature, and vehicle underside 
temperature) for a sample of vehicles reasonably representing 
those on the road. 

-Simulation: Compute expected radiation distribution for in­
tersections and congested pavement areas, using data from sam­
pling and simulation techniques. This can assess effects of 
mixed vehicles and their movement and may help clarify the 
results from Study 1. 
4. Temperature and modulus model. Establish temperature dis­

tribution across a pavement lane width under the influence of pre­
vailing vehicle heat. From this temperature model, compute the 
corresponding in situ modulus distribution within the bituminous 
pavement. 

5. Finite element analysis and rut prediction. Mechanistic re­
sponses of the pavement can be computed by the finite element 
method, using the modulus obtained in Study 4. Then rutting may 
be predicted on the basis of these responses with existing rut mod­
els or new ones to be developed. 
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Kansas Experience with Smoothness 
Specifications for Concrete 
Pavements 

WILLIAM H. PARCELLS, JR., AND MUSTAQUE HOSSAIN 

Because it affects road users directly, smoothness, or riding comfort, 
determines the quality of newly constructed pavements. There is a 
growing interest in the industry in attaining increasingly smoother 
pavement surfaces. Smoothness specifications for portland cement 
concrete pavements (PCCP) now in effect in Kansas have evolved 
through applications over the last 8 years. Pavement profiles of short 
wavelengths and smaller amplitudes than the industry-acce~ted 5.1 
mm (0.2 in.) can decrease the ride quality of pavements. This expe­
rience has led the Kansas Department of Transportation (KDOT) to 
eliminate the blanking band width in the profilograph trace reduction 
process. The implementation of this zero or null blanking band was 
successful and has resulted in better-quality pavements. The latest 
proposed specifications will increase the amount of bonus that can be 
achieved but might result in more grinding unless the PCCP pavers 
were able to improve the pavement smoothness in the middle (full­
pay/grind) ranges. An analysis of effect of as-constructed s~oothn~ss 
on the roughness history of pavements has shown that the nde quahty 
over the service life of pavements is highly dependent on the smooth­
ness achieved during construction. Limited cost analysis has shown 
an increasing amount of bonus achieved in PCCP construction over 
the last few years, indicating quality paving. 

Pavement smoothness or roughness can be described by the mag­
nitude of profile irregularities and their distribution over the mea­
surement interval. The road surface smoothness on newly con­
structed pavement is a major concern for the highway industry. 
Because it affects the road users directly, this smoothness, or rid­
ing comfort, is a measure of the quality of the newly constructed 
pavements. According to Hudson (J), the primary purpose for 
smoothness measurement is to maintain construction quality con­
trol. There is a. growing interest in the industry for attaining in­
creasingly smoother pavement surfaces. Results from a 1992 
NCHRP study show that of the 22 states reporting, 91 percent 
utilized smoothness' criteria on new pavement construction (2). A 
1990 NCHRP Synthesis study (3) showed that of the 36 states 
reviewed, 80 percent used smoothness criteria on new pavement 
construction. The increasing trend in the use of ride quality speci­
fications is also evidenced by the 1992 study in which respondents 
from 21 states out of 25 queried believe that there will also be a 
future increase in ride quality requirements. The 1987 AASHTO 
survey results showed that 53 percent of the states using profilo­
graphs for acceptance of concrete pavements used incentive and 
disincentive specifications (4). The incentive/disincentive values 
in smoothness specifications typically ranged from I to 5 percent 
of the bid item price, with 31 percent of these states reporting 

W. H. Parcells, Jr., Bureau of Materials and Research, Material and Re­
search Center, Kansas Department of Transportation, 2300 Van Buren, 
Topeka, Kans. 66611-1195. M. Hossain, Department of Civil Engineering, 
Kansas State University, Manhattan, Kans. 66506. 

allowable incentives up to 5 percent. The relatively high incen..: 
tives now possible with many of the profilograph specifications 
place an ever-increasing burden on the measurement and data re­
duction processes. Variability in test results can significantly affect 
contractor payments (5). 

DEVELOPMENT OF PORTLAND CEMENT 
CONCRETE PAVEMENT SMOOTHNESS 
SPECIFICATIONS 

In 1985 the Kansas Department of Transportation (KDOT) se­
lected a 7 .63-m (25-ft) California-type profilograph using the 5.1-
mm (0.2 in.) blanking band for evaluation of the profilogram for 
determining smoothness of portland cement concrete pavement 
(PCCP) construction (6). In 1985 the first three PCCP projects 
having smoothness requirements were constructed. The specifi­
cations implemented on these projects are shown in Table 1. How­
ever, the incentive clauses were not exercised. Profilograph mea­
surements were taken on each wheelpath. The profilograph results 
in terms of profile roughness index (PRI) on 0.16-km (0.1-mi) 
intervals on these projects were analyzed and are shown in Table 
2. The first two projects had a high percentage of sections in the 
bonus range, indicating smoothness of 0 to 63 mm/km (0 to 4 in. 
mi) was practical and easily achievable. The relatively high per­
centage of sections in the penalty range on the I-70 project was 
caused by contractor negligence. 

The eastbound lanes of the I-70 project paved in 1986 by the 
same' contractor were remarkably smoother. The profilograph re­
sults showed that on the eastbound lanes there were 84 sections 
with 41 sections ( 49 percent) in the bonus range, 41 sections ( 49 
percent) in the full-pay range, and 2 sections (2 percent) in the 
penalty zone. These figures showed a significant improvement in 
1 year. These projects showed that the smoothness specifications 
shown in Table 1 were achievable and resulted in better-quality 
pavements. In 1990 the specifications shown in Table 3 were 
adopted as standards for control of concrete pavement smoothness 
in the state of Kansas. 

REVISED TRACE REDUCTION PROCEDURE 

In 1990 there was a noticeable high-frequency vibration on a 
PCCP reconstruction project on I-70. However, this vibration was 
not noticed for another concurrent new PCCP project on I-470. A 
closer review of the profilograph traces on these projects showed 
that on the I-70 project there was a significantly consistent sine 



TABLE 1 Schedule for Adjusted Payment for PCCP (Special Provision SOP-232) 

Profile Index Price Adjustment 
millimeter per kilometer per Percent of Contract unit bid price 

0. 16 km segment 

190 or less 100 

191 to 206 98.0 

207 to 222 96.0 

223 to 238 90.0 

238 or higher Corrective work required or replace 

Incentive was based on the initial profile index and on a section which was a break in 
paving such as a bridge or day's end joint or other interruption. 

0 to 64 millimeter per kilometer 105.0 Percent of unit bid 

TABLE 2 Specification Compliance of 1985 Projects 

Roadway No. of Compliance with specified PRI (mm/km) 
0.16 km 
sections Bonus (%) Full Pay (%) ·Penalty 

(0 - 64) (65 -191) (> 191) 

us 73* 80 24 30 51 64 5 

us 50 99 64 65 28 28 7 
EB** 

us 50 103 64 62 26 26 13 
WB** 

1-70 WB* 94 5 5 43 46 46 

All 1985 376 157 42 148 39 71 

* PRI values were average of four traces (one trace in each wheel path) 
* * PRI values were average of two traces (one trace in each wheel path} 
Note: 1 in = 25.4 mm, 1 mile = 1.6 km 

TABLE 3 Schedule for Adjusted Payment for PCCP (1990 Specification 502.06) 

Profile Index Price Adjustment 

(%) 

6 

7 

12 

49 

19 

millimeter per kilometer per 0. 16 Percent of Contract unit bid price 
kilometer segment 

48 or less 

49 to 64 

65 to 159 · 

160 to 191 

192 to 222 

223 to 238 

239 or more 

Note: in = 25.4 mm 
mile = 1.6 km 

106 

103 

100 

96 

92 

90 

88 (Corrective Work required or 
replace) 
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wave cyclic oscillation of about 2.44-m (8-ft) spacing and with 
5.1-mm (0.2-in.) amplitudes, as shown in the example trace of 
Figure 1. Most of these surface deviations were covered up by the 
5.1-mm (0.2-in.) blanking band during trace reduction. On the 1-
470 project, the oscillation waves had a spacing of about 9.14 m 
(30 ft) and an amplitude of about 5.1 mm (0.2-in.) (also shown 
in Figure 1), which were, again, covered up by the 5.1-mm (0.2-
in.) blanking band during trace reduction. This issue of the effects 
of short wavelengths on PRI was tied to the question about the 
proper blanking band width. It is interesting to note that this issue 
is not new and dates back to the mid-sixties when General Motors 
decided to use a 2.54-mm (0.1-in.) blanking band for the construc­
tion of one of their test facilities, even though the practice of using 
the 5.1 mm (0.2-in) blanking band was then well established. Ac­
cording to the engineers of General Motors (7), 

On-site evaluations of the roughness of recently constructed Califor­
uia roads indicated that, while they exhibited very few long wave-

117 

length irregularities, they seemed to have a considerable amount of 
short wavelength roughness of very low amplitude. This is felt in the 
vehicle more as a sensation of wheel motion than of noticeable road 
roughness. It was reasoned that this problem could be caused by the 
existence of many small-amplitude bumps that might well lie within 
the 5.1 mm (0.2 inch) tolerance California allows. In an attempt to 
minimize this, the Proving Ground decided to reduce this band to 
2.54 mm (0.1 inch), but otherwise adopt the California method. 

The blanking band concept was originally developed as a con­
venient method for analyzing mechanical profilograph traces 30 
years ago. This makes the resulting PRI an artifact of the test and 
data reduction procedures. According to Hveem (8), developer of 
the profilograph: 

While the profile index appears to be reasonably satisfactory for use 
in specification, it fails to differentiate between bumps or irregulari­
ties of different shape and of different lengths. This numerical ex­
pression does not adequately emphasize the. annoyance in terms of 

.10 

...... indicates 
blanking band 

indicates 
blanking band 

FIGURE 1 Profilograph traces from 1-70 and 1-470 projects: sample traces from 1-70 Geary County 
(top) and 1-70 Shawnee County (bottom) (6). 
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riding qualities generated by badly faulted pavement for example. A 
somewhat more elaborate system of deriving a numerical index will 
be necessary if it becomes important to assign numbers to existing 
highways or airfields. 

Research conducted by the Pennsylvania Transportation Insti­
tute (9) has shown that the blanking band concept is not accept­
able for smoothness levels of less than 11 O mm/km (7 in./mi). 

The I-70 and I-470 projects of 1990 prompted KDOT to ex­
periment with the blanking band width to quantify the apparent 
visual difference of profilograph traces on these projects. It was 
decided to use a zero blanking band width or null blanking band. 
The null blanking band is nothing but a reference line usually 
placed approximately at the center of the trace having the line 
equally dividing the scallops above or below the center line. In 
addition to these projects, traces from all the PCCP projects on 
which profilographs had been used in 1990 were reanalyzed using 
the null blanking band. Tables 4 and 5 show the results of this 
comparative study of blanking band widths on 1-70 and 1-470 
sections, and all 740 of the 0.16-km sections.paved in 1990. Re­
sults from Table 5 indicate that the majority of the sections on 
the 1-70 projects were in the bonus range when analyzed with the 
5.1-mm (0.2-in.) blanking band even though the ride quality on 
this project was perceived by the state personnel to. be very poor. 
As shown in Table 5, the use of zero blanking band results in a 
wider distribution of PRI values and movement of data points 
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away from the range of 0 to 158 mm/km (0 to 10 in./mi) [pro­
posed to replace the previously used range of O to 64 mm/km 
(0 to 4 in/mi) or bonus range]. This apparently indicates that 
achieving bonus would be harder with the zero blanking band. 
However, it is beyond any doubt that this improved the ability of 
the profilograph to measure PCCP smoothness quality, taking into 
account the lower-quality ride produced by roughness waves of 
short wavelengths and smaller amplitudes with no increased de­
mand or hardship on the contractor or the inspector. Only the trace 
reduction procedure was changed, and the entire procedure for 
using the zero blanking band was included in KT-461, the revised 
KDOT test method for operation of a profilograph and trace re­
duction (10). On the basis of these results, a new set of special 
provisions (90P-11 l) were incorporated for the 1992 construction 
projects. This required use of the null blanking band (0.25 mm or 
0.01 in. for the computerized profilographs) for profilograph trace 
reduction and established separate limits on the calculated PRI for 
roadways with posted speed limits higher or lower than 72 km/hr 
as shown in Table 6. The profilograph results for the 1990 through 
1992 projects with zero blanking band are shown in Table 7. The 
results indicate almost no change in the number of sections in the 
three broad ranges. The PRI limits required by the specifications 
were easily achievable with the current practice of paving. One 
of the concerns for the ''null'' blanking band was whether the 
repeatability of trace reduction could be achieved with this type 

Year 

FIGURE 2 Mays roughness history of 1985 1-70 PCCP project, MP 9.27-17.00. 
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of blanking band. KDOT, in cooperation with Kansas State Uni­
versity, has fully automated the process of trace reduction using 
a user-friendly personal computer-based methodology (10). 

REVIEW OF PROPOSED SPECIFICATIONS 
FOR 1993 

Currently, special provisions 90P-111-Rl shown in Table 8 are 
being proposed for 1993. The maximum amount of bonus has 
been increased from 6 percent of the bid item price to 8 percent; 
however, the full-pay range has been narrowed to include slightly 
more rigid grind-back provisions. Table 9 compares the compli­
ance with the proposed 1993 specifications using data from the 
1992 projects for roadway segments with posted speed limits 
greater than 72 km/hr. It is evident that the revised ranges in the 
proposed specifications might result in more grinding unless the 
PCCP pavers were able to improve the pavement smoothness in 
the middle (full-pay/grind) ranges (11). 

EFFECT OF INITIAL SMOOTHNESS ON 
ROUGHNESS HISTORY OF PAVEMENTS 

Roughness histories of the 1985 and 1986 I-70 PCCP projects 
· were analyzed using the Mays roughness data from the pavement 
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1991 

management system (PMS) data base. The Mays roughness data 
are collected annually for the PMS data base on each mile of the 
KDOT highway system. Figure 2 shows the average Mays rough­
ness for 13 km (8 mi) for each year the pavement has been in 
service since 1985. The eastbound direction was built smoother 
and, thus far, has remained so as compared with the westbound 
direction. 

The roughness history of the 1990 1-70 PCCP project was also 
analyzed as shown in Figure 3. As-built smoothness on both di­
rections of this project were comparable and has remained so 3 
years after construction with slightly rougher eastbound lanes. 
However, because of poor ride quality, predominantly large por­
tions of the eastbound lanes were ground in the fall of 1992. 

COST ANALYSIS 

It is well known that there is a speculation in the industry that 
changes in specifications result in higher cost. Table l 0 shows an 
analysis of average statewide PCCP unit bid costs from 18_ proj­
ects between 1990 and 1992. The results indicate that the con­
tractor price differs slightly from the state estimate and may be 
higher or lower without any definite trend. Table 11 shows the 
smoothness-related payments made out to the contractors in 1990 
and 199 I. Data from eight projects covering 72.2 lane-mi in I 990 
and three projects with 4.4 lane-mi in I 99 I are shown. Most of 

1992 

Year 

IBEB -WB 
FIGURE 3 Mays roughness history of 1990 I-70 PCCP project, MP 0.00-7.00. 



TABLE 4 Specifi~ation Compliance of Projects Blanking Band 

Roadway No. of 0.16 Compliance with specified PAI (mm/km) 
kilometer 
sections 

Bonus (%) Full (%) Penalty (%) 

(0- Pay (> 159) 
64) (65 -

159) 

I 70 132 62 47 51 64 5 6 

I 470 77 50 65 26 34 1 1 

All 1990 740 469 63 197 27 74 10 

Note: Profilograph results were attained with a 5.1-mm (0.2-in.) blanking band 
width. 

TABLE 5 Profilograph Results with Null Blanking Band and Proposed Specified 
Ranges 

Roadway No.of0.16 
kilometer 
sections 

I 70 132 

I 470 77 

ALL 1990 740 

Note: 1 in = 25.4 mm 
· 1 mile = 1 . 6 km 

Compliance with specified PAI (mm/km) 

(0 - (%) (160- (%) (>635) (%) 

159) 635) 

0 0 91 69 41 31 

100 
(. 

0 0 77 0 0 

10 1 656 89 74 10 

TABLE 6 Schedule for Adjusted Payment for PCCP (Special Provision 90P-111) 

Profile Index Profile Index Price Adjustment 
millimeter per kilometer millimeter per kilometer Percent of contract 

per 0. 16 kilometer per 0.16 kilometer unit bid price 
section section 

( > 72 km/h) ( 72 km/h or less) 

175 or less 238 or less 106 

176 to 238 239 to 397 103 

239 to 635 398 to 794 100 

636 to 952 795 to 1111 100 (Grind Back) 

953 to more 1112 to more 95 (Grind back or 
remove & replace) 



-

TABLE 7 Profilograph Results on PCCP in Kansas for 1992 Special Provisions 
90P-111 

Roadway No.of0.16 
kilometer 
sections 

1990 740 
(reanalysis) 

1991 290 
(reanalysis) 

1992 682 

Note: 1 in . .: 25.4 mm 
1 mile = 1 . 6 km 

Compliance with specified PAI (mm/km) 

PAI (%) PAI (%) PAI 
(0 238) (239 (>635) 

Bonus 635) Penalty 
Full-pay 

111 15 555 75 74 

55 19 203 70 32 

123 18 484 71 75 

Results were attained using zero or 0.254-mm (0.01-in.J blanking band. 

TABLE 8 Schedule for Adjusted Payment for PCCP (1992 Special 
Provisions 90P-111-Rl) 

Profile Index 
millimeter per 

kilometer per 0. 1 6 
km section 
(72 km/h or 

greater) 

175 or less 

176 to 238 

239 to 476 

477 to 794 

795 or more 

Profile Index 
millimeter per 

kilometer per 0. 16 
km section 

(72 km/h or less & 
ramps) 

238 or less 

239 to 397 

398 to 715 

716to1032 

1033 or more 

Price Adjustment 
Percent of Contract 

unit bid price 

108 

104 

100 

100 (Grind back) 

95 (Grind back or 
remove and replace) 

(%) 

10 

11 

11 

TABLE 9 Effect of Proposed 1993 PCCP Smoothness Specifications (90P-111-Rl) 
on Construction in Kansas 

No. 
of 0.16 Compliance with specified PAI (mm/km) 

Specifics- km sections 
ti on 

PRI (%) PRI (%) PRI (%) PRI (%) 

(0 - (239 - (636- (>952) 
238) 635) 952) Penalty 

Bonus Full-pay Full-
pay/ 
Grind 

90P - 529 127 24 370 70 27 5 5 1 
111 

90P - 529 (0- (%) (239- (%) (478- (%) (> (%) 

111-R1 238) 477) 794) 794) 

127 24 280 53 111 21 11 2 

·-- - -

Note: 1 in. = 25.4 mm 
1 mile= 1.6 km 

--

Roadways were marked as having speed limits greater than 72 km/hr (4!) mph). 
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TABLE 10 Average PCCP Unit Bid Cost for 1990-1992 

Year No. of Avg. PCCP Avg. PCCP Difference 
Projects unit bid cost unit bid cost (%) 

($/meters ($/meters 
sq.) sq.) 

state contractor 

1990 7 21.4 21.7 + 1.4 

1991 5 27.03 24.27 -10.0 

1992 6 21.89 24.17 +10.0 

TABLE 11 Cost Analysis of Smoothness Specifications 

Year No. Smoothness-related Cost ( $) 

of 
Proj- Total Bonus 
ects 

1990 8 16,703,551 599,258 

1991 3 1 ,639,067 80,083 

the projects of 1991 are still not closed. In 1990, the contractors 
received 3.6 percent bonus and 96 percent full payments. The 
penalty represented only 0.4 percent of total payment. The penalty 
rose to 1.1 percent of total payments in 1991. However, bonus 
payments also rose to 4.9 percent (an increase of 1.3 percent) over 
1990, negating a higher penalty. It appears that incentive payments 
have had a positive impact and resulted in quality paving. 

CONCLUSIONS 

Smoothness specifications for PCCP pavements now in effect in 
Kansas have evolved over the last 8 years. Pavement profiles 
with short wavelengths and smaller amplitudes than the industry­
accepted 5. r mm (0.2 in.) can adversely affect the ride quality 
of pavements. This experience has led KDOT to eliminate the 
blanking band width in the profilograph trace reduction process. 
The implementation of this zero or null blanking band was suc­
cessful and has resulted in better-quality concrete pavements in 
Kansas. The latest proposed specifications will increase the 
amount of bonus that can be achieved by a contractor but might 
result in more grinding unless the PCCP pavers were able to im­
prove the pavement smoothness in the middle (full-pay/grind) 
ranges. An analysis of effects of as-constructed smoothness on the 
roughness history of pavements showed that the ride quality over 
the service life of pavements is dictated by the initial smoothness, 
i.e., the smoothness achieved during construction. Limited cost 
analysis has shown that an increasing amount of bonus achieved 
in PCCP construction over the last few years indicated quality 
paving. 

% of Full- % of Pen- % of 
Total Pay Total alty Total 

3.6 

4.9 

16,041, 96 62,856 0.40 
437 

1,541, 94 17,825 1.1 
159 
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Correlation Study of California 
Profilograph and K. J. Law Profilometer 
SYLVESTER A. KALEVELA, ESTOMIH M. 5. KOMBE, AND LARRY A. 5cOFIELD. 

The Arizona Department of Transportation (ADOT) uses the Califor­
nia profilograph and the K. J. Law 690 DNC profilometer for mea­
suring pavement roughness. However, ADOT has not used the K. J. 
Law profilometer on portland cement concrete (PCC) pavement con­
struction contracts because the current smoothness specifications are 
given in terms of the California profilograph index (PRI). This study 
was initiated to determine the feasibility of including the K. J. Law 
profilometer as one of the principal devices for testing PCC pavement 
surface smoothness. To accomplish that objective (a) PCC pavement 
sections were selected for use in the testing of the K. J. Law profi­
lometer and the California profilograph, (b) pavement roughness data 
were obtained from the selected sections by both the profilometer and 
profilograph, and (c) correlation analysis was conducted for the two 
types of devices. It was found from this study that (a) between three 
and five replicates are required to obtain a good estimate of the PRI 
and (b) a good linear relationship is obtainable for the mean values 
of profilometer Mays index and PRI and also between the profilometer 
international roughness index and PRI values. On the basis of this 
study, it was concluded that (a) the California profilograph and the K. 
J. Law profilometer can be linearly correlated, (b) it is feasible to 
calibrate the California profilograph by the profilometer, (c) the pro­
filometer must be calibrated first before it can be used to calibrate 
profilographs, and (d) it is not practical to interchangeably use the 
profilometer and profilographs because each device is more suited for 
some jobs than others. 

The most common devices used by Arizona Department of Trans­
portation (ADOT) for measuring pavement profile roughness are 
the Maysmeter, the California profilograph, and the recently ac­
quired K. J. Law 690 DNC profilometer. Pavement roughness 
measurements obtained with these devices are used for (a) quality 
control of pavement surface smoothness during construction, (b) 
pavement acceptance at project completion time, and ( c) pavement 
condition monitoring for the implementation of pavement man­
agement systems. 

The California profilograph and the K. J. Law profilometer are 
not equally suited for the various data collection needs and op­
erating environments because of their different characteristics. For 
instance, the California profilograph is operated by pushing and 
steering it along a wheelpath. This profilograph is clearly not 
suited for large-scale data collection projects because of its speed 
limitations. The K. J. Law 690 DNC profilometer is much heavier 
but is operated at highway speeds. ADOT's current specification 
for the profilometer speed. is 50 mph. The K. J. Law profilometer 
is not suited for use at project sites with inadequate acceleration 
or deceleration distances and on new PCC pavements that cannot 
support the weight of the profilometer system. 

S. A. Kalevela and L. A. Scofield, Arizona Transportation Research Cen­
ter, Arizona Department of Transportation, 7755 South Research Drive, 
Suite 106, Tempe, Ariz. 85284. E. M. S. Kombe, Department of Industrial 
and Management Systems Engineering, College of Engineering and Ap­
plied Sciences, Arizona State University, Tempe, Ariz. 85287-5906. 

During the summer of 1992, ADOT successfully introduced its 
new asphalt concrete (AC) smoothness specifications. The speci­
fications provide for performance-based bonuses and penalties and 
call for the use, in the measurement of pavement roughness, of 
either the General Motors Research (GMR) profilometer or the 
Maysmeter that has been calibrated by the GMR profilometer. 
During the 1992-1993 fiscal year, construction projects were built 
according to these specifications. None of the construction proj­
ects resulted in large bonuses because the attained overall pave­
ment smoothness levels were just slightly better than the standard 
specified by ADOT. In this case, pavement roughness was mea­
sured with a K. J. Law 690 DNC profilometer. 

At the same time, concern was expressed about the reproduci­
bility of profilograph test results for portland cement concrete 
pavement (PCCP) acceptance. Subsequently, ADOT began eval­
uating the feasibility of performing final acceptance of PCCP 
smoothness with a K. J. Law 690 DNC profilometer. 

ADOT currently has an incentive/disincentive scheme in place 
for its PCCP construction contracts. Upon completion of PCCP 
construction, contractors are rewarded with a bonus for PCCP 
roughness that is lower than the specified standard. Similarly if 
the roughness is higher than this standard, the contractor is pe­
nalized. Current PCCP construction specifications are in Califor­
nia profilograph index (PRI) units. 

It was ADOT' s goal to have the specifications in both PRI and 
profilometer equivalent measures so that the two types of devices 
could interchangeably be used during the different phases of a -­
PCCP construction contract. Since the PCCP smoothness speci­
fications exist and are based on the PRI values, it was decided to 
study how profilograph measurements correlate with profilometer 
measurements. 

ROUGHNESS INDEX UNITS 

Apart from the different physical characteristics and speed of op­
eration, the California profilograph and the profilometer produce 
different pavement roughness indexes. The California profilograph 
computes a profilograph index (PRI) for the full length of the run 
in inches per mile. Typically these values are between 0 and 15 
in./mi. On the other hand, the profilometer can be set to compute 
either a Mays index or an international roughness index (IRI) or 
both. Both IRI and Mays are given in inches per mile and can be 
reported for desired section lengths irrespective of the actual total 
length of the test run. The Mays index is based on profile mea­
surements from both of the wheelpaths traversed by the profilo­
meter vehicle. The measurements are computed simultaneously to 
obtain the Mays index. IRI is an index computed by the computer 
system for each wheelpath. If desired, a mean IRI for the lane can 
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also be computed by averaging the individual IRis from the 
wheelpaths for that lane. 

PROJECT OBJECTIVE AND SCOPE . 

In a preliminary investigation of the correlation between profilo­
meter roughness index values (Mays/IRI) and California profilo­
graph index (PRI) values, roughness data using California profi­
lograph devices were sampled from project measurements taken 
a few months earlier. The results of this exercise showed very 
poor correlation between the two devices. It was strongly felt that 
the problem was caused by the variability of California profilo­
graph roughness measurements and the fact that the profilograph 
roughness index values had been computed on the basis of un­
replicated tests using the California profilograph. 

The low precision of the California profilograph made the use 
of single measurements from the device for correlation analysis 
statistically inappropriate. However, it was believed that if both 
devices were measuring the same physical quantity, there was rea­
son to expect correlation between the measurements obtained with 
the two devices. Previous studies (1,2) showed that indeed there 
was correlation between profilometer and profilograph roughness 
indexes. 

The principal objectives of the study were (a) to review the 
feasibility of correlating the California profilograph PCCP 
smoothness measurements with profilometer measurements and 
(b) to establish whether the profilometer can be used to calibrate 
the profilograph. To accomplish this objective, the following tasks 
were proposed: 

• Review relevant literature about profilograph calibration 
methodologies and determine their suitability for this study; 

• Review historical data obtained during acceptance testing of 
PCCP constructed for ADOT since 1986 in the Phoenix metro­
politan area; 

• Select, on the basis of historical data, concrete pavement sec­
tions that represent the roughness levels typically encountered 
during new construction; · 

•Test the pavement sections with both the profilograph and 
profilometer devices: and 

• Develop a model for the relationship between profilograph 
and profilometer measurements of PCCP surface roughness. 

REVIEW OF PROFILOGRAPH CALIBRATION 
PROCEDURES 

The calibration of a measuring device assumes that one has a 
means of detennining the true value of the parameter being mea­
sured. The true value can then be compared to the value obtained 
with the measuring device. Depending on the nature of this mea­
surement, and the established cause of the observed difference 
from the true value, appropriate corrective measures may be taken. 
Alternatively, if an observed deficiency on the device(s) is known 
to result in systematic errors, a correction factor can be applied 
to the outp~t from the device. In this study, the following proce­
dures were reviewed to determine possible use for profilograph 
calibration: 
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•Use of a test section in conjunction with the Pennsylvania 
Transportation Institute (PTI) program for the computation of a 
California profilograph index, 

•Use of profilometer profile data with the PTI program for the 
computation of a California profilograph index, and 

• Calibration of profilograph by a linear regression model for 
the relationship between profilograph and profilometer indexes. 

The procedures, their underlying assumptions, limitations, ob­
served problems, anc:ithe results of test runs are described next. 

PTI Program for Computation of Profilograph 
Roughness Index 

The program, written in Microsoft FORTRAN for the IBM per­
sonal computer (PC) and compatible computers, was developed 
by Meau-Fuh Pong and reported by Kulakowski and Wambold 
(3). Its function is to calculate profile roughness index for a given 
set of profile elevation data obtained with a California or Rainhart 
procedure. The computer program requires input of profile ele­
vations data collected at 2-in. intervals. 

Test Section for Index Computation 

The profilograph roughness index computation program was de­
veloped for use where a test section of known elevations exists. 
The known elevations are input to the program, which computes 
the appropriate profilograph index. The profilograph to be cali­
brated is used on this section, and the resulting index is compared 
with the computed value. Typical examples for such test sections 
are suggested by the authors as (a) a sinusoidal profile and (b) a 
horizontal section with rectangular bumps at particular locations. 
Because of the difficulty in the construction of a sinuosoidal sec­
tion, the rectangular bumps are a more practical alternative. 

LINEAR REGRESSION ANALYSIS 

The following needed to be determined to conduct the regression 
analysis: (a) determination of the testing devices and operators; 
(b) identification of pavement roughness levels; (c) determination 
of measurements used in the analysis and of regression model and 
formulation of a hypothesis; and (d) procedure for data collection. 

Test Devices 

The correlation study investigated the correlation between profi­
lometer pavement roughness index values (Mays and IRI) and 
profilograph PRI values. It was decided to initially use one pro­
filometer (the only one available) and one automated profilograph 
at a filter setting of 8000. An automated profilograph is one that 
processes the profile readings and automatically computes the 
roughness index at the end of a test run. 

Pavement roughness index values obtained with the profilo­
graph and the profilometer are both expressed in inches per mile. 
The former is referred to as a California profilograph index (PRI) 
whereas the latter is computed as either a Mays index or an IRI. 
Although the units for these indexes are the same (inches/mile), 
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the magnitudes are different. Typically, PRI values for new PCCP 
have been found to lie in the range between 0.0 and 15.0 in./mi. 
The corresponding Mays index values have been found to lie in 
the range between 40 to 120 in./mi. Corresponding IRI values are 
only slightly larger than Mays index values. 

Pavement Roughness Levels and Number of Test 
Sections 

The importance of identifying the possible range of roughness val­
ues was based on how the results of the analysis can be generalized 
over this range. For the purpose of this study, it was believed that 
satisfactory results could be obtained by sampling highway pave­
ment sections that were representative of low (PRI = 0 to 5 in./mi), 
moderate (PRI = 5 to 10 in./mi), and high (PRI = 10 to 15 in./mi) 
pavement roughness. The selection of pavement sections ·and the 
execution of the data collection task for the study were performed 
as follows: 

•Twelve sections 0.1 mi representing three levels of pavement 
surface roughness were included. The roughness levels were (a) 
low, (b) moderate and (c) high, as described earlier. 
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•Five roughness measurements (replicates) were made for each 
wheelpath for each selected 0.1-mi section of a project. The mean 
of the replicate values for the 0.1-mi section constituted one data 
point for the analysis. 

• It was initially considered desirable that more than one op­
erator take part in the data collection, using the profilograph de­
vices. The decision to use only one profilograph device was based 
on the preliminary nature of this phase of the study. For the same 
reason, a single profilograph operator was used. 

Number of Replicates for Regression Data 

The determination of a desirable number of replicates is an im­
portant consideration in influencing the quality and usefulness of 
the results of the analysis. There are a number of ways of obtain­
ing the number of data points to be used in the regression. The 
most common of these are (a) data points based on a single mea­
surement value from each test section for each device, and (b) 
data points based on average values from several replicate meas­
urements from each test section for each device. The first case 
would be appropriate only in a situation in which measurements 
are obtained with very precise devices. 

Because profilograph and profilometer measurements are not 
easily repeatable, a single measurement does not provide a good 
estimate of the true value of the roughness index. A good estimate 
of the value can be obtained by averaging a large number of rep­
lications. However, it is usually not practical or economical to 
obtain large numbers of replications. Therefore, a compromise that 
allows some degree of error in the estimate is normally adopted. 
The compromise provides for the use of a ·feasible number of 
replicates. For example, Figure 1 shows how the magnitude of 
the error of estimate (E) for the mean PRI value varies with the 
number of replications. The calculation of the error of estimate 
was based on a 95 percent confidence level and a repeatability 
standard deviation of 0.85 in./mi obtained during an earlier study. 

The student t-distribution approximates the distribution of the 
measurement values for each individual section in this experiment. 
The mean is the theoretical average measurement for a 0.1-mi 
section, assuming a very large number of replicate measurements. 
An individual measurement can therefore lie within the range be­
tween - E and + E 95 percent of the time. The width of the con-

TABLE 1 Regression Equations for Index Variables 

Response Independent Coefficient of 
Variable Variable 

Regression Equation 
Determination 

(index) (index) ( R2) 

Mays PRI (both wp) Mays = 43.3 + 5.7 * PRI . 0.95 

IRI (both wp) PRI (both wp) IRI = 52.9 + 6.1 * PRI 0.93 

IRI (left wp) PRI (left wp) IRl = 53.5 + 6.6 * PRI 0.95 

IRI (right wp) PRI (right wp) IRl = 54.5 + 5.0 * PRI 0.68 

Note: 'wp' used for "wheel path". 
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fidence interval narrows with an increasing number of replica­
tions, approximately according to the following expression: 

{t(a/2,n-1)) * S 
E= Vn 

where 

E = half width of confidence interval, permitted error for esti­
mate of mean; 

S = pooled standard deviation (for one data set it is standard 
deviation of applicable measurements); 

t = value from student !-distribution for significance level and 
degrees of freedom (n - 1) given; 

n = number of replicates used to estimate parameter; and 
a = significance level for desired confidence interval. 

During an earlier study on the precision of profilograph mea­
surements, it was determined that the pooled standard deviation 
(S) was approximately equal to 0.85 in./mi. In the above expres­
sion both the numerator and denominator vary as the number of 
replicates change. In this case, the values of error of estimate (E) 
at the 95 percent confidence level were computed as 

• E = 2.11 
• E = 1.0 
•E = 0.6 
• E = 0.4 

for n = 3, 
for n = 5, 
for n = 10, and 
for n = 20. 

As the number of runs are increased beyond 10, the benefit per 
additional run in terms of the reduction in the error of estimate 
diminishes. At the same time the ratio of the error of estimate to 
the mean would be about 31.0 percent for n = 3, and 14.0 percent 
for n = 5, if the mean of pavement roughness index value were 7 
in./mi. The profilograph roughness index of 7 in./mi is the target 
roughness index value for ADOT construction projects. 

The research team decided that a relative error of 14 percent 
could be tolerated. Therefore, it was recommended that at least 
five replicate profilograph runs be made on each wheelpath and 
that the mean value obtained from the five runs be used as one 
data point during correlation analysis. In addition, it was recom-
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mended that project sections be picked from several levels of 
pavement roughness so that the results of the correlation could be 
generalized over a wide range of pavement roughness. 

Although desirable, the use of more than one profilograph was 
deemed unnecessary because results from an earlier study had 
indicated that variability between ADOT profilographs was not 
statistically significant. 

To make a valid comparison between the variability of profi­
lometer and profilograph measurements, it was decided to com­
pare the coefficients of variation computed from data collected 
with the two devices. The coefficient of variation is used to ex­
press the standard deviation as a percentage of the mean. From 
the mean values for the data used in this study, which were 4.13 
in./mi for profilograph roughness index and 66.5 in./mi for pro­
filometer Mays index, the respective coefficients of variation were 
13.0 percent for the profilograph and 3.0 percent for the profilo­
meter. These coefficients of variation were computed on the basis 
of standard deviation values of 0.53 in./mi for the California pro­
filograph and 2.0 in./mi for the K. J. Law profilometer. 

Data Collection 

A total of 120 tests were conducted with the profilograph on 
recently built PCCP sections in Phoenix, Arizona. The data col­
lection plan was based on three levels of pavement roughness, 
four sections for each level of roughness, two wheelpaths for 
each section, and five replicate tests for each wheelpath (three 
roughness levels X four sections X two wheelpaths X five repli­
cates= 120 total number of tests). Although the 12 sections did 
not constitute a large number of data sets for statistical purposes, 
it was considered sufficient for the preliminary task of establishing 
whether a linear model could indeed describe the relationship be­
tween the profilometer and profilograph indexes. 

The majority of the data for the study were collected between 
July 9, 1992, and August 20, 1992. Additional data were collected 
in mid-September 1992 to replace some data that were inadver­
tently collected with a faulty profilometer. In most cases California 
profilograph measurements and profilometer measurements were 
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made on the same day or within a few days. The final breakdown 
of projects included in the data collection and the number of sec­
tions used from each project are as shown. Details about the actual 
locations of the tested sections are given in a report ( 4) that was 
prepared for the correlation study. 

•Loop 101: University Dr.-Southern Ave., 4 sections; 
• SR-360 at Ellsworth, 3 sections; 
• SR-51: Glendale Ave.-Northern Ave., 2 sections; 
• 1-10: 99th Ave.-l 15th Ave., 2 sections; and 
• SR-143: Washington St.-Sky Harbor Blvd., 1 section. 

For each section, 10 measurements were taken using the Cali­
fornia profilograph (5 for each wheelpath). The average of set of 
five replicate measurements was computed and used in the de­
velopment of the regression model. 

Three replicate measurements were made on each section with 
the profilometer. The average of the three replicates was then com­
puted and used as the measured Mays index or IRI index for the 
correlation. Therefore, only 36 profilometer tests were needed dur­
ing the study. 

A preliminary inspection of the profilometer data raised serious 
concerns on three sets of profilometer roughness measurements 
because 

• The differences in the readings between the right and left 
wheelpaths were uncharacteristically high. 

• When compared to profilometer readings taken 4 months ear­
lier on the same highway sections, there were about 50 to I 00 
percent differences in the observed Mays/IRI index values. This 
was in contrast to most of the other sections for which the dif­
ferences in magnitudes between the data sets were less than 5 
percent. 

After a careful review of all data and the historical records of 
the profilometer performance, it was determined that the sensor 
on the left wheel of the profilometer had malfunctioned during 
the collection of the suspect data sets. Therefore, the three sets of 
bad data were discarded and, to replace them, new profilometer 
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data sets were collected from the same sections. The new data 
showed no major discrepancy between the two wheelpaths and 
were similar to the values obtained 4 months earlier. 

DATA ANALYSIS AND RESULTS 

Data analysis was conducted to establish correlation and to de­
velop regression models for the following pavement roughness 
variables: (a) Mays index with PRI (average of two wheelpaths 
in one lane), (b) IRI with PRI (based on the average of two wheel­
paths in one lane), and (c) IRI with PRI (based on individual IRI 
and PRI for each wheelpath). 

Scatter plots of the respective data suggested a linear relation­
ship between the variables. In particular, the scatter plots for Mays 
against PRI, IRI against PRI (both wheelpaths) and IRI against 
PRI (left wheelpath) had a distinctive linear trend, with the data 
points falling within a very narrow band on the trend line. The 
scatter plot for IRI against PRI (right wheelpaths) was more 
spread out in comparison to the other three. 

Simple linear regression models were developed for each pair 
of correlated variables. Statistical tests were conducted to deter­
mine if inclusion of x 2 and x 112 terms in the model would improve 
the regression model. The test results showed that the addition of 
one or both terms did not significantly improve the model. There­
fore, the nonlinear terms were not included in the final regression 
equations. Table 1 gives the summary of the simple linear regres­
sion equations from the analysis. Plots of profilometer index val­
ues (Mays or IRI) against profilograph roughness index values, 
showing the respective regression lines are shown in Figures 2 
through 5. The 95 percent prediction confidence intervals for 
Mays index values, based on three and five profilograph replicates, 
are shown in Table 2. 

SUMMARY AND CONCLUSIONS 

The principal objectives of the study were (a) to review the feas­
ibility of correlating the California profilograph concrete pave­
ment smoothness measurements with profilometer measurements 
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TABLE 2 Mays Index Prediction Confidence Intervals for Three and Five 
Profilograph Replicates 

Predicted 95% Confidence Limits for Mays Index Prediction 

PR! Mays Index Limits from three ReElicates Limits from five ReElicates 
in/mile (in/mile) Lower 

0 43.3 33.5 
49.0 39.6 

2 54.7 45.5 
3 60.4 51.4 
4 66.l 57.l 
5 71.8 62.8 
6 77.5 68.4 
7 83.2 73.8 
8 88.9 79.2 
9 94.6 84.5 
10 100.3 89.7 
II 106.0 94.9 
12 l l l. 7 100.0 
13 117.4 105.l 
14 123.l 110.l 
15 128.8 115.l 

and (b) to establish whether the profilometer can be used to cal­
ibrate the profilograph. To accomplish this objective, the follow­
ing principal tasks were done: (a) identification and selection of 
pavement sections that represent the roughness levels typically 
encountered during new construction, (b) testing of pavement sec­
tions with both the profilograph and profilometer, and (c) devel­
opment of a model for the relationship between profilograph and 
profilometer profile roughness indexes. 

This study showed that a linear model can be used to describe 
the relationship between California profilograph index values and 
profilometer Mays or IRI index values. It was demonstrated that 
a good regression model can be obtained if it is developed on the 
basis of mean values of the respective indexes, averaged from 
several replicates. It was also found that between three and five 
replicates are required to obtain a good estimate of the profilo­
graph index. 

On the basis of this study, it was concluded that (a) the Cali­
fornia profilograph and the K. J. Law profilometer can be linearly 
correlated, (b) it was feasible to calibrate the California profilo­
graph by the K. J. Law profilometer, (c) the profilometer must 
first be calibrated before it can be used to calibrate profilographs, 

Upper Lower Upper 

53.l 34.9 51.7 
58.4 41.0 57.0 
63.9 47.0 62.4 
69.4 52.9 67.9 
75. l 58.7 73.5 
80.8 64.4 79.2 
86.6 69.9 85. l 
92.6 75.3 91.l 
98.6 80.6 97.2 
104.7 85.9 103.3 
110.9 91.0 109.6 
117.l 96.l 115.9 
123.4 101.2 122.2 
129.7 106.2 128.6 
136. l l l l.2 135.0 
142.5 116.l 141.5 

and (d) it is not practical to interchangeably use the profilometer 
and profilographs because each device is more suited for some 
jobs than for others. 
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Relationships Between International 
Roughness Index and Present 
Serviceability Rating 

BASHAR AL-0MARI AND MICHAEL I. DARTER 

Relationships were developed between the international roughness in­
dex (IRI) and the present serviceability rating (PSR) for flexible, rigid, 
and composite pavement types. PSR is defined as the mean user panel 
rating for rideability on the conventional 0 to 5 scale. Relationships 
between IRI and PSR were developed for each pavement type for the 
states of Louisiana, Michigan, New Jersey, New Mexico, Ohio, and 
Indiana, and for all six states together. There were no significant dif­
ferences between the models for different states and pavement types. 
The following nonlinear model that fits the boundary conditions is 
recommended: PSR = 5 * e<-0

·
26 ·ran where IRI is in millimeters per 

meter or PSR = 5 * el-0
·
0041 

• iRn where IRI is in inches per mile. 

This paper documents relationships between the international 
roughness index (IRI) and the present serviceability rating (PSR) 
for pavement types included in the FHWA ~ighway Planning and 
Monitoring System (HPMS) data base. FHWA has requested that 
states report roughness data in the form of the IRI, which was 
developed by the World Bank in an effort to provide consistent 
data about roughness. The IRI is an objective and consistent mea­
sure of pavement condition that was chosen as the HPMS standard 
reference roughness index to provide more consistency between 
states. FHWA directed all states to report pavement roughness data 
by IRI for all paved rural arterials and urban freeways and ex­
pressways, including Interstates, beginning in 1989. 

Currently, states are required to report both IRI and PSR to 
FHWA. The PSR ranges from 0 to 5 (very poor to very good) as 
defined in Figure 1 and includes a description of rideability, phys­
ical distress such as cracking, and rehabilitation needs. The PSR 
is determined by the states using this general definition but also 
by other methods. Another method is to first correlate some type 
of roughness measurement (using a state's equipment) with a 
mean user panel rating of rideability and then to use this corre­
lation to obtain an estimate of PSR from the roughness index 
measurement on pavement sections. Another approach is to use a 
state's visual rating scheme, such as a scale between 0 and 100, 
and just divide ratings by 20 to estimate a value in the 0 to 5 
range. The fact that various methods are used by states to estimate 
PSR makes consistency nationwide a very significant problem. 
The definition of PSR used in this report is that defined under 
NCHRP Project 1-23 (J) as subsequently described. 

The PSR concept is important because it is built into the HPMS 
analytical software and is a vital part of the procedures used to 
estimate long-term pavement rehabilitation needs. The PSR is also 
a well-known indicator of pavement condition in the highway 

Department of Civil Engineering, 1208 Newmark Civil Engineering Lab, 
205 North Mathews Avenue, University of Illinois at Urbana-Champaign, 
Urbana, Ill. 61801. 

community. Not much is currently known about the IRI on the 
nation's highways, especially critical levels at which pavements 
should be rehabilitated. 

RESEARCH OBJECTIVES 

The primary objective of the first phase of this research was to 
develop a predictive model for PSR as a function of profile IRI 
that is applicable to flexible, rigid, and composite (asphalt over 
concrete) pavements. In the second phase of this study, additional 
data from the LTPP data base and other sources that included 
pavement distresses and IRI were analyzed to determine the re­
lationships of key distress types to IRI and critical levels for re­
habilitation. These results will be useful in the HPMS analytical 
process to achieve improved and consistent estimates of the future 
highway pavement rehabilitation needs in the United States. 

PREVIOUS RESEARCH IN CORRELATING 
PROFILE TO PSR 

The first major attempt to relate pavement profile to subjective 
highway user ratings of a highway was in 1958 by the AASHO 
Road Test research staff (2). The researchers found a reasonable 
correlation between longitudinal profile slope variance and PSR 
(mean panel rating). The following equations, which also include 
some physical distresses, were obtained (2): 

•Asphalt concrete (flexible) pavements 

PSR = 5.03 - 1.91 log (1 + SV) - 1.38 (RD)2 

- 0.01 '\fC+P R2 = 0.84, SEE= 0.38, n = 74 (1) 

• Jointed concrete (rigid) pavements 

PSR = 5.41 - 1.78 (1 + SV) - 0.09 '\fC+P 

R2 = 0.92, SEE = 0.32, n = 49 (2) 

where 

SV = slope variance over section from CHLOE profilometer, 
RD= mean rut depth (in.), 

C =cracking (m2/1000 m2
) (flexible), 

=cracking (m/305 m2)(= 1 ft/1,000 ft2
) (rigid), 
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P = patching (m2/I 000 m2
), 

SEE = standard error of estimate, and 
n = number of sections. 

that generally fits through the data set taken from Brazil, Texas, 
South Africa, and Pennsylvania is as follows: 

PSR = 5 * e<-o.1s•1R1> (3) 

where IRI is in meters per kilometer. 

The most significant factor by far in each equation is the slope 
variance, which is calculated from the pavement longitudinal pro­
file. The distress terms do not contribute much to the estimation 
of PSR and could have been left off without significant loss of 
accuracy. 

Many other studies have been conducted since that time that 
relate various longitudinal profile statistics to highway user panel 
ratings. For example, a Purdue University study in 1964 provided 
several models showing slope variance and other roughness in­
dicators correlating well with PSR without distress variables (3). 
Researchers from Texas completed a major study in 1968 into the 
relationship between profile characteristics and PSR (4). The 
World Bank sponsored a large research study in Brazil from 1976 
to 1981 that resulted in the development of the IRI. Some cor­
relations between IRI and PSR from various sources were given 
by Paterson (5) as shown in Figure 2 where a wide variation of 
relationships exists when different data sou!ces from around the 
world are used. A nonlinear relationship between PSR and IRI 

Another major study was conducted under NCHRP Project 1-
23 by Janoff et al. (1) and Janoff ( 6) in the 1980s. The objective 
of NCHRP Project 1-23 (1) was to correlate mean user panel 
rideability ratings using the Figure 3 scale of selected pavement 
sections with objective parameters derived from the measured pro­
file. The main experiment was conducted on 81 test sections in 
Ohio, including 25 asphalt concrete (AC), 22 portland cement 
concrete (PCC), and 34 composite (COMP) sections. The user 
panel included 36 Ohio Department of Transportation employees 
and laypersons driving in four K-cars of similar age who rated 
the pavement sections for rideability only on the same subjective 
scale (0 to 5) as that for the AASHO Road Test, and the mean 
panel rating (MPR) was computed for each section. Thus, the 
MPR was similar to the PSR as defined for the AASHO Road 
Test, but only rideability was rated. 

Chapter IV 
DRAFT 

Table IV-2 

FHWA ORDER M 5600.lA, Chg. 4 
February 24, 1993 

Payement Condition Rating 

(Use full range of value•) 
---------------------------------------------------------------------PSR ' Verbal Rating Description 
5.0 -----------------------------------------------------------------

Only new, superior (or nearly new) pavements are likely to be 
Very smooth enough and distress free (sufficiently free of cracks 
Good and patches) to qualify for this category. Most pavements 

constructed or resurfaced during the data year would normally 
be rated very good. 

4.0 -----------------------------------------------------------------

Pavements in this category, although not quite as smooth as 
those described above, give a first class ride and exhibit few, 
if any, visible signs of surface deterioration. Flexible 

Good pavements may be beginning to show evidence of rutting and fine 
random cracks. Rigid pavements may be beginning to show 
evidence of slight surface deterioration, such as minor cracks 
and spalling. 

3.0 -----------------------------------------------------------------

The riding qualities of pavements in this category are 
noticeably inferior to those of new pavements, and may be 

Fair barely tolerable for high speed traffic. Surface defects of 
flexible pavements may include rutting, map cracking, and 
extensive patching. Rigid pavements in this group may have a 
few joint failures, faulting and cracking, and some pWllping. 

2.0 -----------------------------------------------------------------

Pavements in this cateqory have deteriorated to such an extent 
that they affect the speed of free-flow traffic. Flexible 
pavement aay have large potholes and deep cracks. Distress 

Poor include• ravelling, cracking, ruttinq, and occurs over 50 
percent, or more, of the surface. Rigid pavement distress 
includes joint spallinq, faulting, patching, cracking, scaling, 
and may include pWllping and faulting. 

1.0 -----------------------------------------------------------------

Pavements in this category are in an extremely deteriorated 
Very condition. The facility is passable only at r~duced speeds, 
Poor and with considerable ride discomfort. Large potholes and deep 

cracks exist. Distress occurs over 75 percent or more of the 
surface. 

o.o -----------------------------------------------------------------

FIGURE 1 PSR ranges from 0 to S based on a description of rideability, 
physical distress, and rehabilitation needs. 
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The results of the frequency study of Ohio and Florida data 
revealed that the total profile index (PI) in the band of frequencies 
from 0.125 to 0.630 cycles/ft was correlated with the MPR. The 
PI is defined as the root mean square of elevation for the profile. 
Relationships were developed to relate PI to the MPR for each 
pavement type and for all sections combined. A log transformation 
provided the best fit. Also, the PI and quarter car index were found 
to correlate well with the MPR. 

The objectives of the second phase of NCHRP 1-23 were to 
expand the methodology developed in the first phase to more 
states and also to study the effects of region and vehicle size on 
panel rating and the effect of measuring one wheelpath instead of 
both wheelpaths in calculating the objective roughness index (6). 
An additional four states besides Ohio participated in this phase. 
AC, PCC, and COMP sections from New Jersey (46 sections), 
Michigan (68 sections), New Mexico (64 sections), and Louisiana 
(52 sections) were selected. Panel ratings and profile measure­
ments were performed on each section. 

The same analysis as before was performed on the data. The 
MPR versus the PI curve was similar for all states except New 
Mexico. The differences between the five states did not exceed 
0.3 MPR. Therefore, it was concluded that the region did not have 
a significant effect on the ratings. 

Data from New Jersey were used to compare the PI from one 
and two wheelpaths. It was concluded that data from either wheel-

VERY 
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FIGURE 2 Approximate 
relationships between AASHO 
serviceability· index, PSI, and 
Qlm and IRI roughness 
scales, based on panel ratings 
from four sources (5). 
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FIGURE 3 Weaver/AASHO scale used in NCHRP Project 1-23 
to define PSR as mean panel rating. 

path could be used to estimate MPR with as much accuracy as 
data from both wheelpaths. In all cases the difference was lower 
than 0.15 MPR. In general, the right wheelpath showed slightly 
more roughness than the left wheelpath. 

A full-size car and a compact car were used to study the effect 
of vehicle size on the panel rating. No significant effect was ob­
served. The effect of road class on the analysis was also deter­
mined. Data from New Jersey, Michigan, and New Mexico were 
classified by road class (Interstate/non-Interstate). No significant 
difference in the MPR-versus-PI relationship was observed be­
tween the two road classes for AC and PCC pavement types (the 
sample size for COMP was not sufficient) (6). 

RESEARCH APPROACH 

A relationship is desired between IRI and the mean panel rating 
(PSR) over the range of conditions existing on freeways and ex­
pressways in urban areas and arterial highways in rural areas in 
the United States. After a comprehensive search of available data, 
the most comprehensive data were found in the NCHRP Project 
1-23 data base (1 ,6) plus some additional similar data obtained 
from Indiana. The relationship between IRI and PSR (where PSR 
is defined as the mean highway user's panel rating) will be ana­
lyzed for five states obtained from the NCHRP Project 1-23 data 
base plus the sections in Indiana. The six states are Indiana (which 
did not separate COMP sections from AC sections), Louisiana, 
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Michigan, New Jersey, New Mexico, and Ohio. The number of 
sections in each pavement type category and state is as follows: 

State AC COMP PCC Total 

Indiana 42 24 66 
Louisiana 13 13 22 48 
Michigan 19 21 27 67 
New Mexico 39 13 10 62 
New Jersey 15 10 21 46 
Ohio 34 32 23 89 
Total 120 89 127 378 

IRI was computed using the measured profile data. The program 
used to calculate IRI was written in Quick BASIC using the pro­
cedure recommended by Sayers et al. (7). The right wheelpath 
profile was used in calculating IRI because it was found that there 
was no significant difference if the left wheelpath or the average 
of right and left wheelpath profiles were considered. The IRI v-al­
ues were calculated from the original profile data for all states 
except Indiana, where the already calculated IRI values were pro­
vided by the Indiana Department of Transportation. The sample 
interval used for profile measurement was 6 in. The mean panel 
rating was used as the PSR, as defined by Figure 3. 

Development of PSR Versus IRI Models 

Data for all six states were entered into a Statistical Analysis Sys­
tem (SAS) data set. These data include IRI, PSR, and pavement 
type for every pavement section in each state. Several linear and 
nonlinear models with various types of transformations were con­
sidered. The following nonlinear model was found to best fit the 
boundary conditions and the actual data: 

PSR = 5 * e(a • !RI) (4) 

The logarithmic transformation was used in the actual regression: 

(
PSR) In -

5
- = a * IRI (5) 

Regression analysis was conducted for all possible sets of data 
considering states and pavement types. The R2 values obtained 
were very high (above 0.90) for all cases. 

To provide a more realistic assessment of the accuracy of the 
relationship between PSR and IRI, the R2 and standard error of 
the estimate (SEE) between the actual PSR values (dependent var­
iable) and predicted PSR values (independent variable) were de­
termined. These values are shown in Table 1 for each state and 
for each pavement type and in Table 2 for all states together for 
each pavement type. 

As shown in Tables 1 and 2, most of the R2 values are less than 
the 0.90 obtained for the transformed model. This occurs because 
the regression procedure works to minimize the error in the log­
arithm of PSR, not PSR directly. 

In Figure 4 a plot of all state models shows that there is not 
much deviation between the predictions for each state, except the 
New Jersey model, which gives a somewhat higher prediction than 
the other states, especially for AC pavements. 

Therefore, two analyses were conducted: one with and the other 
without the New Jersey sections, as shown in Table 2. The anal­
ysis without the New Jersey data gives higher R2 values and lower 
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TABLE 1 Predictive Models for each State and Pavement Type 

I 

State Pavement Constant R1 SEEC2> 

Type 
SEE!ll a 

IN AC/COMP -0.237800 0.005 0.92 0.244 

PCC -0.327357 0.018 0.87 0.337 

ALL -0.280107 0.010 0.88 0.329 

LA AC -0.240457 0.015 0.80 0.337 

COMP -0.296259 0.022 0.66 0.403 

PCC -0.191240 0.007 0.84 0.221 

ALL -0.224307 0.009 0.62 0.390 

MI AC -0.258385 0.010 0.92 0.250 

COMP -0.269314 0.012 0.86 0.337 

PCC -0.273683 0.014 0.47 0.427 

ALL -0.267337 0.007 0.79 0.356 

State Pavement Constant R1 SEE 

Type 
SEE a 

NJ AC -0.146167 0.007 0.84 0.222 

COMP -0.206388 0.011 0.65 0.259 

PCC -0.194998 0.010 0.69 0.345 

ALL -0.182296 0.007 0.64 0.336 

NM AC -0.291208 0.010 0.81 0.370 

COMP -0.368312 0.021 0.80 0.267 

PCC -0.320090 0.018 0.67 0.134 

ALL -0.301952 0.008 0.79 0.348 

OH AC -0.196603 0.008 0.79 0.302 

COMP -0.304379 0.015 0.54 0.415 

PCC -0.227174 0.010 0.72 0.278 

ALL -0.228277 0.008 0.58 0.388 

<lJ Standard error of the estimate (for the ~nstant a). 

C2> Standard error of the estimate in units of PSR. 

Note: IRI in units of mm/m (1 mm/m = 1/63.36 in/mile) 

SEE values than the analysis that includes the New Jersey sections 
(R2 = 0.73 versus 0.68 for all pavement types). 

Figure 5 shows the different models for each pavement type 
using combined data from all states. There is very little difference 
between these best-fit curves, indicating that for all practical pur­
poses, the relationship between IRI and PSR is the same for all 
three pavement types. These results indicate that the model de­
veloped using all of the available data (excluding New Jersey 
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TABLE 2 Predictive Models Developed for All States and for All 
States Except New Jersey 

States Pav. Type Constant R1 SEE ·r 

a SEE 

AC -0.229945 0.005 0.76 0.383 

All COMP -0.276717 0.008 0.64 0.402 

States PCC -0.257445 0.008 0.62 0.442 

ALL -0.248129 0.004 0.68 0.417 

All AC -0.239459 0.005 0.81 0.346 

States COMP -0.292981 0.008 0.70 0.383 

except PCC -0.271960 0.008 0.66 0.427 

NJ ALL -0.259708 0.004 0.73 0.393 

Note: IRI in units of mm/m (lmm/m = 1/63.36 in/mile) 

data) could be used for any of the pavement types without sig­
nificant loss of accuracy for any pavement type. This equation is 
given in both metric and English units. 

PSR = 5 * e(-o.26•1R1> (6) 

where IRI is in millimeters per meter. 

PSR = 5 * e<-o.0041*1Rn (7) 

where IRI is in inches per mile. 
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Note: l mm/m = 1/63.36 in/mile 
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For both Equations 6 and 7, R2 = 0.73, SEE = 0.39 (units of 
PSR), n = 332 sections. A plot that shows this model with all the 
available data for PSR versus IRI is given in Figure 6. 

These statistics compare favorably with those obtained from 
other studies, such as the AASHO Road Test where the R2 values 
were 0.84 and 0.92 for AC and PCC pavements, respectively, and 
the SEE values were 0.38 and 0.32 units of PSR for AC and PCC 
pavements, respectively. 

Most of the IRl/PSR data (especially for composite and PCC 
pavements) were observed over lower IRI and higher PSR ranges, 
as shown in Figure 6. This causes a weak definition of the rela­
tionship for higher IRI and lower PSR ranges, which results in a 
lower R2 and higher SEE values for composite and PCC 
pavements. 

CONCLUSIONS 

The main conclusion of this research is that the mean panel rating 
of rideability can be predicted reasonably well from the IRI over 
a wide range of conditions across the United States for the three 
main types of existing pavements. Equation 7 or 8 is recom­
mended for use in estimating PSR from IRI. 

·The following models may be used if it is desirable to consider 
each pavement type separately. 

•For AC pavements: 

PSR = 5 * e<-o.24•1Rn 

where IRI is in millimeters per meter, 

PSR = 5 * e<-o.003s•1R1> 

where IRI is in inches per mile. 

6 
IRl(mm/m) 

8 10 12 

(8) 

(9) 

- IN -+- LA ~ Ml 

-a- NJ ~ NM __.__ OH 

FIGURE 4 PSR versus IRI for all pavement types (models developed for 
each state). 
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FIGURE 5 PSR versus IRI for each pavement type using data from all states. 

•For COMP pavements: 

PSR = 5 * e(-o.293•1Rn 

where IRI is in millimeters per meter, or 

PSR = 5 * e<-.0046•iRn 

where IRI is in inches per mile. 

•For PCC pavements: 

PSR = 5 * e<-0.212 • iRn 
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where IRI is in millimeters per meter, or 

PSR = 5 * et-o.0043 • !RI> (13) 

where IRI is in inches per mile. 

Because the maximum deviation of the predicted PSR value by 
any of these equations for each pavement type from that predicted 
by the overall model was not more than about 0.25 PSR units, it 
is recommended to use one model for all pavement types. 

0 o Scatter plot of PSR vs. TRI 

PSR=5 * e<-o.26•mn 

D 

D 

O+-~---.~~~~~......-~~..--~~~~~~~~~---.~~~~----l 
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Note: I mm/m = 1/63.36 in/mile IRl(mm/m) 

FIGURE 6 Plot showing recommended model with all data. 
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Comparative Testing of Profilometers 

ROHAN W. PERERA, STARR D. KOHN, AND CHERYL ALLEN RICHTER 

A comparative testing experiment between the four K.J. Law profi­
lometers that are used to collect data for the Long-Term Pavement 
Performance program was conducted in Ames, Iowa, in August 1992. 
The objectives of the comparison were to (a) determine whether the 
profilometers collect similar data, (b) determine whether the profilo­
meters can collect repeatable data at a section, and (c) compare data 
collected by the profilometers with data collected by the Dipstick and 
the rod and level. Four asphalt concrete and four portland cement 
concrete sections were selected for testing. All profilometers obtained 
six replicate runs at 65 km/hr (40 mph) and 80 km/hr (50 mph) at all 
test sections. The international roughness index (IRI) computed from 
the profile data was used as the statistic to analyze profiles. An anal­
ysis of variance was separately conducted on the left and right wheel­
path IRI. This analysis showed that similar profile data are being 
collected by the profilometers in both wheelpaths. All profilometers 
showed good repeatability in collecting data. Generally good agree­
ment was obtained between the IRI computed from profiles measured 
by the Dipstick and the profilometers. A study of random measuring 
errors showed that they can have a considerable effect on IRI of 
smooth pavements. Generally, for pavements that had IRI values less 
than 1.6 m/km (100 in./mi), poor agreement was obtained between 
IRI computed from rod and level and profilometer profiles. This was 
attributed to random measuring errors during rod and level measure­
ments. Better agreement was obtained between rod and level and pro­
filometer IRI for profiles that had an IRI greater than 1.6 m/krn (100 
in./mi). 

As a part of the Long-Term Pavement Performance (LTPP) pro­
gram, pavement profile data are being collected annually at ap­
proximately 800 general pavement study and 100 specific pave­
ment study sites in the United States and Canada. Profile data 
collection is a primary task of the LTPP program. These profile 
data will be used to develop pavement performance models. The 
profile data are being collected by regional contractors from four 
regions: North Central, Western, North Atlantic, and Southern. 
Each region employs its own K.J. Law profilometer to collect data 
within the region. Three of these profilometers are identical, with 
the distance between the sensors being 168 cm (66 in.). The fourth 
profilometer contains the same electromechanical equipment as 
the other profilometers, but the distance between the sensors in 
this unit is 137 cm (54 in.). This profilometer with the shorter 
distance between the sensors is being used by the North Central 
region. The profilometers record both the left and the right wheel­
path profiles. The recorded profile data are used to compute the 
IRI of each wheelpath. Other statistical summaries such as root 
mean square vertical acceleration (RMSVA) and slope· variance 
are also computed using the profile measurements. The profile 
data and computed indexes are stored in the LTPP information 
management system data base. 

R. W. Perera a_nd S. D. Kohn, Soil and Materials Engineers, 43980 Plym­
outh Oaks Boulevard, Plymouth, Mich. 48170. C.A. Richter, Long Term 
Pavement Performance Division, FHWA, Turner-Fairbank Highway Re­
search Center, HNR-40, 6300 Georgetown Pike, McLean, Va. 22101-2296. 

A comparative study between the profilometers from the four 
regions was conducted in August 1992 in Ames, Iowa. The ob­
jectives of this profilometer comparison were to 

1. Determine whether the profilometers can collect similar data, 
2. Determine whether repeatable data can be obtained by each 

profilometer at a given section, 
3. Determine whether accurate data are being collected by the 

profilometers by comparing the IRI computed from profilometer 
data with IRI computed from Dipstick as well as rod and level 
data. 

DESIGN OF EXPERIMENT 

The following factors were identified as having a potential influ­
ence on the measurements collected by the profilometers: type of 
profilometer, speed of testing, surface type, and level of rough­
ness. The experimental plan designed for this study is shown in 
Figure 1. Eight pavement sections were used for this study, with 
four of the pavement sections being asphalt concrete and the other 
four being portland cement concrete. For each pavement type, two 
levels of roughness were considered. A pavement was categorized 
as smooth if both wheelpath IRI values (average of right and left 
wheelpath IRI) were less than 2 mlkm (125 in./mi) and as medium 
if both wheelpath IRI values were between 2 mlkm (125 in./mi) 
and 4.7 mlkm (300 in./mi). This experimental plan was intended 
to cover the range of conditions present in the LTPP test sections. 
At each section, all profilometers were scheduled to make six 
error-free runs at two test speeds of 65 km/hr (40 mph) and 80 
km/hr (50 mph). The IRI computed from the profile data was used 
as the statistic in all analyses. 

SELECTION OF TEST SECTIONS AND DATA 
COLLECTION 

Selection of Test Sections 

The test sections were selected such that they were similar to 
typical Strategic Highway Research Program test sections. Each 
test section was 152 m (500 ft) long with similar profile charac­
teristics throughout its length, as well as immediately before and 
after the test section. The cross profile was uniform over the length 
of these sections, which were located on straight sections of 
roadway. 

Profilometer Data Collection 

A schedule was prepared for each profilometer giving the order 
in which they were to test the asphalt concrete pavements and the 
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portland cement concrete pavements. This schedule was prepared 
using a random number generating table. The portland cement 
concrete pavements were to be tested after 12:00 p.m. to minimize 
the effect of slab curling on profile measurements. Each test sec­
tion was tested at two speeds, 65 km/hr (40 mph) and 80 km/hr 
(50 mph). All profilometer crews were instructed to align their 
vehicles along the wheelpaths when collecting data. Each crew 
was instructed to perform six error-free runs at both test speeds 
at all sections (for a total of 12 runs for a section). 

Data Collection by Manual Devices 

Profile measurements along the wheelpaths of the test sections 
using the Dipstick and the rod and level were completed in July 
1992 before the profilometer comparison. In all sections, the left 
and right wheelpaths were marked by a chalk line, and markings 
were made along the wheelpaths at 0.3-m (I-ft) intervals. Profile 
measurements were performed using the Dipstick and the rod and 
level at 0.3-m (1-ft) intervals. 

COMPARISON BETWEEN PROFILOMETERS 

Computation of IRI 

During a profilometer run, profile data on the left and right wheel­
paths are collected. The IRI for each wheelpath was computed 
from the profile data using the Profscan program (J), which uses 
the algorithm given in a World Bank technical report (2). The 
average left wheelpath and right wheelpath IRI computed from 
the six profilometer runs at each section for both test speeds are 
shown in Table 1. As seen from these IRI values, the test sections 
did not completely satisfy the requirements for pavement rough­
ness shown in the experimental design. This occurred because of 
difficulties in selecting suitable sites, which had to be close to 
each other so that the experimental testing could be completed in 
the shortest possible time. 

Analysis of Variance 

The main objective in this profilometer comparison experiment 
was to determine whether the IRI of the left and right wheelpaths 
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computed from the measured profiles are similar between the pro­
filometers. In addition, the effect of speed of testing on the com­
puted IRI was also to be studied. The effect of the different pro­
filometers and test speeds on the computed IRI can be determined 
by conducting a factorial analysis of variance (ANOVA) on the 
IRI. 

The factors profilometer, speed, and sections were considered 
for the factorial ANOVA. In this design, the factors profilometer 
and speed are fixed whereas the factor section is random. Each 
cell in this design had six replicates. As the design consists of 
fixed and random factors, a mixed model analysis has to be per­
formed (3). The SPSS program (4) was used to perform ANOVA. 
ANOVA was carried out separately for IRI of the left and right 
wheelpaths for the following profilometer combinations: 

1. North Central, Western, North Atlantic, and Southern; 
2. North Central, Western, and North Atlantic; 
3. North Central, Western, and Southern; 
4. North Central, North Atlantic, and Southern; and 
5. Western, North Atlantic, and Southern. 

The effects that were of importance in this study were type of 
profilometer, speed, and the interaction between profilometer and 
speed. The significance of each factor was tested at a significance 
level of 0.05. After performing ANOVA, the adequacy of the model 
was checked by plotting the residuals against the fitted values. An 
important assumption in ANOVA is the equality of variances. If 
this assumption is satisfied, the residuals should be structureless. 
Although the residual plot for the left wheelpath was structure­
less, the residual plot for the right wheelpath was not structu­
reless, with a wide scatter in the residuals for the IRI values 
corresponding to Section 7. In Section 7, the right wheel path 
area had severe cracking, which caused high variability between 
runs for all profilometers. Because the inclusion of Section 7 
could influence the results of ANOVA in the right wheelpath, an­
other series of ANOVA were conducted omitting Section 7. All 
procedures followed when conducting ANOVA were identical to 
those used in the earlier ANOVA. The residual plots from this 
analysis were structureless. 

Results from ANOVA 

Left Wheelpath IR/ 

The factors profilometer, speed, and the interaction between pro­
filometer and speed were not significant for all profilometer com-

~ 
ASPHALT CONCRETE 

SMOOTH MEDIUM SMOOTH MEDIUM 

~ A B c D E F G H 

1 
65 2 

3 
4 
1 

80 2 
3 
4 

FIGURE 1 Experimental plan. 
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binations considered (ex = 0.05). These results show that there is 
no significant difference in the profiles measured in the left wheel­
path by all profilometers. In addition, the results indicated that 
there was no difference in the profiles measured in the left wheel­
path at test speeds of 65 km/hr ( 40 mph) and 80 km/hr (50 mph) 
for all profilometers. 

Right Whee/path /RI 

Speed or the interaction between speed and profilometer were not 
significant for all profilometer combinations (significance level, 
0.05). The factor profilometer was not significant (ex = 0.05) for 
the following profilometer combinations: (a) North Central, West­
ern, and North Atla!ltic; and (b) North Central, Western. and 
Southern. However, the factor profilometer was significant (ex = 
0.05) for the following profilometer combinations: (a) North Cen­
tral, Western, North Atlantic, and Southern; (b) North Central, 
North Atlantic, and Southern; and (c) Western, North Atlantic, and 
Southern. 

This analysis shows that the profiles measured by the four pro­
filometers in the right wheelpath are not the same. But when the 
North Central and Western profilometers are combined separately 
with the North Atlantic and Southern Profilometers, the factor 
profilometer for the combination of the three profilometers is not 
significant. These results indicate that there is a difference in the 
IRI values computed from profiles measured by the North Atlantic 
and Southern profilometers. 

At each section, the SPSS program (4) was used with the IRI 
values from the right wheelpath to perform a multiple comparison 
of the means using the Duncan procedure and to determine ho­
mogene9us subsets of data. The purpose of this analysis was to 

TABLE 1 Average Left and Right Wheelpath IRI 

Average IRI {m/km} 
Test As~halt Sections 

Wheel Speed Section Number 
Path (km~h} Profilometer 3 5 6 

Left 65 North Central 1.39 1.23 0.63 
Left 65 Western 1.37 1.23 0.58 
Left 65 North Atlantic 1.39 1.22 0.66 
Left 65 Southern 1.37 1.23 0.60 

Left 80 North Central 1.39 1.25 0.65 
Left 80 Western 1.39 1.23 0.60 
Left 80 North Atlantic 1.44 1.15 0.65 
Left 80 Southern 1.39 1.22 0.60 

Average Left Wheel Path IRI for Section 1.39 1.22 0.62 

Right 65 North Central 1.34 0.87 0.74 
Right 65 Western 1.45 0.90 0.74 
Right 65 North Atlantic 1.39 0.93 0.79 
Right 65 Southern 1.31 0.90 0.74 

Right 80 North Central 1.36 0.85 0.74 
Right 80 Western 1.45 0.93 0.76 
Right 80 North Atlantic 1.39 0.93 0.79 
Right 80 Southern 1.33 0.88 0.74 

Average Right Wheel Path IRI for Section 1.38 0.90 0.76 

Note: 1 m/km = 63 in/mile, 1 kmph = 0.62 mph 
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identify profilometers that are similar. A clear conclusion could 
not be obtained from this analysis. An examination of the average 
right wheel path IRI values (see Table I) showed that for most 
sections the IRI of the Southern profilometer was lower than the 
average for all profilometers. whereas the IRI of the North Atlantic 
profilometer was higher than the average for all profilometers. The 
cause for the factor profilometer to be significant for any profil­
ometer combination that included the Southern profilometer and 
the North Atlantic profilometer can be attributed to this difference. 

From this analysis it was not possible to clearly identify which 
profilometer was different. However, for all practical purposes the 
four profilometers can be assumed to be similar for two reasons. 
First, the factor profilometer was not significant for profilometer 
combinations of (a) North Central, Western, and North Atlantic 
and (b) North Central, Western. and Southern regions. Second, the 
right wheelpath IRI values shown in Table 1 for all four profil­
ometers are close to each other for all sections, except for Section 
7, which had cracking in the wheelpath. 

REPEATABILITY OF PROFILOMETERS 

Table 2 shows the standard deviations of the left wheelpath IRI 
for all test sections at both test speeds. The values shown in this 
table had the following distribution: 33 percent of the values were 
less than 0.015 m/km (1.0 in./mi); 30 percent of values were be­
tween O.Ql5 and 0.03 m/km (1.0 and 2.0 in./mi); 30 percent of 
the values were between 0.03 and 0.045 m/km (2.0 and 3.0 in./ 
mi); and 7 percent of the values were greater than 0.045 m/km 
(3.0 in./mi). Generally in sections with low IRI values, the stan­
dard deviations were less when compared with sections with 
higher IRI values. Similar results were obtained for the standard 

AveragelRI 
Concrete Sections for all 
Section Number Sections 

7 1 2 4 8 {m/km} 

1.74 1.61 2.15 4.59 1.26 1.82 
1.55 1.69 2.35 4.34 1.42 1.82 
1.53 1.59 2.18 4.17 1.40 1.n 
1.53 1.70 2.38 4.34 1.44 1.82 

1.77 1.64 2.11 4.59 1.28 1.83 
1.52 1.69 2.32 4.34 1.45 1.82 
1.52 1.58 2.23 4.28 1.44 1.78 
1.56 1.n 2.34 4.40 1.48 1.84 

1.59 1.66 2.26 4.38 1.40 

3.74 1.99 1.64 5.67 1.07 2.13 
3.50 2.00 1.61 5.73 1.07 2.13 
3.25 2.02 1.67 5.68 1.09 2.10 
3.06 1.97 1.66 .. 5.62 1.07 2.04 

3.65 1.97 1.59 5.74 1.09 2.12 
3.61 2.02 1.61 5.68 1.12 2.15 
3.50 2.02 1.67 5.68 1.09 2.13 
3.08 1.97 1.59 5.56 1.09 2.03 

3.42 2.00 1.63 5.67 1.09 
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deviation of the right wheelpath IRI, except for Section 7. In Sec­
tion 7, which had cracking along the right wheel path, the standard 
deviation in IRI of the right wheelpath for the profilometers 
ranged from 0.06 to 0.22 m/km (4 to 14 in./mi). The following 
conclusions can be drawn from the analysis of standard 
deviations. 

1. Because the standard deviation of IRI for the left and right 
wheelpaths in all sections was low for all profilometers, it can be 
concluded that the profilometers collect repeatable data. 

2. There was no observed difference in the standard deviation 
of IRI for the left and right wheelpaths because of the difference 
in test speeds. 

3. There was no observed difference in the standard deviation 
of IRI between the asphalt concrete and portland cement concrete 
pavements. 

COMPARISON BETWEEN PROFILOMETERS AND 
MANUAL DEVICES 

Manual Devices Used 

Profile measurements were obtained using the Dipstick as well as 
the rod and level. The Dipstick measures the difference in ele­
vation between two points that are 0.3 m (12 in.) apart. The Dip­
stick used was an autorecording device, which recorded elevations 
to the nearest 0.025 mm (0.001 in.). Rod and level measurements 
were performed at 0.3-m (1-ft) intervals using an autorecording 
Wild NA 2000 level. The elevations were measured using the feet 
option, which recorded each reading to the nearest 0.25 mm (0.01 
in.). The rod was equipped with a circular bubble. For a single 
reading this instrument typically has a standard deviation of 0.3 
mm (0.012 in.) at a distance of 50 m (164 ft) and a standard 
deviation of 0.5 mm (0.02 in.) at a distance of 100 m (328 ft) (5). 

IRI from Manual Devices 

The profile data obtained from the Dipstick and the rod and level 
were used to compute the IRI of the left and right wheelpaths. 
Dipstick measurements were available on both wheelpaths in all 
sections. Except for one section, two replicate runs of the Dipstick 
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TABLE 3 IRI from Manual Devices 

IRI {m/km) 
Wheel Dipstick Dipstick Rod& 

Section Path Run 1 Run2 Level 
1 Left 1.82 
2 Left 2.34 2.30 2.35 
3 Left 1.45 1.47 
4 left 4.14 4.06 4.15 
5 Left 1.31 1.45 1.45 
6 Left 0.68 0.63 
7 Left 1.89 1.78 
8 Left 1.39 1.37 

1 Right 2.13 
2 Right 1.67 1.70 1.66 
3 Right 1.39 1.34 
4 Right 5.67 5.57 5.57 
5 Right 0.93 0.93 
6 Right 0.77 0.74 0.95 
7 Right 3.60 3.42 
8 Right 1.10 1.10 1.20 

Note: - No tests performed 
1 m/km = 63 in/mile 

were available. Rod and level measurements were not performed 
in some sections. The IRI computed from the data collected by 
the manual devices are given in Table 3. 

Comparison of IRI from Profilometers and Dipstick 

The ratio between average profilometer IRI at 80 km/hr (50 mph) 
and average Dipstick IRI (profilometer !RI/Dipstick IRI) are 
shown in Table 4. The ratios shown in this table have the follow­
ing distribution: 4 percent between 0.8 and 0.85, 9 percent be­
tween 0.85 and 0.9, 31 percent between 0.9 and 0.95, 27 percent 
between 0.95 and 1.00, 22 percent between 1.00 and 1.05, 6 per­
cent between 1.05 and 1.10, and 1 percent between 1.10 and 1.15. 
These results indicate that in general there is good agreement be­
tween the Dipstick IRI and the profilometer IRI. A typical rela­
tionship between IRI computed from profilometer and Dipstick 
profiles is shown in Figure 2. 

The differences between the IRI computed from profilometer 
and Dipstick profiles can be attributed to the following: 

1. There are differences in the paths measured by the two 
devices. 

TABLE 2 Standard Deviation of Left Wheelpath IRI 

Standad Deviation {m/km) · 
Test Asphalt Sections Concrete Sections 
Speed Section Numbers Section Numbers 
{km oh) Profilometer 3 5 6 7 1 2 4 8 
65 North Central 0.030 0.009 0.013 0.021 0.041 0.038 0.071 0.036 
65 Western 0.011 0.006 0.011 0.035 0.041 0.017 0.038 0.024 
65 North Atlantic 0.043 0.051 0.013 0.036 0.027 0.038 0.017 0.039 
65 Southam 0.014 0.016 0.011 0.032 0.044 0.032 0.011 0.011 

80 North Central 0.016 0.024 0.016 0.036 0.038 0.016 0.106 0.025 
80 We stem 0.022 0.014 0.013 0.041 0.039 0.022 0.035 0.030 
80 North Atlantic 0.052 0.022 0.022 0.047 0.054 0.033 0.028 0.025 
80 South em 0.014 O.o11 0.009 0.036 0.017 0.017 0.016 0.008 

Note: 1 m/km = 63 in/mile, 1 kmph = 0.62 mph 
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2. The profilometers take measurements at every 2.5 cm (1 in.) . 
and these data points are averaged over a 30-cm (12-in.) moving 
average and recorded as profile points every 15 cm (6 in.). The 
Dipstick records the elevation difference between two points that 
are 30 cm ( 12 in.) apart. 

Figure 3 shows the relationship between the ratio profilometer 
!RI/Dipstick IRI with the IRI of the wheelpath. In this figure, the 
ratio profilometer !RI/Dipstick IRI is the average value of this 
ratio for all four profilometers for a wheelpath, whereas the IRI 
of a wheelpath corresponds to the average IRI obtained from all 
profilometer runs at 80 km/hr (50 mph) in that section. Results 
for the left and right wheelpaths of all sections are shown in this 
figure. This figure shows that most of the values fall within the 
range of 0.95 to 1.05. 

Comparison of IRI from Profilometers and Rod and 
Level 

The ratio between average profilometer IRI and rod and level IRI 
(profilometer IRl/rod and level IRI) is shown in Table 5. Figure 
4 shows the relationship between the ratio profilometer IRl/rod 

_ and level IRI of a wheelpath and the IRI of that wheelpath. The 
ratio profilometer IRl/rod and level IRI in this figure is the average 
value of this ratio for all four profilometers for a wheelpath in a 
section. The IRI of a wheelpath corresponds to the average IRI 
obtained by considering all profilometer runs at 80 km/hr (50 
mph) in a section for that wheelpath. Figure 4 includes data for 
both the left and right wheelpaths. 

An examination of Figure 4 shows that poor agreement between 
the two devices was obtained at several wheelpaths, whereas good 
agreement was obtained at other wheelpaths. Poor agreement oc­
curred in wheelpaths that had IRI values less than 1.6 m/km (100 
in./mi). In all these instances the rod and level IRI values were 
greater than profilometer IRI values. Reasonable agreement be­
tween IRI computed from rod and level and profilometer profile 
data was generally obtained at IRI values greater than 1.6 m/km 
(100 in./mi). 

ANALYSIS OF ROD AND LEVEL 
MEASUREMENTS 

The resolution requirements for profile measurements given in an 
ASTM standard (E1364-90) are as follows: 

5 

2 3 4 5 
PROFILOMETER IRI (M/KM) 

Note: 1 m/km = 63 in/mile 

FIGURE 2 Comparison between Dipstick and North 
Central profi.lometer (right wheelpath). 
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1. IRI less than 0.5 m/km (32 in./mi); resolution = 0.125 mm 
(0.005 in.). 

2. IRI between 0.5 and 1 m/km (30 and 63 in./mi); resolution = 
0.25 mm (0.Ql in.). 

3. IRI between 1 and 3 m/km (63 and 190 in./mi); resolution = 
0.5 mm (0.02 in.). 

4. IRI between 3 and 5 m/km (190 and 317 in./mi); resolution 
= 1.0 mm (0.04 in.). 

For the sections measured, the device used for rod and level 
measurements satisfied these resolution requirements. Errors that 
occur during rod and level measurements can be classified into 
the following categories: 

1. Error caused by the rod not being truly vertical; and 
2. Random error associated with each reading, which includes 

all errors except the error caused by the rod being not truly vertical 

TABLE 4 Ratio Between Average Profilometer IRI and Average Dipstick IRI 

AveraQ! Profilometer IRI l Avera~ DIPStick IRI 
Asohalt Sections Concrete Sections 

Wheel Section Number Section Number 
Profilometer Path 3 5 6 7 1 2 4 8 
North Central Left 0.95 0.95 0.98 0.95 0.90 0.92 1.11 0.92 
Western Left 0.95 0.94 0.90 0.83 0.93 1.01 1.05 1.03 
North Atlantic Left 0.97 0.90 1.00 0.83 0.88 0.95 1.03 1.02 
South em Left 0.95 0.94 0.90 0.84 0.96 1.02 1.06 1.06 

North Central Right 0.99 0.92 0.98 1.04 0.93 0.94 1.02 0.99 
Western Right 1.06 1.00 1.00 1.03 0.95 0.95 1.01 1.01 
North Atlantic Right 1.01 1.00 1.04 1.00 0.95 0.99 1.01 0.99 
Southe·rn Right 0.97 0.95 0.98 0.87 0.93 0.94 0.99 0.99 
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For the autorecording level the standard deviation of a single 
measurement is typically 0.3 mm (0.012 in.) at a distance of 50 
m (164 ft) and 0.5 mm (0.02 in.) at a distance of 100 m (328 ft) 
(5). Therefore, there is an error associated with each reading re­
corded by the instrument. During profile measurements, the maxi­
mum distance between the rod and the level was always less than 
40 m ( 130 ft). Therefore, assuming that the readings at a point 
are normally distributed, there is a 68 percent probability for a 
reading to lie within the mean plus or minus a standard deviation 
and a 95 percent probability for the value to lie within the mean 
plus or minus two standard deviations (6). 

Table 6 shows the error in reading the rod as a result of the 
deviation of the rod from the vertical when viewed along the line 
of sight of the level, for different rod reading heights. When com­
pared with the ASTM resolution requirements of the level for 
profile measurements, a considerable error can occur when the rod 
is not truly vertical. The deviation of the rod from the vertical 
will always cause the value read to be greater than the true value. 
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The effect of random errors during leveling on the computer 
IRI was studied using the following scheme. A profilometer run 
was selected from one of the sections, and the IRI was computed 
for one wheelpath. Then a random error between -0.25 and 0.25 
mm (-0.01 and +0.01 in.) was added to each point recorded by 
the profilometer. The random numbers between -0.25 and +0.25 
mm (-0.01 and +0.01 in.) were generated using a random num­
ber generator. The IRI of this new profile containing the random 
error was then computed. The procedure was repeated using the 
original profilometer profile and random numbers between -0.5 
and +0.5 mm (-0.02 and +0.02 in.), -0.75 and +0.75 mm 
(-0.03 and +0.03 in.), and -1 and + 1 mm ( -0.04 in. and 
+0.04 in.), respectively. The results of these computations for five 

· profiles are given in Table 7. This analysis shows that in general, 
a random error in a profile having a high IRI value does not have 
much effect on the computed IRI. However, for profiles that have 
relatively low IRI values, introduction of a random error can have 
a large effect on IRI, depending on the magnitude of the error. 

The effect on IRI caused by the rod's not being held exactly 
vertical was studied using the same scheme outlined in the pre­
vious paragraph. The same wheelpaths that were used earlier were 
used for this study too. However, in this case the random numbers 
generated were all positive as an error because the rod is not 
vertical and thus is always positive. Random numbers between 0 
and 0.25, 0 and 0.5, 0 and 0.75, and 0 and 1 were generated for 
this analysis. These numbers were added separately to the original 
profile recorded by the profilometer, and the IRI of each profile 
was computed. The results of this analysis are shown in Table 8. 
The conclusions arrived at in the earlier study described in the 
previous paragraph are true for this analysis too. A comparison of 
Tables 7 and 8 shows that the effect on IRI was greater because 
of random error associated with each reading than because of the 
error caused by the rod's being not exactly vertical. The reason 
for this is that an introduction of a random error that varies be­
tween positive and negative values will make a profile rougher 
than a random error that always is positive. 

The error in a reading obtained by the level is a combination 
of random error associated with that reading and the error caused 
by the rod's not being vertical. For each reading obtained by the 
level, a combination of these two errors will cause an error in the 
recorded value. The results in Tables 7 and 8 show that errors 
during leveling can have an appreciable effect on the computed 
IRI of pavements having a low IRI value. whereas their effect is 
not very significant in pavement profiles having a high IRI. 

TABLE 5 Ratio Between Average Profilometer IRI and Rod and Level IRI 

Average Profilometer IRI I Rod & Level IRI 
Asphalt Sections Concrete Sections 

Wheel Section Number Section Number 
Profilometer Path 3 5 6 7 1 2 4 8 
North Central Left 0.86 0.91 1.11 
Western Left 0.85 0.99 1.05 
North Atlantic Left 0.82 0.94 1.02 
Southern Left 0.85 1.01 1.05 

North Central 
Western 
North Atlantic 
Southern 

Right 
Right 
Right 
Right 

Note: - Not measured by rod and level 

0.78 
0.80 
0.83 
0.78 

0.96 1.03 0.91 
0.97 1.02 0.93 
1.01 1.02 0.91 
0.96 1.00 0.91 
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The poor agreement between IRI computed from profiles mea­
sured with rod and level and profilometers on very smooth pave­
ments can be explained by the effect of leveling errors on mea­
sured profiles. In addition, as described in the comparison between 
IRI values from the Dipstick and the profilometers, differences 
can also occur because of the differences in measured paths and 
the averaging of readings by the profilometers. 

COMPARISON OF DISTANCE-MEASURING 
SYSTEMS OF PROFILOMETERS 

An important factor in a profilometer comparison is to determine 
whether the distance-measuring systems of the profilometers are 
measuring the distance accurately so that measurements are ob­
tained at specified intervals. This was investigated by placing a 
reflective tape at the beginning and the end of the test sections. 
This reflective tape is detected by the photo cell in the profil­
ometer and is recorded as an event mark in the data file; The 
distance between the event marks in the data files was analyzed 
to determine the accuracy of the distance-measuring systems. The 
analysis showed that the distance-measuring systems of all pro­
filometers were within the acceptable error. 

CONCLUSIONS 

The following conclusions are drawn from this analysis: 

1. The profilometers are recording similar data in the left and 
right wheelpaths. 

2. Profile measurements by the profilometers are independent 
of test speed at test speeds of 65 km/hr ( 40 mph) and 80 km/hr 
(50 mph). 
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FIGURE 4 Ratio between profilometer and rod and level IRI 
versus IRI of wheelpath. 

TABLE 6 Error Caused by Deviation of Rod 
from Vertical 

Deviation of 
Rod from 
Vertical 
(Degrees) 

Error in Rod Reading (mm) 

1 
1.5 
2 
2.5 
3 
3.5 
4 
4.5 
5 

Rod Height 
0.9m 
0.14 
0.31 
0.56 
0.87 
1.25 
1.71 
2.23 
2.82 
3.48 

Note: 1 mm = 0.04 in 

1.20m 
0.19 
0.42 
0.74 
1.16 
1.67 
2.28 
2.97 
3.76 
4.64 

1.50m 
0.23 
0.52 
0.93 
1.45 
2.09 
2.84 
3.72 
4.70 
5.80 
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3. All profilometers generally showed excellent repeatability at 
a section in the left and the right wheelpaths. It was observed that 
the repeatability of the profilometers was not affected by speed of 
testing (65 km/hr versus 80 km/hr) or the surface type (asphalt 
concrete versus portland cement concrete). 

4. Reasonable agreement was found between the IRI computed 
from Dipstick profile data and profilometer profile data for all four 
profilometers in the left and right wheelpath, for IRI values rang­
ing from 0.8 to 5.6 m/km (50 to 360 in./mi). Exact agreement 
between IRI computed from Dipstick and profilometer data is un­
likely because of the variations between the wheelpaths measured 
by the devices and because of different sampling and recording 
intervals of the two devices. 

5. Random errors in a profile having a low IRI value can cause 
a considerable error on the computed IRI. The magnitude of the 
error depends on the magnitude of the random error: Random 
errors on a profile having a medium to high IRI value do not have 
much effect on the IRI. 

6. The IRI computed from profiles measured using a level meet­
ing the resolution requirements in ASTM E 1364-90 for profile 
measurements generally showed good agreement with the IRI com­
puted from the profilometer profiles for IRI values greater than 1.6 
mlkm ( 100 in./mi). There was generally poor agreement between 
the devices for profiles with IRI values less than 1.6 m/km (I 00 
in./mi). Some difference in IRI between these two devices is ex­
pected because of the variations in wheelpath measured by the de­
vices and because of the different sampling and recording interval 
of the two devices. However, it was seen that random errors in a 
rod and level survey can introduce considerable errors in the cal­
culated IRI for pavements whose IRI value is generally less than 
1.6 m/km (100 in./mi). 

7. The following procedures should be followed when mea­
suring profiles with the rod and level to minimize errors: (a) use 
a level having the resolution specified in ASTM E1364-90; (b) set 
up the instrument in such a way that only low readings are taken 
on the rod, which will minimize the error caused by deviations of 
the rod from the vertical; and (c) use a rod having a circular 
bubble and allow the rod person sufficient time to hold the rod 
vertical at a location before taking a reading. 

8. IRI computed from rod and level measurements are generally 
taken as the ''correct'' measurement to validate other profile­
measuring devices. This analysis indicates that on profiles having 
low IRI values leveling errors could influence the IRI consider­
ably. Therefore, IRI from rod and level data of profiles having 
low IRI values should be examined with caution. When using the 
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TABLE 7 

IRlof 
Original 
Profile 
(m/km) 
0.76 
1.07 
1.64 
2.35 
4.43 
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Effect on IRI Caused by Random Variations in Profile 

IRI of Profile with Random Variati:ms Percentage Chaige in IRI 
(m/km) Due to Ranoom Variatbns 
Range of Ranmm Variatbn (mm) Range of Ranoom Varlatbn (mm) 
-0.2510 -0.510 -0.7510 -110 -0.2510 -0.510 -0.75 to -1 ., 
+0.25 +0.5 +0.75 +1 +0.25 +0.5 +0.75 +1 
0.78 0.90 0.97 1.19 3.3 19.0 28.5 56.9 
1.10 1.16 1.26 1.37 2.8· 8.3 18.3 28.2 
1.65 1.68 1.77 1.79 0.4 2.5 8.1 8.8 
2.35 2.40 2.37 2.55 -0.2 1.9 0.8 8.2 
4.43 4.44 4.44 4.51 -0.1 0.2 0.2 1.8 

Note: 1 m/km = 63 in/mile, 1 mm= 0.04 in. 

TABLE 8 Effect on IRI Caused by Positive Random Variations in Profile 

IRlof 
Original 
Profile 
(m/km) 
0.76 
1.07 
1.64 
2.35 
4.43 

IRI of Profile with Random Variatbns 
(m/km) 
Range of Ranmm Varlatbn (mm) 
o~ o~ o~ o~ 

+0.25 +0.5 +0.75 +1 
0.77 0.78 0.83 . 0.88 
1.08 1.06 1.13 1.14 
1.64 1.66 1.67 1.82 
2.35 2.37 2.37 2.37 
4.43 4.44 4.46 4.49 

Note: 1m/km = 63 in/mile, 1mm=0.04 mm 

Percentage Chaige in IRI 
Due to Ranoom Varlatbns 
Range of Ranmm Varlatbn (mm) 
o~ o~ o~ o~ 

+0.25 +0.5 +0.75 +1 
1.0 2.7 9.2 16.0 
0.7 -0.6 5.5 6.9 

-0.3 1.2 1.5 10.9 
0.1 0.5 0.5 0.8 

-0.1 0.1 0.5 1.2 

IRI computed from profiles measured with the rod and level for 
validating profile-measuring devices, it is recommended that pave­
ments with a wide range of IRI be considered. 

2. Sayers, M. W., T. D. Gillespie, and W. D. 0. Paterson. Guidelines for 
Conducting and Calibrating Road Roughness Measurements. Technical 
Paper 46. World Bank, Washington, D.C., 1986. 

3. Montgomery, D. C. Design and Analysis of Experiments. John Wiley 
& Sons, New York, 1984. 
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Side Friction. Demanded and Margins of 
Safety on Horizontal Curves 

J. F. MORRALL AND R. J. TALARICO 

The findings of a research project that was conducted to determine 
the amount of side friction demanded and provided for a range of 
roadway curvatures, vehicle speeds and types, and pavement surface 
conditions are described. Seven horizontal curves located on rural 
two-lane highways in Alberta as well as curves at the Calgary Police 
Service's Driver Training Facility were used as test sites. A three-axis 
accelerometer and a ball bank indicator were installed in seven test 
vehicles, including passenger cars, a half-ton pick-up, and a tandem­
axle gravel truck. Lateral accelerations and ball bank readings were 
taken as the vehicles traversed test curves at constant speeds. Speeds 
were increased in increments of 10 km/hr until impending side skid 
conditions were reached. Ball bank readings are regressed upon lateral 
accelerations for each vehicle type, and equations predicting the im­
plied value of safe side friction, the safe speed of the curve, and the 
margin of safety provided by the safe speed are developed. Maximum 
values of side friction demanded on dry and icy roadways are deter­
mined and used to calculate the margin of safety provided at various 
speeds. It was found that the current design standards are quite con­
servative and provide a more-than-sufficient margin of safety for 
motorists. 

As a vehicle comers, it is accelerated toward the center of the 
curve. According to Newton's Second Law, this acceleration must 
produce a force that is directed toward the center of the curve. 
This unbalanced force results in side thrust, which must be coun­
tered by the component of the vehicle's weight acting along the 
surface of the roadway, or by side friction between the tires and 
the pavement, or by some combination of the two. This is indi­
cated by the following equation, commonly called the point-mass 
equation: 

ls + e = V2/(127 R) 

where 

ls = side friction factor, 
e = superelevation rate (m/m), 
V =speed (km/hr), and 
R = radius (m). 

(1) 

If a vehicle demands more side friction than the pavement/tire 
interface can provide the vehicle will skid off the roadway. 
AASHTO (J) notes that "the upper limit of this factor (ls) is that 
at which the tire is skidding or at. the point of impending skid.'' 
AASHTO (1) does not indicate the margin of safety against side­
skid that the design factors provide. Although AASHTO notes that 
the ls used for highway design should be substantially less than 
the ls at impending skid, the agency (1) also notes that ''in se-

J. F. Morrall, Department of Civil Engineering, University of Calgary, 
3500 University Drive, N.W., Calgary, Alberta, Canada TIN IN4. R. J. 
Talarico, Reid Crowther and Partners, Ltd., Suite 300, 4243 Glanford 
Avenue, Victoria, British Columbia, Canada V8Z 4B9. 

lecting maximum allowable side friction factors for use in design, 
one criterion is the point at which the centrifugal force is sufficient 
to cause the driver to experience a feeling of discomfort and cause 
him to react instinctively to avoid ·higher speed. The speed on a 
curve, at which discomfort due to centrifugal force is evident to 
the driver, can be accepted as a design control for the maximum 
allowable amount of side friction.'' AASHTO (1) also provides a 
caution that other factors, such as swerving and increased steering 
effort, are required and ac.t to control driver speed at conditions 
of high friction demand. In addition, AASHTO (1) notes that 
when practical, ''the maximum factors selected should be conser­
vative for dry pavements and provide a margin of safety for op­
erating on pavements that are wet as well as ice or snow covered." 
This paper describes the findings of a· research project that was 
conducted to determine the amount of side friction demanded and 
provided for a range of roadway curvatures, vehicle speeds and 
types, and pavement surface conditions. 

RECENT RESEARCH 

Surprisingly little research has been done in the area of side fric­
tion and margins of safety since the late 1940s. In fact, very few 
full-scale road tests have been conducted, and only l,l small num­
ber of these have been conducted on icy pavement surf aces. In­
stead of conducting full-scale tests, some researchers (2-4) used 
an assumed value of side friction provided to calculate the margin 
of safety a vehicle has when cornering. 

·Other researchers have used skid trailers to determine how 
much side friction a tire can provide (ANSl/ASTM E670-79; 5)~ 
The skid trailer is connected to a tow vehicle so that the longi­
tudinal axis of the trailer is at an angle to the line of motion of 
the· two vehicle. As the tow vehicle moves, the trailer moves for­
ward, with the wheels rolling forward with a ·side skid motion. 
Because of the lack of a driving force on the trailer tires, com­
bined with the absence of the vehicle roll that occurs during cor­
nering, skid trailers do not provide a realistic model of a side­
skidding vehicle. 

Others (6) have observed vehicle speeds on curves and used 
the point-mass equation to calculate the amount of friction de­
manded. Relationships between curve geometry and friction factor 
were then established .. Lamm et al. (6) found that motorists de­
mand mo~e friction on curves sharper than 2 degrees/100 m and 
at operating speeds lower than 80 km/hr. By observing driver be­
havior on curves, McLean (7) also found that drivers tend to de­
mand more side friction on tighter, highly superelevated curves. 

Research into side friction on icy pavement surfaces is ex­
tremely sparse. The research that has been conducted on this type 
of surface typically consisted of driving a vehicle around a circular 
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path with a known radius until the driver felt that impending skid 
conditions were reached (8,9). By recording the time required to 
drive the vehicle through a number of laps, the point-mass equa­
tion was used to determine the side friction factor. 

Most researchers note that the friction factors used for design 
should not use all of a tire's available friction for cornering 
(2,3,10); the tire must be able to provide braking friction as well. 
By limiting the allowable side friction factor used for design to a 
certain percentage of the maximum side friction factor, designers 
can ensure that enough friction remains for other maneuvers. 

Because the side friction factor is essentially an acceleration, 
measured in g-units, in the plane of the road, one can use an 
accelerometer to measure the friction factor directly. This method 
was used in a research project conducted by the . Department of 
Civil Engineering at the University of Calgary for Alberta Trans­
portation and Utilities (11). 

DATA COLLECTION PROCEDURE 

To measure the amount of side friction demanded by traffic and 
supplied by pavement, tests were conducted on rural two-lane 
highway curves within the province of Alberta and on the Calgary 
Police Service's Driver Training Facility. Curvatures ranged from 
290 to 3490 m, whereas maximum superelevation rates ranged 
from 2 to 8 percent. Because all sites are located on relatively flat 
terrain, most of the available friction is available for cornering. 

Site selection was based on the following factors (6,11): 

1. Circular curves with no spiral transitions, 
2. Paved sections with paved shoulders, 
3. No changes in lane or shoulder widths, 
4. Gentle sideslopes and removal of roadside hazards and other 

physical features that may create a dangerous environment, 
5. Grades less than 5 percent, 
6. Location away from the zone of influence of intersections, 

towns, and so on, and 
7. Relatively low traffic volumes. 

A wide range of test vehicles, typical of those found on rural 
two-lane highways in Alberta, was used for this project. These 
test vehicles included two late model sports cars, a sports sedan, 
a compact car, a half-ton pick-up truck, and a tandem-axle gravel 
truck; a Calgary Police service cruiser was also used for high- · 
speed tests. All vehicles were tested unloaded, with the fuel tank 
approximately half full, and tire pressures equal to those recom­
mended by the tire manufacturer. 

A ball bank indicator and a commercial accelerometer (the G­
Analyst) were used to measure ball bank readings and correspond­
ing lateral accelerations on the test curves. During vehicle roll, 
the ball bank reading is the sum of the centrifugal force angle and 
the body roll angle, minus the superelevation angle, and therefore 
provides a measure of the centrifugal force acting on the occu­
pants of a vehicle (12). Since the G-Analyst can be calibrated for 
a vehicle's roll and pitch angles, the side friction fac.tor in the 
plane of the roadway can be measured. A radar speedometer was 
used to collect traffic speed data at the test sites, and to substan­
tiate the calculated test vehicle speeds. 

As test vehicles traversed a curve at constant speed (ranging 
from 60 to 120 km/hr), a passenger took ball bank readings and 
placed flags in the G-Analyst's memory at predetermined sections 
of the roadway. 
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RELATIONSHIP BETWEEN SPEED AND 
CURVATURE. 

Vehicle speeds on horizontal curves are a function of many vari­
ables, including site, traffic, and motorist characteristics along 
with other variable factors (13). Because each test site is located 
on fairly level terrain and has good sight distance, uniform lane 
and shoulder widths, and design speeds, the effects that these par­
ameters have on operating speeds cannot be determined. Since 
superelevation is strongly correlated with curvature, it was not 
considered as an independent variable in any of the regression 
models. The following criteria were used to determine the most 
appropriate model: 

• The selected regression equation must have a multiple re­
gression coefficient that is significant at the 95 percent level. 

• The coefficient estimator for each of the independent varia­
bles included in the regression equation must be significantly dif­
ferent from zero at the 95 percent level. 

On the basis of field observations on nine curves in Alberta, re­
gression analysis was used to obtain estimates of the effect on 
operating speed produced by degree of curvature. Linear, multi­
plicative, exponential, and reciprocal regression models were de­
veloped. The model given here was found to best satisfy the given 
criteria: 

y
85 

= el4.56t -o.ooss6(DCJJ km/hr 

where 

V85 = 85th-percentile speed (km/hr), 
DC= degree of curve (degrees/100 m), 

r 2 = coefficient of determination, and 
S.E. =standard error of estimate (km/hr). 

(2) 

For this relationship, r 2 = 0.631 and S.E. = 0.0326, which suggest 
that the relationship given here is moderately strong. 

SIDE FRICTION FACTORS AND BALL BANK 
ANGLES 

Regression analysis was used to obtain models of the relationship 
between ball bank angle and side friction factor (determined by 
using the acceleration data collected with the G-Analyst). Because 
the ball bank indicator can be accurately read only to the nearest 
degree, it is possible that small lateral acceleration values may be 
assigned to ball bank angles that equal zero. Therefore, these re­
gression models were not forced through the origin. Ball bank 
angles were found to vary linearly with side friction factors. Co­
efficients of determination between ball bank angle and side fric­
tion factor for the highway sites range from 0.976 to 0.645. Some 
of this variation may be a result of vehicle characteristics because 
these relationships were determined using data collected for all 
vehicle types. In general, the correlation coefficients between ball 
bank angle and side friction factor are lower for flatter curves than 
for sharper curves. This difference may be because of the small 
range of ball bank angles developed on these sites. No ball bank 
readings greater than 6.5 degrees were developed on the flatter 
curves, whereas ball bank readings greater than 15 degrees were 
commonly developed on the sharper curves. Therefore, small er-
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rors in ball bank readings have a greater effect on the flatter curves 
than they do on the sharper curves. In addition, because the flat 
curves are longer than the sharp curves, drivers have more oppor­
tunities to make steering inputs on the flatter curves. AASHTO (1) 
defines the safe speed of a curve as that which produces a ball 
bank angle of :±: 10 degrees for speeds greater than 55 km/hr. The 
relationships developed between ball bank angle and side friction 
factor were used to determine the amount of side friction that 
corresponds to the safe speed. Using these "safe side friction" 
values combined with the radius of curvature and the as-built 
maximum superelevation rate, the safe speed for each curve was 
calculated. It was found that, based on AASHTO (1) design cri­
teria for horizontal curves, curves flatter than 1000 m provide a 
very high margin of safety. For the tighter curves, speeds greater 
than 90 km/hr can be achieved before driver discomfort is noticed. 
This indicates that the margins of safety provided on these curves 
by design guidelines (1) are lower than those provided on the 
flatter curves. 

Regression models relating ball bank angle and side friction 
factor on icy pavement surfaces also were developed. Coefficients 
of determination for ball bank angle and side friction factor for 
the icy curves range from 0.85 to 0.70-substantially lower than 
those obtained for dry pavements. The main source of variation 
is caused by differences in ice temperature and ice surface con­
dition. Because climatic conditions could not be controlled, the 
data analyzed were collected under temperatures ranging from 
-20°C to - 5°C. Furthermore. the ice surfaces of the 30- and 50-
m curves were very smooth, whereas that of the 70-m curve was 
noticeably rougher. Finally, variation also may have been intro­
duced by repeated wheel loads heating the ice cover. 

Safe side friction factors for icy surfaces were determined using 
the regression equations developed for icy pavement. These val­
ues, combined with the point mass curve equation, were then used 
to calculate safe speeds of 25, 31, and 38 km/hr for the 30-, 50-, 
and 70-m icy curves, respectively. 

SIDE FRICTION FACTORS AND BALL BANK 
ANGLES FOR TEST VEHICLES 

Regression models relating ball bank angles to side friction factors 
(determined by using the acceleration data collected with the G­
Analyst) for each test vehicle were also developed. Because of 
data limitations and marginal differences in side friction factors 
between vehicle types, along with the fact that design guidelines 
(1) are based on all classes of vehicles, data for all vehicle types 
were grouped together. The resulting relationship is shown in Fig­
ure 1. The high coefficient of determination and low standard error 
indicated that the relationship is strong between ball bank angle 
and side friction factor. 

Using Figure 1, safe side friction factors for the inside and 
outside of a given curve were found to be 0.1588 and 0.1790. 
These factors are slightly higher than those found by previous 
researchers (14-16). · 

A similar regression model was developed for the icy curves. 
The regression model for these curves has a lower coefficient of 
determination (r2 = 0.78) than that of the highway curves. This is 
mainly a result of variations in ice temperature and surface con­
dition. The safe side friction factors for all the vehicles on the icy 
curves was determined to be 0.187. However, because side skid 
occurred at ball bank angles of less than 10 degrees, this safe side 
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friction factor is unrealistic. In fact, side skid occurred at substan­
tially lower ball bank angles than those at which discomfort is 
noticed. Therefore, basing design side friction factors on driver 
comfort levels in jurisdictions where freezing temperatures rou­
tinely occur during the winter months is clearly not a conservative 
approach to highway design. 

PEAK SIDE FRICTION DEMANDED 

It is widely known that drivers tend to drive a spiral when tra­
versing a horizontal curve (17), which means that side friction 
demands do not increase instantaneously to their peak value as a 
vehicle enters a curve. Instead, the amount of side friction de­
manded varies with the distance along the curve, as Figure 2 
shows, and increases with speed. On dry pavement surfaces. it 
was found that peak side friction demanded can occur anywhere 
along a curve. On icy pavement surfaces it was found that the 
amount of side friction demanded increases gradually as a vehicle 
enters a curve and gradually decreases as the vehicle exits the 
curve. This suggests that drivers steer a spiral when traversing a 
curve and may be because, compared with the highway curves, 
icy curves had very smooth surfaces, thereby negating the effects 
of surface roughness on lateral acceleration readings. In addition, 
because these curves are very short compared with the highway . 
curves and because drivers can devote much more of their atten­
tion to the driving task, fewer steering inputs are required. 

To investigate whether side friction factors given in current de­
sign guidelines provide an adequate margin of safety, the peak 
amount of side friction demanded by all vehicle types under a 
range of speeds on each test curve was determined. Because the 
amount of peak side friction demanded (fsp) varies with the radius 
of curvature, peak values obtained on the inside and the outside 
of each highway curve were determined. Linear regression models 
were found to fit the data points the best and are shown in Table 
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FIGURE 1 Regression of ball bank angle on side friction 
factor for all vehicles on highway test curves. 
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I for the inside and outside of each highway curve as well as for 
the icy curves. 

For the highway curves, Table 1 indicates that the correlation 
between peak side friction factor and speed decreases as the radius 
of curvature increases. In fact, the coefficients of determination 
between speed and peak side friction factor for the 3000- and 
3490-m radius curves are so low that no significant relationship 
exists. This is largely because the peak friction demanded on the 
flatter curves is small, which means that factors that have minor 
influences on the peak friction demanded on sharper curves now 
play a larger role. In addition, because the flatter curves are longer 
than the sharper curves, there are more opportunities for factors 
such- as steering inputs and pavement surface irregularities to af­
fect the amount of peak friction required. 

At speeds between 65 and 90 km/hr, the side friction factors 
suggested by AASHTO (1) for design are exceeded on the 290-
and 435-m radius curves. This indicates that more side friction is 
being used at these speeds than the design guidelines recommend. 

The relationships between peak friction demanded and speed 
for the icy curves along with the side friction factors recom­
mended for design (1) are given in Table I and also are shown 
graphically in Figure 3. The moderately low coefficient of deter­
mination for the 30-m curve is because only a narrow range of 
speeds could be investigated. Furthermore, because the air tem­
perature increased from approximately -14°C to slightly below 
freezing during the time in which these data were collected and 
because the ice layer had started to melt, the tests had to be dis­
continued and completed on another day. Therefore, the ice tem­
perature and surface condition introduced variation in the data for 
which the regression model does not take into account. 

As Figure 3 indicates, peak side friction demanded increases 
with speed and radius of curvature. Figure 3 also shows that more 
side friction is demanded than design guidelines (1) provide for 
speeds greater than 25, 29, and 34 km/hr for 30-, 50-, and 70-m 
curves, respectively. Therefore, the margin of safety that the de-
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FIGURE 2 Side friction demanded by 1991 Caprice police 
cruiser on 435-m radius curve. 
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sign side friction factors provide appears to be inadequate for icy 
surfaces. 

MARGIN OF SAFETY AGAINST SKIDDING 

To estimate the margin of safety a curve provides against skid­
ding, the side friction at impending skid conditions and the peak 
side friction demanded must be known. Once these values are 
known, the margin of safety can be defined as 

MSskid =ls skid - ls peak (3) 

where 

MSskid = margin of safety against skidding, 
ls skid = side friction factor at impending skid condition at a 

given speed, and 
ls peak = peak side friction demanded at a given speed. 

Because the side friction at impending skid depends on the pave­
ment surface condition, different margins of safety exist on dry, 
wet, and icy pavements. 

Margin of Safety on Dry Pavements 

Because impending skid conditions were reached at two test sites 
with the higher-powered vehicles only, limited data on side fric­
tion factors at impending skid were obtained. However, the data 
collected suggest that the maximum amount of side friction pro­
vided is approximately 0.90. This value agrees well with the find­
ings of other researchers, (4,17,18). Using these data, combined 
with the margin of safety definition given in Equation 3, margins 
of safety against skidding on dry pavement for each highway site 
were calculated. These margins of safety, along with those for wet 
and icy pavements, are shown in Table 2. 

Table 2 indicates that on dry pavement the margin of safety 
decreases with speed and decreases at a faster rate on tighter 
curves than on flatter curves. For example, the margin of safety 
provided on the 3500-m radius curve varies from 0.93 to 0.85 for 
all speeds. This suggests that drivers are using a minimal amount 
of friction for cornering, which leaves the bulk of the_ total avail­
able friction for changes in deceleration, acceleration, or direction. 
Therefore, these curves provide a high level of driving dynamic 
safety on dry pavement. Furthermore, these values indicate that 
very little superelevation is needed on these types of curves. Be-· 
cause the manner in which margin of safety against skidding was 
defined does not account for the superelevation provided on a 
curve, the provision of superelevation will increase the frictional 
supply of a curve and increase further the margin of safety. By 
providing superelevation equal to reverse crown, not only would 
an adequate margin of safety on dry pavements be provided, but 
construction costs would also decrease. 

For the 290- and 435-m radius curves, the margin of safety 
decreases with speed at approximately 14 times the rate of the 
flatter curves. This rapid decrease suggests that there may not be 
enough friction available for drivers to perform evasive maneuvers 
under normal operating speeds. In addition, the coefficients of 
determination between speed and margin of safety of the linear 
regression models for the flatter curves are low. This indicates that 
a large portion of the variance in margin of safety cannot be ex-
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plained by speed for these sites and is mainly the result of the 
poor relationship between peak side friction demanded and speed 
that exists for these sites. 

0.5 . ··············· 
SF = Q.005795: (V) 

r2 - 0;924 

... . S.·~:. ~ _o .. ~n .: ... 0.4 

.... ·········· 1 

Margin of Safety on Wet Pavements 

Impending skid tests on wet pavement were not conducted for 
two reasons. First, there is no standard method for measuring wa­
ter layer thickness on pavements. Second, the relatively high su­
perelevation rates provided on these curves prohibited a uniform 
water thickness layer from being formed. Other researchers ( 4) 
have found that the maximum side friction provided by wet pave­
ments is 0.58 at 30 km/hr, decreasing to 0.41 at 113 km/hr. For 
this study, side friction factors of 0.54 at 30 km/hr, decreasing to 
0.315 at 200 km/hr, were used. 

0.1 

0 10 20 30 40 50 60 70 
Speed (km/h) 

Regression equations to relate margins of safety to speed were 
developed for each highway site; coefficients of determination 
rangect from 0.55 to 0.99. These equations were then used to cal­
culate the margin of safety against skidding at various speeds for 
each site and are given in Table 2. 

Once again, sharper curves appear to provide a lower margin 
of safety against skidding than do flatter curves. In fact, at speeds 
of 110 km/hr or greater, no margin of safety against skidding 
exists on the three sharpest curves. For vehicles traveling at the 
85th-percentile speeds on these curves, margins of safety range 
from approximately 0.06 to 0.13. Therefore, sharp curves do not 
provide a sufficient margin of safety against skidding under wet 
pavement conditions for vehicles traveling at the normal operating 
speed of the curve. Moreover, very little friction is available for 
motorists to perform evasive maneuvers if required. Therefore, the 
provision of adequate superelevation on these types of curves is 

FIGURE 3 Variation of maximum side friction factor on 
ice with speed. 

critical. In fact, if drivers are surprised on these sites during rainy 
weather on curves with adequate superelevation, it is possible that 
they may lose control of their vehicle and skid off the roadway. 

For the four flatter curves tested, margins of safety against skid­
ding of approximately 0.38 can be expected at the normal oper­
ating speeds of vehicles on these highways. These frictional re­
serve levels appear to be adequate to provide enough braking 

TABLE 1 Relationship Between Peak Side Friction, Radius of Curve, and Speed 

Radius Direction Regression Equation R2 S.E. 
{m) of Travel (%) 

30* Inside fsP = -0.0629 + 0.0926(V) 62.12 0.0420 

so· Inside f~ = -0.143 + 0.0106(V) 88.73 0.0217 

70* Inside fsP = -0.906 + 0.0073(V) 82.32 0.0295 

290 Inside f~ = -0.385 + 0.00683(V) 96.94 0.0421 
Outside f~ = 0.451 - 0.00670(V) 91.55 0.0405 

435 Inside f~ = -0.405 + 0.00745(V) 97.98 0.0382 
Outside f8i, = 0.337 - 0.00645(V) 96.34 0.0233 

580 Inside f8i, = -0.391 + 0.00570(V) 93.42 0.0490 
Outside f~ = 0.322 - 0.00466(V) 92.92 0.0254 

1164 Inside f~ = -0.158 + 0.00220(V) 79.79 0.0200 
Outside f~ = 0.188 - 0.00218(V) 83.2 0.0200 

1164 Inside f8i, = -0.184 + 0.00253(V) 84.17 0.0208 
Outside f8i, = 0.235 - 0.00260(V) 77.24 0.0265 

3000 Inside f8i, = 0.000606(V) 22.74 0.0248 

3490 Inside f8i, = 0.000458(V) 13.1 0.0226 
Outside f~ = -0.000360(V) 32.7 0.0103 

*icy curves 
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TABLE 2 Margin of Safety Against Skidding on Dry, Wet, and Icy Pavement 

Speed Pavement 
(km/h) Condition 

DC= DC= DC= 
191 115 82 

30 Dry 
Wet 
Icy -0.08 -0.12 -0.16 

40 Dry 
Wet 
Icy 0.02 0.01 -0.05 

60 Dry 
Wet 

80 Dry 
Wet 

100 Dry 
Wet 

150 Dry 
Wet 

200 Dry 
Wet 

* r2 of regression model is less than 0.45. 
- no data available 

friction for drivers to stop safely, even if superelevation rates equal 
to reverse crown are provided on these types of curves. 

It was also evident that the margin of safety decreases at a 
higher rate with speed on wet pavements than on dry pavements. 
In addition, wet pavements provide a margin of safety of approx­
imately 0.50 less than dry pavements for any given speed and 
radius of curvature. This significant reduction in available side 
friction clearly indicates that water on pavement dramatically de­
creases the margin of safety against skidding. 

Margin of Safety on Icy Pavements 

Lateral acceleration and speed data at impending skid conditions 
were collected on icy pavement surfaces. These data were then 
used to develop regression models relating side friction factors to 
speed, as given in Table 2. A linear regression model was found 
to best fit the data points and is shown in Figure 3. Figure 3 is 
based on over 130 lateral acceleration and speed readings; the 
speeds ranged from approximately 20 to 50 km/hr. The moderate 
correlation coefficient indicates that the relationship between mar­
gin of safety and speed is moderately strong. 

Knowing the maximum friction provided at impending skid, 
along with the design side friction factors, the margin of safety 
against skidding provided by the design factors can be defined as 

MSdesign = fs skid - fs design (4) 

where ls design is the side fric~ion factor assumed for design. 

A negative margin of safety, as presented in Table 2, means 
that design guidelines are using more side friction than the tire-

Margin of Safety for Different Degrees of Curve 

DC= DC= DC= DC= DC DC= 
20 13 10 5 = 2* 1.6* 

1.08 1.08 1.12 0.99 0.88 0.89 
0.72 0.72 0.76 0.63 0.52 0.53 

1.01 l.01 1.06 0.97 0.88 0.88 
0.62 0.61 0.67 0.58 0.48 0.49 

0.88 0.86 0.95 0.93 0.86 0.87 
0.41 0.39 0.48 0.46 0.40 0.41 

0.74 0.71 0.84 0.88 0.85 0.86 
0.24 0.21 0.34 0.38 0.35 0.36 

0.60 0.56 0.72 0.84 0.84 0.85 
0.08 0.04 0.20 0.31 0.31 0.33 

0.26 0.19 0.44 0.73 0.81 0.83 
-0.29 -0.37 -0.12 0.17 0.26 0.28 

-.08 -0.19 0.15 0.62 0.78 0.81 
-0.67 -0.77 -0.43 0.03 0.19 0.22 

pavement interface can provide. Therefore, a negative margin of 
safety is clearly undesirable. Because design friction factors are 
not specified for speeds less than 30 km/hr (1,19), a side friction 
factor of 0.31 was assumed for a design speed of 29 km/hr. This 
approach is conservative because side friction factors increase 
with decreasing speed. 

Table 2 indicates that the margin of safety against skidding on 
the icy curves increases with increasing radius and speed. This 
increase is because substantially higher side friction factors are 
assumed for lower speeds than for slightly higher speeds. Because 
the side friction provided at impending skid conditions varies mar­
ginally with speed, the large change in design friction factors with 
speed causes the margin of safety to increase with speed. There­
fore, lower design side friction factors for speeds of less than 40 
km/hr would increase the margin of safety for curves with low 
design speeds. 

It was found that the side friction factors suggested by design 
guidelines (1,19) do not provide any margin of safety against skid­
ding for speeds less than 37 to 44 km/hr for radii of 30 and 70 
m, respectively. In addition, only a small margin of safety exists 
for speeds greater than 48 km/hr. This margin of safety does not 
appear to. be adequate to accommodate emergency braking or 
other evasive maneuvers. Therefore, it appears that the side fric­
tion factors suggested by design guidelines do not provide ade­
quate margins of safety for vehicles traveling on icy pavements, 
especially on curves with lower design standards. 

SUMMARY 

The findings of this research project can be summarized as 
follows: 
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1. Ball bank angles of ± 10 degrees yield side friction factors 
of 0.16 to 0.17 for the test vehicles used; these values correspond 
well to those suggested for design (1). In addition, safe side fric­
tion factors appear to be relatively constant across the vehicle 
types investigated, which suggests that most drivers will experi­
ence the same level of comfort on horizontal curves regardless of 
the type of vehicle they are driving. Basing horizontal curve 
guidelines on ball bank angles may not be a conservative approach 
to highway design, because skid may occur at low speeds before 
discomfort is perceived, especially on icy pavement surfaces, or 
in vehicles with high centers of gravity. Under these circum­
stances, motorists do not have any warning that they are approach­
ing the limit of stability. Therefore, basing design side friction 
factors on the amount of friction demanded and supplied would 
seem to be a more conservative approach to horizontal curve 
design. 

2. Because drivers tend to steer a spiral when entering and 
exiting a horizontal curve, the amount of side friction drivers de­
mand is not constant. However, models can be created to predict 
peak friction demands as a function of vehicle speed for different 
curvatures on dry and icy pavement surfaces. These relationships 
provide a more accurate representation of actual driving behavior 
and could be used instead of the point mass equation to estimate 
the frictional demands drivers place on horizontal curves. 

3. Curvatures flatter than 500 m provide high levels of driving 
dynamic safety on both dry and wet pavements. Motorists would 
be able to brake safely from the operating speed on these types 
of curves without exceeding the frictional supply. For curves with 
radii greater than 1000 m, the margins of safety are so high that 
these curves could be constructed with maximum superelevation 
equal to reverse or normal crown and would still provide frictional 
reserve levels large enough to allow vehicles traveling at normal 
operating speeds to brake safely without skidding. This suggests 
that the minimum radii for maximum superelevation equal to nor­
mal crown used for design (1) are very conservative. Decreasing 
the maximum superelevation rate on these types of curves would 
provide the following benefits: 

-Minimize the operational problems associated with intersec­
tions on curves. 

-Decrease the probability of vehicles with high centers of 
gravity overturning. 

-Decrease the probability of a slow-moving vehicle sliding 
toward the center of an ice-covered curve. In fact, by using the 
point-mass equation, it can be determined that a vehicle trav­
eling slower than 15 km/hr on a curve with a maximum su­
perelevation rate of 8 percent and a radius of curvature greater 
than 300 m will slide down the superelevation, toward the cen­
ter of the curve. As noted previously (20), Alberta Transpor­
tation and Utilities' most recent design standards have de­
creased the maximum superelevation rate from 8 to 6 percent. 
4. The margin of safety against skidding decreases with increas-

ing curvature and speed. On dry pavements, the margin of safety 
that exists on curves sharper than 500 m appears to provide ade­
quate frictional reserve levels to allow vehicles traveling at normal 
highway operating speeds to brake safely. On wet pavement, these 
curves provide no margin of safety for operating speeds of 110 
km/hr or greater. Because it is not uncommon for Alberta drivers 
to travel at these speeds, these types of curves appear to be 
underdesigned. 

5. The margins of safety provided by design guidelines appear 
to provide adequate margins of safety against skidding. The prob-
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lem appears to lie with the speeds at which vehicles in Alberta 
are operated. By tuning design speeds with operating speeds, the 
amount of side friction supplied would increase, whereas frictional 
demands would remain relatively constant. The overall effect 
would be an increase in the margin of safety provided on sharp 
curves, along with fewer overdesigned flat curves. 

6. The side friction provided by icy pavements at impending 
skid conditions shows slight but significant variation with speed. 
The side friction factors used for low-speed urban design appear 
to be too high for speeds less than 40 km/hr and do not provide 
any margin of safety against skidding on icy pavements. Therefore 
comfort levels may not result in conservative curve designs in 
regions where icy pavement conditions routinely occur. Therefore, 
lower friction factors than those recommended by current design 
guidelines (1,19) should be considered. Because basing guidelines 
solely on icy pavement conditions is not economical and the con­
sequences of an accident at such low speeds are minimal, the side 
friction factors should be a compromise between wet pavement 
conditions and icy pavement conditions. 
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Findings from Five Years of Operating 
Oregon's Automated Woodburn 
Port of Entry 

MILAN l<RUKAR AND KEN EVERT 

In 1987 the Oregon Department of Transportation automated the new 
Woodburn port of entry (POE), located on Interstate Highway 5 south­
bound at milepost 274.40. The reasons were to minimize weighmaster 
and public utility commission tasks; improve weight, size, and safety 
enforcement; provide more data for planning and design purposes; 
maximize Weighmaster resources; improve tax collection and audit 
capabilities; and save time for the trucking industry. Automation of 
the Woodburn southbound POE interfaced six components: (a) weigh­
in-motion sorter· scales, (b) automatic vehicle identification system, 
(c) electronic static scales, (d) supervisory computer, (e) various soft­
ware interfaces, and (f) motor carrier data base. The findings from 
this automation on the basis of 5 years of operation show improve­
ments and cost savings in (a) weighmaster functions, (b) performance 
measures, (c) POE operations and functions, (d) human resources de­
ployment, (e) data collection, (f) tax audit trails, (g) tax collection, 
and (h) the private motor carrier industry. 

In 1987 the Oregon Department of Transportation (ODOT) auto­
mated the new Woodburn port of entry (POE), located on Inter­
state 5 southbound at Milepost 274.40. The reasons were to mini­
mize weighmaster and public utility commission (PUC) tasks, 
improve weight, size, and safety enforcement, provide more data 
for planning and design purposes, maximize weighmaster re­
sources, improve tax collection and audit capabilities, and save 
time for the trucking industry. 

This was a demonstration project jointly funded by ODOT and 
FHWA. In addition, this project is part of the HELP Crescent 
demonstration. Funding of the latest automatic vehicle identifi­
cation (AVI) equipment was through HELP. This paper presents 
the findings from this automation on the basis of 5 years of op­
eration, 1988 to 1993. 

BACKGROUND 

Present-day heavy vehicle enforcement has evolved from moni­
toring heavy vehicles carrying Oregon's basic commodities, such 
as timber and agricultural products, to one of service to help the 
truckers operate safely and efficiently within Oregon's laws (1). 
This service concept has evolved into." one-stop shopping" where 
the facilities are built to weigh heavy vehicles, provide PUC ser­
vices, and conduct truck safety inspections. PUC and weighmaster 
personnel are now located in the same building and there is a 
truck inspection facility with two bays. Delays are minimized· as 
much as possible. 

M. Krukar, Transportation Development Branch; K. Evert, Driver and Mo­
tor Vehicle Services Branch, Oregon Department of Transportation, 325 
13th Street, N.E., Room 605, Salem, Oreg. 97310. 

ODOT, through the weighmasters, operates six POEs besides 
65 weigh stations and 19 mobile enforcement sites and conducts 
statewide portable scale operations. These six ports are located at 
Woodburn I-5 southbound (SB), Ashland I-5 northbound (NB), 
Cascade Locks I-84 eastbound, Farewell Bend I-84 westbound, 
Umatilla I-82 SB, and Klamath Falls Highway 97 NB. These ports 
principally monitor Interstate traffic entering Oregon. 

Three of these ports were built between 1975 and 1982. The 
initial design for the Woodburn POE began in 1982. Before the 
Woodburn SB POE was built, the three .existing ports did not 
entirely meet the one-step shopping concept. The weighmasters 
and PUC decided in this initial design phase to consider the idea 
of combining weight and size enforcement, PUC permits, and 
truck safety inspection at one location. 

In late 1983 the Oregon State· Highway Division started a 
weigh-in-motion (WIM) and AVI demonstration project, testing a 
medium speed WIM data collection system with AVI on I-5 NB 
at Jefferson. The results have been reported by Krukar (2). 

In late 1984, on the basis of the initial success of the WIM/ 
AVI Demonstration Project, the idea of interfacing WIM/AVI with 
the static scale and installing a supervisory computer (SC) with 
appropriate software to monitor, store, modify, hold the PUC data 
base, and transfer weight data was discussed. This concept de­
veloped into the Woodburn SB POE Automation Demonstration 
Project as described by Krukar (3). Construction on the Woodburn 
POE started in 1985. 

AUTOMATION OF WOODBURN POE 

Need for Automation 

The Woodburn POE is the busiest port in the state. All POEs are 
operated around the clock, 7 days a week. A minimum of 2,000 
trucks pass through this facility during a 24-hr period. During 
peak periods, more than 4,000 trucks per day pass through the 
POE. As many as 150 to 200 trucks may pass through during a 
peak hour. 

When this POE was designed, it was estimated that the port 
would handle an average of 1,700 vehicles per day with peak days 
of 2,200 to 2,300. These estimates have been exceeded, and there 
was a need to l~ssen this workload increase on the weighmasters. 
POEs are labor intensive for the weighmasters, requiring 60 per­
cent of the field staff to be dedicated to POE operation. 

The automation of the port was ari answer to this need. Auto­
mating the system would provide long-term increases in produc­
tivity, resulting in reduced manpower requirements, better data 
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collection, more efficient truck weight, size, and safety enforce­
ment, improved weight-mile tax collection and audits, and time 
savings to POE users. 

Components 

The automation of the Woodburn SB POE consists of six ele­
ments: (a) the WIM sorter, (b) the AVI system, (c) the electronic 
static scales, (d) the supervisory computer, (e) various software 
interfaces. and (f) the Motor Carrier data base. Table 1 presents 
the components used in this project. 

POE FUNCTIONS 

Operations Functions 

The purpose of a POE is to monitor and regulate trucks using 
state highways with respect to weight, size, safety, and weight­
distance t(!xation. These various functions are divided or shared 
between the weighmasters and the PUC. 

The purpose of the weighmasters is to protect Oregon's high­
ways from overloaded and oversized trucks and to monitor truck 
safety and the transport of hazardous materials. Their functions 
are . tied to . their purpose. Weighmasters' functions are to weigh 
trucks to ensure that they are legal with respect to gross, axle, and 
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tandem-axle weight, height, width, and length and to comply with 
federal bridge formula. Weighmasters have statutory authority to 
control weight, size, and safety and cite violators. They, along 
with PUC, monitor trucks for safety and the transport of hazardous 
materials. The weight information is used by PUC for weight­
distance tax audits. 

PUC has both regulatory and tax collection functions. The Mo­
tor Carrier Division's functions at POEs are to collect weight­
distance taxes from those vehicles that are not already registered, 
ensure authority compliance, enforce truck equipment safety stan­
dards, and monitor the transport of hazardous materials. The latter 
two functions are shared with weighmasters although PUC has 
statutory responsibility and lead agency status in safety 
compliance. 

At present, a weighmaster takes 20 to 40 sec to weigh a truck 
at a static scale, depending on the truck type. More time is needed 
if the truck is found to be in violation. The weighmaster manually 
records the truck identification, commodity, number of axles, 
gross weight, and axle weights: Thirteen manual tasks are required 
to complete the previously given procedure. This information is 
sent to the PUC Motor Carrier Division, where it is manually 
entered into the ODOT mainframe computer. This information is 
used for tax audit purposes. · 

About 85 percent of the trucks passing through the POE have 
appropriate PUC papers and are within legal weight. The remain­
ing 15 percent either are cited for some kind of weight or size 
violation or need an extended weight permit or a PUC permit for 

TABLE 1 Equipment and Software Used in POE Automation 

A VI Transponders 

Reader-Activator 

Antennas 

Readout 

Load Cells 

Computer Motorola 8400 E, 161 MB Hard Disk 1 

Processor Motorola 68020 1 

Streaming Tape Motorola 60MB 1 

D.R.A.M. Motorola 8MB 1 

CRTs Motorola TM228 3 

Printers IBM 4224 2 

Relational Database Soft.ware Inform ix Informix SQL 

Mainframe Communications Motorola SNA 3270/3770 

Rational Database Custom Inform ix/Motorola* 4th Generation Language 
Soft.ware for Customware 

Programming 

* Motorola is no longer in the business of supplying this type of soft.ware. 
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weight registration, or both. These trucks will have to go to the 
legalizing loop and park. Truck drivers will have to make a stop 
that may vary from 5 to 25 min longer if their load is weight 
illegal and has to be adjusted or removed. Extra time is needed 
by the weighmaster to write citations. 

Automated Functions 

The automated system at the Woodburn POE allows trucks with 
transponders to bypass the static scales and the PUC office. A 
total of 85 percent of the transponder-equipped trucks will be able 
to take advantage of this, minimizing their productivity losses. A 
truck with a transponder has its identification number read by the 
AVI reader and is also weighed and height monitored by the WIM 
scale and height detector. These data are transmitted to the SC 
where they ate stored for future transfer to the ODOT mainframe 
computer. The SC has data on 250,000 vehicles, which includes 
information about whether any given PUC plate is suspended or 
for some other reason is invalid. This allows the weighmaster to 
take immediate action in cases of suspended plates. In the past 
this information was not readily available to provide timely action 
at the POE. The SC also has name and address files on 40,000 
carriers. If the transpondered truck meets both the weight and 
height limits and registration requirements, then it is automatically 
permitted to bypass the static scales and the PUC office, mini­
mizing time loss. 

If the WIM scale shows that the truck does not meet gross or 
axle weight limits or bridge formula or oversize criteria, or both, 
and the SC shows that it meets PUC requirements or safety in­
spection validation, or both, then the truck has to go only to the 
static scales to be weighed. If in violation, the driver receives a 
citation, which is printed automatically. If the WIM scale shows 
that the weights are legal but the SC shows that the PUC regis­
tration requirements are not met, then the truck can bypass the 
static scales but still has to go to the PUC office to have its cre­
dentials reviewed and obtain the necessary papers. If the truck 
violates both the legal weight limits and size limits and the PUC 
requirements, then the truck goes to both the static scales and the 
PUC office. This automated system reduces the number of vehi­
cles going to the static scales by almost 50 percent. All WIM data 
are stored and telemetered daily. The WIM data on trucks that are 
allowed to bypass the static scales and PUC office are transferred 
and stored on the SC computer. 

The linking of the Weightronix static scales to the SC allows 
the automatic recording and storing of the static weights. The 
weighmaster directly enters the truck identification (PUC number) 
with the commodity data number into the SC. This automated 
system improves weighmaster productivity by reducing the pres­
ent 13 manual tasks to 4. PUC saves on keypunch operator time 
and keypunching errors. The system also allows the audit staff to 
have near real-time data available during carrier audits, thus im­
proving the effectiveness of the audit. 

Safety inspection information is also in the SC files. Weigh­
masters can tell when a truck was inspected. If the truck has not 
been inspected recently, the system can automatically send it to 
the safety inspection bay. The SC also has available the necessary 
programs to utilize the Federal Motor Carner Safety Class Rating 
Code. 

The static weight information, along with the WIM information 
on trucks bypassing the static scales, is stored and transferred to 
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the ODOT mainframe computer. The SC provides the weighmas­
ter a daily summary of the number and types of vehicles weighed 
at the static scales and the number of violations by type. PUC is 
able to update the vehicle files to the SC on a near real-time basis. 
This is currently done on a 3-hr basis because of the necessity to 
control batch size. 

The combination of AVI, SC, and WIM permits trucks to by­
pass the static scales and the PUC office, provided they meet both 
PUC and weight limit requirements and regulations. A POE with 
a WIM sorter scale, but without AVI and SC, will not permit 
trucks to bypass the PUC station-only the static scale. Therefore, 
an AVI and SC system are needed to make the POE automation 
demonstration work properly. 

Originally, only 350 trucks were equipped with transponders. 
This has now been increased to 1,100. Approximately 100 trucks 
with transponders pass through the Woodburn POE daily. This 
limited system demonstrates the feasibility of the fully automated 
POE and demonstrates even more forcefully the improved pro­
ductivity of the weighmasters. 

Figure 1 shows the location of the various aspects of the au­
tomation system. 

FIVE YEARS OF OPERATION 

General Comments 

The port with the WIM sorter system and AVI opened in January 
1987. In December 1987 the automation software, the SC, and 
accessory electronic equipment were put in place and tested. Full 
operation started in January 1988. The system and operation have 
been described in detail by Krukar and Evert (4). 

The system has worked beyond expectations. The weighmasters 
have completely accepted the system and so have the trucking 
firms and drivers. The system has allowed for successful operation 
of the port despite the fact that the vehicle traffic has almost dou­
bled and has exceeded the design capacity. 

Some modifications have been made to the original port layout 
and facilities design. The portland cement concrete (PCC) entry 
pavement has been extended an additional 100 ft by replacing 
some of the asphalt concrete (AC) pavement in the entrance lane. 
This was done because the AC was rutting very badly at the junc­
tion with the PCC pavement. The truck inspection building was 
extended by 40 ft so that triple trailers could be inspected under 
cover during inclement weather. 

WIM Sorter System 

This system, similar to the one installed at the NB Woodburn 
weigh station on I-5 NB, has worked very well with minimum 
down time. The scales, axle sensor, loops, overheight detector, and 
directional signal lights have worked very well. Scale accuracy 
for 5-axle tractor-semitrailers has been within 3 percent for axles 
and 2 percent for gross weight. The only weak link has been the 
Dynax axle sensor, which fails in 12 to 24 months. The axle sen­
sors cost $500, excluding installation. 

Automation System 

Krukar and Evert have described this system in general. The soft­
ware programming and functions have been described by Rytter 
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(5). The electronic hardware, the accompanying software, and 
software interfaces have worked very well. The system was ac­
cepted by the field users. One of the reasons is that the 
programmers and weighmaster staff worked directly with the op­
erators. The second was that field weighmasters were represented 
on the Technical Advisory Committee and given input in the ini­
tial design. The third reason was that their tasks were simplified 
from 13 to 4 steps. Fourth, the weighmasters and managers had 

FIGURE 1 Woodburn SB POE. 
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instant information, menus, and tables (see Figure 2) that provide 
opportunities to increase efficiency and develop useful informa­
tion for facilities operation. 

Some software upgrades have been made. The custom code has 
been revised four times. Software modifications have been made 
to simplify some tables, add additional information, and comply 
with changes to the citation format mandated by the State Su­
preme Court. 
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DETECTOR LOOP 

2 AUTOMATIC VEHICLE IDENTIFIER 

3 WEIGH-IN-MOTION SCALE CABINET, 
AXLE BAR 

4 DETECTOR LOOP 

5 DETECTOR LOOP 

6 DIRECTIONAL MESSAGE SIGN 

7 DETECTOR LOOPS 

8 WEIGHSTATION SCALE HOUSE 

9 STATIC SCALES (2) 

10 DETECTOR LOOPS 

11 VARIABLE MESSAGE SIGNS (2) 

NOTE: NOT DRAWN TO SCALE 
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The SC storage capacity needs to be upgraded, and faster re­
sponse is needed. The additional information and growth of traffic 
has slowed average data processing time from 125 to 147 msec 
(maximum processing time has exceeded 600 msec during peak 
periods). In other words, the present electronic system is becom­
ing obsolete. 

AVI System 

The original AVI system was the General Railway Signal system, 
originally tested in 1984 to 1985 at three sites (2,3). This was in 
place in 1986 with about 350 trucks carrying the transponders. 
Because Oregon is part of the HELP Crescent Demonstration Proj­
ect, the recommended AVI system with readers and transponders 
was installed. Some 1,100 Oregon registered trucks carry this tran­
sponder. These AVI systems are operating satisfactorily. 

MAINMENU 
Supervisory Weighmaster Applications Menu 
Weighmaster Applications Menu 
Report Generation Applications Menu 
Record Maintenance Application 
Weigh Station Parameters Application 

SUPERVISORY WEIGHMASTER APPLICATIONS MENU 
Configure Weigh Station Application Parameters 
Configure Weigh Station System Parameters 
Configure User Application Access Privileges 
Start WIM Interface 
Terminate WIM Interface 
Display Shared Memory 
WEIGHMASTER APPLICATIONS MENU 
Static Scale Weigh 
Citation Writing 
PUC Plate Number Assignment 
Chronic Offender Review 
Citation Modification 
Vehicle Statistics Modification 
Vehicle Statistics Display and Print 
REPORT GENERATION APPLICATIONS MENU 
Daily Reports 

PUC Daily Weight Report 
Daily Summary Reports 
Temporary Plate Number Report 

Monthly Reports 
Monthly/Quarterly Triples Activity Report 
Monthly/Quarterly Operation Summary 
Monthly/Quarterly Statistics Modification Report 
Monthly/Quarterly Citation Modification Report 
Monthly/Quarterly Productivity Progress Summary 
Monthly/Quarterly Chronic Offender Report 

Extract Functions 
Manual Statistic Extract Function 
Manual Citation Extract Function 
Manual Percent Weight Changes Extract 
Manual WIM/Statistic Raw Data ·Extract 
Manual Daily Statistic Collection Function 

Review Functions 
Review Statistic Extract Tracking 
Review Citation Extract Tracking 
Review Percent Weight Changes Tracking 
Review WIM/Statistic Raw Data Tracking 
Review Update Batch Tracking 
Review Daily Statistic CoHection Tracking 

Record Maintenance Application 
Weigh Station Parameters Application 

FIGURE 2 Hierarchical Menus Used in Application 
System. 
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Downtime and Maintenance Costs 

Monthly records from Woodburn show that downtime for all the 
automation components averaged 4 hr/month or 48 hr/year. Main­
tenance costs, including parts and labor, averaged $2,500/year or 
about $208/month. In a maintenance contract with Motorola, 
w.onthly SC electronics and software maintenance charges were 
$472, or $5,664 yearly. 

Costs of Systems 

The POE costs for land, buildings, and pavement came to 
$2,200,000. The additional work cost $100,000, so the total was 
$2,300,000. Automation cost $412,000. Total costs .were 
$2,712,000. Table 2 presents the costs by item. 

FINDINGS 

POE Functions 

Tables 3 and 4 indicate that the vehicle traffic has exceeded design 
estimates. Empties are not weighed at the static scales; all other 
vehicles are weighed unless they are allowed to bypass. The WIM 
sorter system gross weight threshold was initially set at 30,000 
lb, meaning that legal vehicles under 30,000 lb were allowed to 
bypass the static scales. The increase in traffic has forced this 
gross weight threshold to be set to 50,000 lb. About 50 percent 
of the vehicles weighed by the WIM sorter are allowed to bypass. 

If the WIM sorter system had not been in place, the system 
would have been clogged with time delays for trucks because of 
queuing and potential safety problems. By 1992 the weighmasters 
would have had to install another static scale, scale house, and 
lane. The estimated cost for a third scale and accessories is 
$175,000. 

Weighmaster Functions 

Crew Size 

The original crew size was 18. The WIM/ AVI automation system 
has allowed the crew to be reduced by 2 to a total of 16. This has 
resulted in monthly fully loaded salary savings of $3,260/person 
or $39,120/year. For two people, annual salary savings are 
$78,200, totaling $391,000 for the 5 years. 

If a third scale had to be installed, three more weighmasters 
would have had to be hired in 1993. Their annual fully loaded 
salaries would have totaled $117 ,360. In addition, two crew mem­
bers would have been needed during the four operations before 
the third scale was opened. The annual salary savings for two 
persons are $78,200 and $391,000 for the 5-year period. 

Daily staffing requirements have been reduced from six to five 
persons from Monday through Friday. On Saturday and Sunday 
shifts, staffing requirements have been reduced from four to three 
persons. Total salary savings are $273,800 annually and $599,400 
for the 5-year period (Table 5). 

Productivity Gains 

Originally, the Woodburn port crew also was in charge of four 
outlying stations located at Woodburn I-5 NB, Hubbard Highway 



TABLE 2 Costs for Woodburn POE and WIM/AVl/Automation 

Port-of-Entry: land, construction, buildings and additions 

WIM/AVI 

WIM/AVI/SC Communications Software Interface 

SC and Accessory Electronics Hardware 

SC Software (custom/database) 

Functional Specification 

Variable Upgrade #1 
Variable Upgrade #2 

Variable Message Signs 

TOTAL 

2,300,000 

200,000 

10,000 

55,000 

45;000 

12,000 

30,000 
10,000 

50,000 

2,712,000 

TABLE 3 Comparison of Number of Vehicles Weighed by Day of Week: Woodburn SB POE 

Monday 3,204 3,723 + 519 + 16.2 

Tuesday 3,293 3,835 +543 + 16.5 

Wednesday 3,194 3,972 + 778 + 24.7 

Thursday 3;061 3,583 + 522 + 17.1 

Friday 2,912 3,S47 +435 + 14.9 

Saturday 1,348 1,059 - 289 - 21.4 

Sunday 1,032 804 - 228 - 12.6 

TOTAL 18,Q44 20,323 2,280 + 12.6 

• Weigh-in-Motion Sorter System 
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99E NB and SB, and Tillamook. This responsibility has been in­
creased by two more additional stations located at Molalla and 
Dayton. The crew is weighing more vehicles with fewer people. 
Weighmasters normally had to perform 13 manual tasks to weigh 
trucks and record data. The system has reduced this to four. The 
result has been to improve morale and reduce stress and fatigue, 
as demonstrated by a significant reduction in sick leave usage. 

The SC system has allowed the weighmasters to spot potential 
violators immediately, thus improving weight enforcement and tax 
collection. In addition, the files in the SC let the weighmasters 
know if the truck has a valid safety inspection sticker and, if 
expired, automatically flag it for safety inspection. This improves 
safety inspection and benefits the public by providing safer 
highways. 

The summary tables automatically prepared by the SC allows 
the POE supervisors time for qther duties. Past information can 
now be located, where before mountains of paperwork needed to 
be sorted. 

The ability to set the SC override of the legal WIM gross 
weight threshold to 50,000 lb has reduced the number of non­
transpondered trucks needing weighing in a 24-hr period, from 
3,000 to 4,000 trucks per day to 2,000 to 2,600 per day (Tables 
3 and 4). This enabled the weighmasters to bypass small light 
trucks and focus closer attention on heavier vehicles for size, 
weight, and safety inspection. 

Performance Measures 

ODOT is developing performance measures for all units. The 
Woodburn POE, because of all the data, was one of the first crews 
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to put on the productivity incentive matrix. In 1992, the crews 
earned an additional $5,200 in cash bonuses each for the year. 

Crew Deployment 

The Woodburn POE supervisor also is in charge of six outlying 
weigh stations and portable scale operations in the area~ The SC 
has allowed for more efficient scheduling of manpower for addi­
tional weigh station operations on other highways. This has in­
creased the number of weighings on those routes, thus enhancing 
weight and size enforcement. 

PUC Functions 

Weight-Mil<?· Tax Collection 

The automated system at this POE has increased the collection of 
truck weight-mile taxes through improved truck weight informa­
tion. PUC estimates this increase at $11,500 annually or $57 ,500 
during the 5-year period. 

Trucking firms behind in their tax payments are now identified 
at the POE, although tax audits would have caught them eventu­
ally, since they are supposed to be audited every 2 years. The 
automation system allows auditing to happen in a more timely 
manner. One large .trucking firm was apprehended owing $41,000. 
These delinquent taxes and reinstatement fines were collected be­
fore the vehicle was allowed to leave the port. Thus, PUC was 
alerted to audit this carrier more closely and was able to reduce 
the loss of interest in this account. 

TABLE 4 Percentage of Vehicles Screened by Woodburn POE Sorter System 

Monday 3,723 1,032 2,691 1,020 62.1 

Tuesday 3,835 1,108 2,727 1,414 48.1 

Wednesday 3,972 1,051 2,921 1,573 46.1 

Thursday 3,583 1,006 2,577 1,296 49.7 

Friday 3,347 936 2,411 1,221 49.3 

Saturday 1,059 248 811 523 35.5 

Sunday 804 182 622 505 18.8 

TOTAL 20,323 5,563 14,760 7,552 48.8 

•This does not include empty vehicles with scale manipulated errors. Therefore, on some days the number 
of vehicles easily exceeds 4,000 per day. 
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Tax Audit Productivity 

Productivity gains have come from more efficient and immediate 
truck weight information, resulting in improved tax audits. Au­
tomation eliminates the keypunch errors made by PUC operators. 
The data are now more reliable, up-to-date, and current, thus help­
ing with tax audits, all of which results in more efficient truck 
weight-mile tax collection. 

Personnel Productivity 

The automatic storing of truck data in the SC from the WIM and 
static scales and automatically transferring these data daily to the 
ODOT mainframe has reduced the need for manual data entry. 
This reduction has freed the use of this person for other duties. 
PUC estimates monetary savings to be $10,000/year. 

Safety Enforcement Enhancement 

The vehicle safety files contain information on truck safety in­
spection. This enables the weighmasters and PUC safety personnel 
to know whether the truck's safety inspection is current and 
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whether the carrier has a high or low safety profile. This system 
has improved and increased truck vehicle safety inspections. 
These data are also used by safety auditors when performing on­
premise investigations of a carrier's log books and after-the-fact 
safety audits. 

Data Collection 

Various ODOT functions have been and will be benefiting from 
improved truck weight data. Data from the WIM and static scales 
are now available on the ODOT mainframe for planning purposes, 
pavement design, research, traffic, and cost responsibility. In the 
past, these data were available but had to be processed manually 
and were costly to collect and access. Now they are available 
immediately on a daily and weekly basis. Also, data bases are 
being set up on truck freight commodities and weight. 

Truck Productivity 

The automated POE allows 50 percent of the trucks to bypass the 
static scales and PUC office, which minimizes time losses. Time 

TABLE 5 Summary of Savings from Automation to State and Private Industry 

A. STATE Weighmaster a. Automotation 78,200 391,000 

Crew Reduction (2) 

b. No Automation 

POE Expansion Postponement* 175,000 175,000 

Additonal Crew Need (3 for 1 yr)** 117,400 117,400 

Normal Crew (2 for 5 yrs)*** 78,200 391,000 

Subtotal $448,800 $1,074,400 

PUC Motor a. Data Entry 10,000 50,000 

Carrier Services b. Tax Collection 11,500 57,500 

Subtotal $21,500 $107,500 

STATE TOTAL $470,300 $1,181,900 

B. PRIVATE INDUSTRY Trucking a. Time Savings**** 286,300 1,431,500 

PRIVATE INDUSTRY TOTAL $286,300 $1,431,500 

c. TOTAL SA VIN GS $756,600 $2,613,400 

D. AVERAGE ANNUAL SAVINGS OVER 5-YEAR PERIOD 
a. State $236,380 
b. Private Industry $286,300 
c. Total $522,680 

* Third scale and house, equipment, and lane installed in 1992 and in operation during 1993. 

•• Three additional crew members would be needed to run the third scale. 

••• If there was no automation, the normal crew size would be 18, two more than for automation. 

•••• Truck operating costs are estimated to be $44 per hour. Only 50 percent of trucks would report to static scales. 
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savings are on the order of 60 to 120 sec/vehicle, which results 
in savings in operating costs of $286,260 to $572, 130 annually. 

If all trucks had transponders, as much as 85 percent of the 
vehicles would bypass the static scales. If mainline sorting could 
be installed at Woodburn, estimated time savings per vehicle 
would be about 5 min. 

The improved enforcement of weight limits and .safety helps 
the legitimate trucking firms and improves their competitive sit­
uation by reducing illegal or unethical operations. 

SUMMARY OF SAVINGS AND COSTS 

~avings 

The savings to the state and private industry from the WIM/ AVI/SC 
automation system have been summarized in Table 5. Savings to 
the state are $470,300 annually and $1,181,900 for the 5 years of 
operation. Private industry savings are $286,300 annually, 
amounting to $1,431,500 during the 5-year period. Total annual 
savings, that is, state and private industry, amounted to $757,000 
and $2,613,400 during the 5-year period. Average annual savings 

. for the state, for private industry, and for both are $236,380, 
$286,300, and $522,680, respectively. 

Costs 

The costs for POE facilities and the automation system are given 
in Table 2. Table 6 presents the total costs of WIM/ AVI/SC hard­
ware and software (amounting to $362,000). Annual maintenance 
costs for WIM, hardware, and software are $8,200, amounting to 
$80,500 for the 5-year period. Average annual costs over the 5-
year period amounted to $88,500. 
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LIMITS OF AUTOMATION 

The system is incapable of measuring truck width or overall ve­
hicle length. At present, no equipment that will measure these two 
parameters is available, which is a serious limitation of the au­
tomated system. Weighmasters need the ability to enforce these 
two important parameters. There is a need to get manufacturers 
interested in developing such equipment. 

CONCLUSIONS 

The present WIM/AVI/SC automation system at the Woodburn 
POE has been amazingly successful, despite the fact that very few 
trucks have transponders. There have been both monetary and 
nonquantifiable benefits to ODOT, PUC, and the trucking industry. 
The result of this success has led to the automation of other ports, 
excluding the WIM sorter system. 

On the basis of ODOT experiences with Woodburn, mainline 
sorting has been installed at the new Umatilla POE on 1-82 SB 
and at the Wilbur and Booth Ranch weigh stations near Roseburg 
on 1-5 SB and NB, respectively. These systems currently use vari­
able message signs. The system at the Ashland POE on 1-5 NB 
will use mainline sorting with a two-way communication AVI sys­
tem to screen vehicles 5 mi from the port. 

The success of the Woodburn port project has resulted in the 
development by the weighmasters of an integrated tactical en­
forcement network plan (6) using the electronic hardware and 
software principles. In addition, a strategic/business plan for a 
statewide IVHS-CVO system is in the making (7). 

The complete success of the automation system at Woodburn SB 
POE and other ports will depend on all trucks carrying some kind 
of identification that can be automatically read. The limited number 
of transponders in the demonstration has shown that this system can 
work successfully. The WIM sorting system by itself has shown that 

TABLE 6 Summary of Costs from Automation 

WIM/AVI Hardware 200,000 200,000 

Software Interface 10,000 10,000 

Total $210,000 $210,000 

WIM/AVI/SC Hardware 55,000 55,000 

Functional 12,000 12,000 

Specifications 

Software 85,000 85,000 

Total $152,000 $152,000 

Maintenance WIM Sorter 2,500 12,500 

Hardware/Software 5,700 68,000 

Total $8,200 $80,500 

TOTAL COSTS $370,200 $442,500 

Average Costs annual Over 5-Year Period $88,500 

*Costs for port-of-entry are excluded (see Table 2). 
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it can successfully reduce truck volumes and improve POE truck 
movement as well as provide significant economic enhancements. 

FUTURE RESEARCH NEEDS 

Research needs to make these systems more effective and usable 
under mainline sorting conditions are the following: 

1. Automated vehicle width, length, and height measurements. 
This would allow extra legal movements to be checked for com­
pliance with state-issued variance permits. 

2. WIM systems capable of self-calibration/correlation with 
static scales. This will allow a reduction in legal vehicles being 
brought into the station and a reduction in overloaded vehicles 
being allowed to bypass as reported by Krukar and Evert (8). 

3. Driver identification. A means is needed to identify drivers 
of vehicles to ascertain compliance with driver qualifications and 
hour-of-service requirements. 
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Comparison of Weight Data Collected at 
Weigh-in-Motion Systems on the 
Same Route 

CURTIS DAHLIN AND MARK NOVAK 

An analysis has been made of weigh-in-motion (WIM) data that were 
collected by continuously operating systems at three different sites on 
the same route. The analysis examined the gross weight distribution 
of 5-axle tractor-semitrailers. Each direction had its own unique pat­
tern. The eastbound 5-axle tractor-semitrailers were predominantly 
loaded and showed a similar pattern at all three WIM stations. The 
westbound 5-axle tractor-semitrailers were predominantly empty and 
showed the same pattern at the three WIM stations. One result of 
these consistent patterns at the three WIM stations is that, as a min­
imum, on selected routes where long-haul loading characteristics 
(origin-destination, commodities hauled, etc.) are known, data users, 
such as forecasters, can confidently use weight data collected at one 
location and apply it to another location on that route. A second result 
is that these repeating patterns make it possible to monitor the cali­
bration of WIM systems. When a shift in the weight distribution takes 
place at one site while remaining constant at the other two, it indicates 
a possible change in calibration. These changes in calibration are read­
ily observable. The techniques demonstrated here can also be used to 
analyze data collected at WIM sites that may be distant from other 
WIM sites. 

In recent years, there has been a dramatic increase in the number 
of weigh-in-motion (WIM) sites in many states. The Minnesota 
Department of Transportation (Mn/DOT) also has increased its 
sites, primarily to meet the needs of the Strategic Highway Re­
search Program (SHRP). The installation of continuously operat­
ing WIM systems at an increasing number of sites provides the 
analyst with the opportunity to look for patterns that repeat at a 
number of sites. This report looks at data that are repeated on a 
given route. 

The weight data studied were those collected for 5-axle tractor­
semitrailers. They are the principal trucks carrying cargo long dis­
tances in Minnesota. They typically contribute 70 to 90 percent 
of the equivalent single-axe loads (ESALs) to Minnesota's 
pavements. 

Weight data from three sites located on one route, Trunk High­
way 2 (fH-2), were selected for study. TH-2 is an east-west route 
in the northern part of the state. The sites, listed from west to 
east, are located as follows: 

1. East of TH-32, 
2. On the Bemidji Bypass, and 
3. East of Deer River. 

They are numbered Sites 1 through 3, respectively. It is about 110 
km (70 mi) between Sites 1 and 2 and 90 km (55 mi) between 

Minnesota Department of Transportation, Transportation Building, Mail 
Stop 450, 395 John Ireland Boulevard, St. Paul, Minn. 55155. 

Sites 2 and 3. All three sites are on a four-lane highway. Sites 1 
and 3 have bending plate scales, whereas Site 2 has hydraulic load 
cell. The data used in this report are from the right lane only. That 
is where most of the 5-axle tractor-semitrailers travel, and it is 
also the design lane. 

The weight pattern on TH-2 is characterized by the presence of 
primarily loaded 5-axle tractor-semitrailers eastbound and empty 
5-axle tractor-semitrailers westbound. The principal commodity 
moved here is grain from North Dakota to the Great Lake ports 
at Duluth-Superior. Grain also moves eastbound (hence the loaded 
trucks), but fewer loads of various types move westbound (hence 
the unloaded trucks). Pulpwood is also moved at Sites 2 and 3, 
and general cargo is moved at all three sites. 

The number of 5-axle tractor-semitrailers per week increases 
during the move from Site 1 to Site 3. Site 1 has about 750, Site 
2 has about 1,600, and Site 3 has about 1, 700 vehicles per week. 
There are no large 5-axle tractor-semitrailer generators or major 
intersecting routes between Sites I and 3, but there are smaller 
feeders that account for the change in volume. Consequently, 
given the long-haul nature of 5-axle tract_or-semitrailer operations, 
it is likely that many of the 5-axle tractor-semitrailers monitored 
at Site 1 also pass through Sites 2 and 3. Also, the increase in 5-
axle tractor-semitrailer traffic between Sites 1 and 2 have the same 
loading characteristics as those shown at both of those sites, so the 
weight loading pattern is the same. In analyzing weight data using 
the distribution of gross weight of 5-axle tractor-semitrailers, a min­
imum sample of 150 vehicles is recommended. 

METHODOLOGY 

The study and interpretation of WIM data and the methods used 
to determine its validity are still in the formative years. One issue 
that is open for discussion is the calibration of scales and the 
resulting validity of the weight data that is collected over an ex­
tended period-a topic that was discussed in an earlier report (J). 
The reintroduction of one of the key indicators used in that report 
is useful in interpreting the TH-2 data under examination here. 
That indicator is the distribution of the gross weight of 5-axle 
tractor-semitrailers. Of specific concern is the placement of the 
peaks for the empty and loaded trucks. The empty trucks should 
peak at about 12.7 to 14.5 Mg (28 to 32 kips), whereas the loaded 
trucks generally should peak at between 31.7 to 36.3 Mg (70 to 
80 kips) on those routes where 36.3 Mg (80 kips) is the legal 
limit. 
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FIGURE 1 Distribution of gross weight of 5-axle tractor-semitrailers for Site 2. 

DATA REPEATABILITY AT A SITE tom of the range. For example, 12 represents 12 to 14 Mg (26 to 
30 kips). This work was originally done in English_ and then soft­
converted to metrics. Consequently, the weights on the x-axis for 
these figures do not progress smoothly. There are between 1,600 
and 1,800 5-axle trucks in each of these weeks. This consistent 
pattern means that generally the same trucks are traveling this 
route each week and that they are carrying the same approximate 
load each week. That is the general nature of cargo movement on 

The first step in the analysis of these data is to determine whether 
weights at a given site repeat week after week. Figure 1 shows 
the distribution of gross weight of 5-axle tractor-semitrailers at 
Site 2. This shows weight data from the eastbound lane for 8 
consecutive weeks, beginning October 4, 1992. The gross weight 
is shown in megagrams, and the values shown represent the bot-
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FIGURE 2 Distribution of gross weight of 5-axle tractor-semitrailers for Site 1. 
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FIGURE 3 Distribution of gross weight of 5-axle tractor-semitrailers for Site 2. 

moderate- to high-volume truck routes. There is a strong tendency 
toward repeatability. 

pening at the three sites over a period of time. For purposes of 
analysis in this report, 1 week was selected from· each season of 
the year at each of the sites. This ensures that the data are as 
comparable as possible from site to site. Figures 2 through 4 show 
distributions for eastbound traffic for Sites 1 through 3, respec­
tively, whereas Figures 5 through 7 show distributions for west­
bound traffic for those same respective sites. Three of the weeks 
are from 1992 and the other is from 1993. The week from 1993 

DATA REPEATABILITY BETWEEN SITES 

Now that the repetitiveness of weight patterns at a specific site 
has been demonstrated, the next step is to analyze what is hap-
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FIGURE 4 Distribution of gross weight of 5-axle tractor-semitrailers for Site 3. 
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FIGURE 5 Distribution of gross weight of 5-axle tractor-semitrailers for Site 1. 

(April 11-18) was included because not all three sites were· op­
erating in April 1992. Generally, these plots demonstrate that the 
same pattern exists over both time and space. They exist over 
time in that for each specific site throughout a year the same 
general pattern is repeated. They exist over space in that this same 
pattern repeats from site to site, spanning the 200 km ( 125 mi) 
between Sites 1 and 3. A more detailed examination of the data 
shown in these figures helps to interpret some of the seeming 

apparent inconsistencies in the data. In Figures 2 through 4, one of 
the larger observed differences occurs in Figure 3 during the week 
of January 12 through 18. The peak for the loaded trucks has shifted 
quite sharply to the right. There is a slight shift for that week in 
Figure 2 and no shift for that week in Figure 4. Although Minnesota 
allows trucks to haul an additional 10 percent during the winter, it is 
not clear if that additional hauling was taking place during that week 
in January because the data are inconsistent. 
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FIGURE 6 Distribution of gross weight of 5-axle tractor-semitrailers for Site 2. 
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A look at the peak for the empties for that week in Figure 3 
shows a shift to the right, as was previously observed for the 
loaded trucks. Because both peaks for the January data in Figure 
3 shifted and since there was no corresponding appreciable shift 
at the other sites, one can conclude that there was likely a drift 
in calibration that took place at Site 2 during that week. 

A shift in the same direction for both peaks at a site likely 
means that there was a change in the calibration. Given that con­
dition, if there is, for example, a 1.8-Mg (4-kip) shift for the 
empties, there will be about a 4.5-Mg (10-kip) shift in the peak 
for the loaded trucks. The percentage shift will be about the same 
for both peaks. A shift in one peak and not the other could be 
interpreted to mean that the data were valid. Although it is less 
pronounced, the same phenomenon occurs in Figure 4 during the 
week of July 12 through 18. The peaks for the empty and loaded 
both shifted to the right, whereas the other two sites did not show 
a shift in either peak. 

In Figures 5 through 7, the most striking inconsistency is the 
week in October in Figure 7. The peak for the empty vehicles for 
that week differs from that of the other 3 weeks at that site. The 
peak for the loaded vehicles is also slightly different. Both peaks 
shifted in the same direction. The data appear to indicate a prob­
lem with calibration. 

SHIFTS IN CALIBRATION 

As already noted earlier, the calibration probably has been off for 
some of the lanes in this data set. By focusing on the peak for 
the weights of the empty vehicle, some differences are observable 
from one figure to another. Intuitive judgment supported by static 
weight data indicates that the peaks for empty 5-axle tractor­
semitrailers should be in the range of 12.7 to 14.5 Mg (28 to 32 
kips) (J). Using this criterion, Figures 2-4, 6, and 7 are properly 
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calibrated, with the exceptions of the weeks previously discussed. 
Figure 5 is off quite sharply for 3 of the 4 weeks, with the weights 
peaking between 10 and 12 Mg (22 and 26 kips). 

To simplify the issue as much as possible, the patterns in only 
two of the weeks (April and July) for Figures 5 through 7 will be 
examined. As has been pointed out earlier, because the scales are 
probably monitoring many of the same 5-axle tractor-semitrailers 
at these three sites, it is not surprising that the patterns are the 
same. Consequently, the empty vehicle peaks for April and July 
in Figure 5 should be the same in Figures 6 and 7. They are not. 
The former peaks between IO and 12 -Mg (22 and 26 kips), 
whereas the latter peak between 12 and 14 Mg (26 and 30 kips). 
To accept the weights from those 2 weeks as being valid at all 
three sites (Figures 5-7), it would have been necessary for the 
empty vehicles to secure 1.8-Mg (4-kip) loads between Sites 1 
and 2 and for those loads to remain constant between Sites 2 and 
3. The probability of there being 1.8-Mg (4-kip) loads available 
for most of those empty trucks between Sites 1 and 2 during those 
2 weeks is highly unlikely. This difference has to be attributed to 
a drift in calibration. 

Figure 8 illustrates another example of drifts in calibration. This 
figure shows 3 weeks of eastbound traffic at Site 3 in late 1991. 
Both the peaks for the empty and loaded vehicles shifted, and the 
shifts were all in the same direction. In this example, the peaks 
for November 3-10 were to the left, for December 15-22, in the 
middle, and for November 10-17, to the right. Loads carried by 
trucks can and do change. However, what typically takes place is 
that loaded trucks take on even larger loads, whereas empty trucks 
locate small loads. The weight of empty vehicles should not change 
appreciably. This means that there was a drift in calibration. 

CONCLUSIONS 

Two important observations can be made about the data examined 
here. The first is that in certain cases weight data collected at one 
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FIGURE 8 Distribution of gross weight of 5-axle tractor-semitrailers for Site 3. 

site on a given route could quite confidently be used, perhaps by 
a traffic forecaster, at the other sites on that route. The directional 
patterns observed at these three sites were all similar. In fact, 
given some knowledge of the commodities hauled on the route 
and the origins and destinations of those commodities, the fore­
caster can probably apply those weight data to the entire length 
of TH-2 in Minnesota. Furthermore, it probably could be applied 
to other parallel routes in the area that have the same loading 
characteristics. For some projects, where it is known that the ve­
hicle loading characteristics discussed earlier are similar, fore­
casters will be able to quite confidently use weight data collected 
at sites other than the specific location where they are stationed. 

The second point is that by observing weight data in the format 
used here, it is possible to determine when there are probable 
drifts in the calibration. Even seemingly small drifts in calibration 
are significant because of the fourth-power relationship between 
weight and ESALs. This analysis can be done by comparing data 
from one site with those from another and also by looking at data 
from one site over time. Data that were collected during a drift 
in calibration should be set aside and not processed. A consider­
able amount of data should be collected and analyzed before a 
judgment is made about validity. Otherwise, any conclusions 
drawn may be erroneous. The exception would be in those in-

stances where the system kept on collecting data during a major 
malfunction (1). The_ analyst needs to be as certain as possible 
that data that are in fact valid are not labeled as being invalid and 
vice versa. Experience in dealing with the data will be essential 
in eventually making the proper judgments. 

Examination of data from three sites on the same route has 
shown that drifts in calibration do occur and that they are observ­
able. Because this trend has been established, the analyst can ap­
ply the same techniques used here to data collected at other in­
dividual sites. There is no need for multiple sites on the same 
route to make this application. A sufficient amount of data col­
lected at one site over a period of time plus time for analysis and 
consideration of the possible explanations for variations in the 
patterns provides what is needed. 
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Getting Better Truck Flows and Loads: 
Truck Weight Case Study 

PHILIP I. HAZEN, RICHARD REEL, AMBE NJOH, AND GORDAN MORGAN 

Florida has 20 years of experience in running continuous weigh-in­
motion (WIM) stations and currently has 13 continuous WIM stations 
in operation. Therefore, an exhaustive investigation of the WIM data 
with the purpose of determining the optimum number of WIM sites 
to address the needs of pavement management systems was conducted 
by the Florida Department of Transportation for FHW A. The study 
was organized according to results of specific tasks (1 through 5). 
Under the early tasks the WIM data were examined for seasonal pat­
terns or other patterns for allocating a continuous WIM station to a 
pattern group. Florida found little or no seasonal patterns. However, 
Florida has decided to divide the state into seven geographic areas 
for WIM data collection and analysis. The basic unit of analysis was 
the average equivalent single-axle load (ESAL) value per truck for a 
day at a site. Daily ESAL values are more variable than was originally 
thought. Florida found that 1 week (7 days) of data collection at stable 
sites, two 1-week collections at moderately stable sites at semiannual 
intervals and four 1-week collections at unstable sites spread over the 
quarters of a year were recommended. The last task investigated how 
many WIM sites should be conducted within Florida. These results 
should be helpful to other states conducting a WIM. program. 

FHWA's Traffic Monitoring Guide (TMG) {J) recommends ran­
domly collecting truck volumes and classes at 300 sites and truck 
weight data at 90 sites over a 3-year period. This is 100 and 30 
sites, respectively, per year. A state that follows the TMG rec­
ommendations will obtain systemwide averages for four systems: 
(a) Interstate rural, (b) Interstate urban, (c) total non-Interstate ru­
ral, and (d) total non-Interstate urban. 

Pavement management systems (PMS) and other management 
systems, on the other hand, need site-specific data or at least data 
for one site for each ''long'' section of highway. For example, a 
long section existing between the major intersections on the Na­
tional Highway System would be perhaps 10 to 50 mi in rural 
areas and 1 to 10 mi in cities. 

FHW A initiated research in late 1991 to address this problem. 
Hallenbeck (2) of the Transportation Research Center, University 
of Washington, Seattle, was selected to analyze truck classification 
data from over 20 continuous vehicle classification stations con­
ducted by the state of Washington. Hallenbeck reported on the 
preliminary results at the 1993 TRB Annual Meeting (2). A report 
on the analysis of vehicle classification has been completed (3). 
In addition, a final report has been completed on how a state 
transportation agency would develop a data collection framework 
for truck volumes and truck weights for their PMS (4); this report 
will be distributed by FHWA in mid-1994. 

P. I. Hazen, Office of Environmental Planning, FHWA, U.S. Department 
of Transportation, 400 Seventh Street, S.W., Washington, D.C. 20590. R. 
Reel, A. Njoh, and G. Morgan, Transportation Statistics Office, Florida 
Department of Transportation, 605 Suwannee Street, MS 27, Tallahassee, 
Fla. 32399. 

In late 1991, Florida Department of Transportation (FDOT) was 
selected to analyze truck weight data from more than 13 contin­
uous weigh-in-motion (WIM) stations. A draft final report has 
been completed (5). This paper reports FDOT's analysis of their 
voluminous WIM data. The goal of truck WIM data collection 
and analysis is to support the estimation of 18,000-lb (8172-kg) 
equivalent single-axle loads (ESAL) yearly on the highways in a 
state's PMS. 

This report is organized according to the five research subtasks 
as follows: (a) establishing combination truck use patterns by 
highway functional classification and seasonal pattern, (b) devel­
oping prelimjnary vehicle classification and WIM statistics, (c) 

. investigating the short count program using both classification and 
WIM data, ( d) determining the difference in accuracy of the an­
nual average ESAL factor for 3S2 or combination trucks resulting 
from application of monthly and day-of-week factors instead of 
directly estimating from short counts, and (e) analyzing WIM 
count locations to determine the number of short counts needed 
for a PMS. 

ESTABLISH COMBINATION TRUCK USE 
PATTERNS 

Investigation of Strata of WIM sites 

One objective of this study was to investigate a cost-effective 
combination of permanent and short-count WIM stations. Differ­
ences in loadings of trucks by season were explored to determine 
ways of using WIM data collection to account for seasonality. In 
addition to rural/urban and functional classification designations, 
a state's highways were investigated in terms of two truck use 
patterns: intercity and seasonal. Intercity were those routes with 
fairly uniform annual patterns typical of routes serving a large 
city. Highly Seasonal were those routes serving such areas as ag­
riculture and forestry and connecting to shipping or processing 
centers. Loading differences should include the analysis of clas­
sification (volume) differences and also load (ESAL) differences. 

Florida's seasonal variation is rather small and heavily influ­
enced by less predictable factors, such as variations in the ex­
pected weather and the economic climate. Because of this prob­
able lack of pronounced seasonality, it was determined that 
assignment of the state's entire network of highways to strata 
based on seasonality would be difficult and not useful. Other 
states, particularly those with severe winter weather, should have 
much more pronounced seasonality in their truck load factors. 

Characteristics of WIM Stations in Florida 

FDOT' s continuous WIM (CWIM) program has been in operation 
for 17 years. The original Radian CWIM equipment was replaced 
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with PAT CWIM equipment beginning in the fall of 1988. There 
are 13 active Florida CWIM sites whose characteristics are shown 
in Table 1. Florida has substantial data from seven of these sites 
beginning in 1991, as shown in Figure 1. 

Station 9926 had incomplete data for 1991 and was eliminated. 
The remaining six sites were grouped into strata: (a) rural Interstate 
Site 9901 on 1-1 O; (b) other rural principal arterials such as Site 
9909 on US-19/98, Site 9917 on US-41, and Site 9925 on US-92; 
and urban Interstate Sites 9922 on 1-275 and 9924 on 1-110. 

For each WIM site, the day-to-day variation was considerably 
greater than any seasonal variation. This indicates that seasonal 
factors are not needed by Florida to expand short counts to an 
annual average but that daily or 48-hr counts may need day-of­
week factors to produce annual averages. 

Figure 2 shows the variation over the 365 days of the year for 
Site 17. Note that Saturday has higher but Sunday has lower daily 
load factors than the weekdays. This i~ typical of highways used 
for hauling agriculture products. Other sites had different patterns. 
· In summary, Florida determined that there was adequate data 
for six of the Florida DOT CWIM sites in 1991 to use in the 
analyses of the remaining task~. These six stations did not display 
any meaningful grouping. 

DEVELOP PRELIMINARY VEHICLE 
CLASSIFICATION AND WIM STATISTICS 

As part of developing preliminary vehicle classification the ve­
hicle classification data collected by WIM sites were analyzed for 
average daily volumes, coefficient of variance (CV), and standard 
deviation over the year. Individual Classes 4 through 13 of the 
TMG and the combined classes 1-3, 4-7, 8-10, 11-13, and 4-13 
were analyzed. 

The first three columns of Table 2 display this information for 
combined Sites 01, 09, 17, 22, and 25 for 1991. There are less 
than 365 days because the five major holidays were taken out so 
as to not bias the average daily characteristic. Further, equipment 
failures and other incidents that resulted in bad days were taken 
out. However, to be included, a station had to have data for 2 
da:ys for each weekday or 14 days minimum per month and a 
minimum of 2 months per quarter over the four quarters of the 
year. The ftill report contains further details on the editing. As 
seen in the table, the Class 9 or 5-axle tractor and single trailer 
was 63.9 percent of all trucks with a CV of 41.6 percent in the 
daily volume. 

TABLE 1 Damage Factor Mean, Standard. Deviation, and 
Coefficient of Variation by WIM Station 

Station 
9901 
9908 
9909 
9917 
9918 
9922 
9923 
9924 
9926 
9927 
9929 
9930 

Mean 
0.92209 
1.75369 
0.80457 
1. 40501 
1. 27461 
1.56912 
1.25626 
0.65787 
0.97530 
1. 41328 . 
0.64974 
0.95220 

Std. Dev. 
0.08821 
1. 03356 
0.10059 
0.26807 
0.28976 
0.23702 
0.24289 
0 .10111 
0.12286 
0.14927 
0.23544 
0.29060 

Coef. Var. 
0.09566 
0.58937 
0.12502 
0."19080 
0.22733 
0.15105 
0.19334 
0.15370 
0.12598 
0.10562 
0.36236 
0 .. 30519 
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FIGURE 1 Florida stations, average load factors. 

The differences in the CV of the ESAL factor per individual 
truck and the CV of the average daily ESAL factor per truck class 
were calculated over various periods as follows. First, Florida cal­
culated the ESAL factor per truck and the CV for each of Classes 
4 through 13 of the TMG and the following combined classes: 
single unit, single trailers, and multitrailers. (Because of the bimodal 
distribution of weights around empty and loaded vehicles, the CV 
is expected to be large.) This was true; for example, for Class 9 
trucks the mean ESAL factor for individual trucks for a day was 
1.159 with a CV of 110.9 percent (see Table 2, Column 6). 

Second, Florida calculated the average daily ESAL factor for 
each truck Class 4 through 13 of the · TMG and the following 
combined classes: single unit, single trailer, and multitrailer. The 
CV of the average daily ESAL factors was calculated over· the 
days of the year. Third, Florida compared the CV of the ESAL 
factor from the individual trucks within a class with the CV of 
the average daily ESAL factor of that class over days of the year. 
(The average daily ESAL factor no longer has a bimodal distri­
bution and is expected to have a low CV.) This was true; for 
example, for Class 9 trucks the average daily ESAL factor com­
pared over 360 days of the year had a CV of only 17 .5 ·percent. 
Further, truck combinations with single trailers represented 73 per­
cent of total trucks and had a CV of only 16.1 percent. Because 
sampling is based on the time of day, the CV of 17 .5 and 16.1 
percent is important (see Table 2, Column 7). 

INVESTIGATE SHORT-COUNT PROGRAM 

Investigation of the short-count program analyzed the vehicle clas­
sification and weight data to determine an appropriate and effec­
tive short-count duration. The first step was to determine the op­
timum duration and frequency of short counts to provide vehicle 
classification counts using six durations (1, 2, 3, and 7 days, and 
2 and 3 weekdays plus a 2-day weekend) and five-count frequen­
cies (once every 3 years and 2 years, and once, twice, and four 
times per year) in all possible combinations. The second step was 
to repeat the first step to develop the average daily damage 
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(ESAL) factors. The analysis was performed by randomly sam­
pling the year's data and drawing up to 30 sample periods for 
each period length and frequency per year. The 2-day, 2- or 3-
weekday and 2-weekend days, and 7-day periods at various fre­
quencies during the year are of special interest. The mean and CV 
were calculated for each period. The CV was plotted against the 
cost in a figure similar to that of the TMG (1, p. 3-3-3). 

Florida based the average annual damage factor on the mean 
of all days. Florida found that for both truck volumes and weights, 
the CV decreases as sample duration and frequency increases. 
There are three conclusions relevant just to truck weights. First, 
for highways with more than 200 trucks per day in the critical 
lane, to obtain truck damage factors with a 95 percent probability 
of being accurate to within 10 percent of the true mean, 7-day 
surveys twice a year, approximately 6 months apart, are necessary. 
Second, for highways with less than 200 loads (or trucks) per day 
in the critical lane, to obtain truck damage factors with ~ 95 per­
cent probability of being accurate to within I 0 percent of the true 
mean, 7-day surveys four times a year, approximately 3 months 
apart, are necessary. If a state can accept an 85 percent probability 
of being within IO percent, 7-day surveys twice a year at 6-month 
intervals will suffice. Third, for highways with less than 100 loads 
(or trucks) a day in the critical lane, FDOT minimum designs 
exceed the expected loadings. See Figure 3 for partial results. 

A conclusion relevant to truck volumes only is that truck vol­
umes are more variable than truck damage factors. The only sam­
pling plan that allows a 95 percent probability of estimating truck 
volumes within 10 percent of the annual average is 7-day surveys 
four times a year at 3-month intervals. See Figure 4 for partial 
results. 

DETERMINE ACCURACY IMPROVEMENT 

The purpose of thi_s next task w~_s _to determine whether ESAL 
accuracy can be improved by applying monthly or day-of-week 
adjustment factors to collected data. This task was accomplished 
in three steps: (a) estimate annual average ESAL factors directly · 
from short counts (i.e., use the results of Task 4); (b) determine 
accuracy improvement from using monthly and day-of-week fac-
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FIGURE 2 Daily load factors over 1991: Site 17, 
US-41. 
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tors for ESALs; and (c) compare the results between the unfac­
tored and factored data. 

Florida found some differences between factored and unfac­
tored data, but the differences are not statistically significant. 
Since applying adjustment factors requires significant additional 
time and work and has not been shown to provide significant 
improvement in accuracy, Florida had decided that no adjustment 
factors (monthly or day-of-week) would be applied to the weight 
data. [The opposite was true in Washington, as discussed by 
Hallensbeck and O'Brien (4).] 

Generally Florida found a lack of seasonality or other monthly 
patterns to the ESAL (weight) data. This diminishes the argument 
for continuous WIM stations. However, Florida's recommended 
data collection over 7 days covers the variability over the days of 
a week, and data collection two to four times a year covers the 
large general variability and some of the seasonal variability. 

ANALYZE AVAILABLE WIM COUNT LOCATIONS 

Analyzing WIM count locations develops a rationale and a sam­
pling framework to predict ESALs on any individual section for 
a PMS. State highway agencies do not find it cost-effective to 
conduct WIM measurements on all highway sections, making it 
desirable to use average values from a substratum of the highway 
system. The procedures for determining sample size for truck 
weight (ESAL per truck) are discussed in the TMG; however, the 
data used were limited and collected before the 1982 legislation 
that authorized twin trailer trucks nationally. This research was to 
define the number of sample sites needed, especially for a PMS. 

The task involves analyzing WIM data, calculating the CV of 
ESALs per truck per day for the Class 9 or single trailer combi­
nation trucks and the optimum sample size. Heavy volumes and 
routes having a high proportion of trucks in one season should be 
emphasized in allocating samples. The premise was that CWIM 
stations will provide monthly and day of week factors. The factors 
can be used to factor the sample site data to annual average day 
and also can be used with special data collection sites for project 
development or special analysis. 

The data comprised the mean, standard deviation, and CV for 
damage factors at 13 stations. The data for all except Station 9925 
are contained in Table 1. The mean damage factors for these sites 
ranged from a low of 0.64974 for Site 9929 to a hlgh of 1.56912 
for Site 9922. The CV for the factors ranged from a low of 9.6 
percent for Site 9901 to a high of 59 percent fpr Site 9908. 

Cluster Analysis 

Clustering in its purest scientific form was presented in the TMG 
and a recent paper by Arizona DOT (6). A dendrogram or scatter 
plot of data was inspected and suggested three major clusters. The 
first was only one station, Station 9908, that stands apart from the 
others with the pighest CV in damage factor values (approxi­
mately 59 percent). The second cluster contains Stations 9917, 
9918, 9922, 9923, 9925, and 9927. The third cluster contains Sta:. 
tions 9901, 9909, 9924, 9926, 9929, and 9930. 

The grouping scheme that emerged from the clustering analysis 
· brought together under the same umbrella urban Interstate, rural 
non-Interstate and rural Interstate roadways. This scheme deviates 
significantly from what conventional wisdom on roaciway classi-
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TABLE 2 Daily Volumes and Load Factors for Sites 01, 09, 17, 22, and 25 Combined 

Class Description Days,. Total No. Classification Truck Weight Cumulative 
of of Trucks of 
Trucks Trucks Ave. Daily Vol. Daily Load Ave. Daily L.F. 

No. C.V. S.D. No. C.V. S.D. No. C.V. S.D. 

04 Buses 360 21,672 60 37.2 22.4 0.354 75.3 0.27 0.355 15.0 0.05 
(1.3%) 

05 2~axle single 360 277,524 771 43.8 337.4 0.392 191.60.75 0.372 17.6 0.07 
unit (16.9%) 

06 3-axle single 360 82,110 228 47.4 108.1 1.002 158.3 1.59 0.931 33.4 0.31 
unit (5.0%) 

07 4-axle single 306 14,458 47 67.l 31.7 2.914 55.0 1.60 2.720 25.1 0.68 
unit (0.9%) 

08 <4-axle 360 151,758 422 50.6 213.5 1.284 166.22.13 1.158 30.9 0.36 
single trailer (9.2%) 

09 5-axle single 360 1,051,737 2,992 41.61,214 1.159 110.91.29 1.214 17.5 0.21 
trailer (63.9%) 

10 6+-axle 352 5,367 15 58.2 8.9 0.942 108.00.02 0.908 44.0 0.40 
single trailer (0.3%) 

11 5-axle multi- 356 33,862 95 40.8 38.9 1.587 82.9 1.32 1.641 17.2 0.28 
trailer (2.1 %) 

12 6-axle multi- 354 6,850 19 54.3 10.5 0.646107.7 0:70 0.672 39.2 0.26 
trailer (0.4%) 

13 7+ multi- 272 749 62.0 1.7 1.933 79.5 1.54 1.931 62.8 1.21 
trailer (0.0%) 

04-07 Single Units 360 395,764 1,099 43.6479.7 0.609 185.7 1.13 1.031 96.7 1.00 
(24.0%) 

08-10 Single trailers 360 1,208,862 3,358 41.91.406 1.174 120.9 1.42 1.213 16.1 0.20 
(73.4%) 

11-13 Multi-trailers 356 41,461 117 41.7 48.8 1.438 89.6 1.29 1.494 18.5 0.28 
(2.5%) 

04-13 All classes 360 1,646,087 4,573 40.8 1,864 1,045 131.6 1:38 1.148 71.5 0.82 
(100%) 

*Equipment failures result in missing days. The full repon discusses editing procedures. 

fication dictates. As implied above, the analyses are a necessary, 
but not sufficient, determinant of WIM station grouping. Hence 
Aorida concluded that the final grouping schedule must depend on 
other than purely scientific criteria including, but not limited to, 
"expert" judgment, particularly knowledge of the various stations. 

Recommended Grouping Scheme 

Next, Florida investigated a pseudoscientific clustering procedure 
based mainly on geography and the knowledge of the damage 
factor distribution within the state. These two factors played a 
pivotal role in Florida's efforts to group the WIM stations once 
the number necessary for each cluster had been determined. 

Geographical Differences 

Different parts of a state have different types of agriculture, in­
dustry, mining, or other activities and have related differences in 
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truck weights. In the case of Florida, there are differences in pop­
ulation characteristics that may be reflected in geographic differ­
ences in truck weights. For example, the northern end of the state 
tends to be less populated, and it also was on the way to the more 
populous southern end of the state. Thus North Florida may have 
more long-haul trucking than local trucking, compared with South 
Florida. The key question in this regard is whether the region 
involved is sufficiently large and uniform to make truck weight 
measurements at any one part of an area representative of the 
entire area. 

For tourism purposes, the state of Florida was divided into 
seven main regions. A cursory inspection of damage factors reg­
istered at existing weighing sites revealed the presence of homo­
geneous configurations of damage factor values, which can be 
grouped by regions approximating those established for tourism 
purposes. Florida's efforts resulted in seven clusters of seven ge­
ographic regions and an eighth cluster composed of the four major 
Interstate highway systems. The regions and the Interstate high­
way systems are as follows. Region 1 (Northwest Panhandle) in­
cludes. Station 9924 on 1-110, SHRP 4100 on SR-85, SHRP 4108 
on US-98, SHRP 4096 on SR-20, and 9908 on US-319. 

Region 2 (northeast) includes SHRP 4105 on SR-9A and SHRP 
3997 on US-17. 

Region 3 (east) includes SHRP 4138/4000 on US-92, SHRP 
4059/4109 on US-I, SHRP 1370 on SR-407, SHRP 4102/4101 
on SR-528, SHRP 4107 on SR-70, and, SHRP 1030 on US-I. 

Region 4 (central) includes only Station 9918 on US-27. 
Region 5 (west) includes SHRP 3996 on US-19 and Station 

9927 on US-92. 
Region 6 (southwest) includes Station 9917 on US-41 and 

SHRP 4099 on SR-884. 
Region 7 (southeast) includes Station 9930 on US-I, SHRP 

1060 on SR-878, and SHRP 4103 on SR-836. 
This grouping includes some stations that are greatly different. 

For example, WIM 9908 in Region 1 at 1.7537 and SHRP 4059/ 
4109 at 0.6997 in Region 3 have damage factors that are greatly 
different from those of the other stations in their group. As time 
permits, these stations should be investigated with respect to the 
reason for the large difference. 

Interstate highways are known to differ from other highway 
types in both the amount and the kind of traffic they carry and to 
have relatively uniform characteristics along their lengths. There­
fore, each of the four major Interstate highways in the state is 
placed into a separate category for the purpose of this study. The 
first is 1-4, a highway that runs east to west connecting 1-95 at 
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Daytona to 1-75 at Tampa. No WIM station is located on this 
highway. The closest WIM station is on SR-546 (Memorial Bou­
levard in Lakeland). This station registered a mean damage factor 
of 1.4133 with a CV of 10.6 percent. This damage factor is as­
sociated with 1-4 for the purpose of the analysis in this report. 
The second Interstate highway is 1-10. Three weighing stations, 
with mean damage factor values ranging from 0.8805 to 0.9221, 
are located on this highway. The third highway is 1-75, which has 
four weighing stations having mean damage factors ranging from 
0.9753 to 1.5691. The last highway is 1-95, which has three 
weighing stations having mean damage factors of 0.9424, 1.0069, 
and 1.2563, respectively. 

Separating principal arterial and minor arterial highways by re­
gion is both logical and intuitively appealing to Florida, where 
experience reveals that principal arterial highways mainly handle 
the intercity movement of goods, whereas the minor arterials 
mostly handle farm-to-market traffic. For example, in the northern 
part of the state, the minor arterial highways are used mostly by 
trucks transporting timber from the forests to wood processing 
mills, whereas the principal arterial highways handle mostly traffic 
that carries non-raw material from one city to another. 

The following 16 groups include the regional, Interstate, and 
functional classification categories and provide a reasonable 
framework for possible regional damage factor differences for the 
study: 

1. Panhandle principal arterial, 
2. Panhandle minor arterial, 
3. Northeast principal arterial, 
4. Northeast minor arterial, 
5. East central principal arterial, 
6. East central minor arterial, 
7. Central principal arterial, 
8. Central minor arterial, 
9. West central principal arterial, 

10. West central minor arterial, 
11. Southeast principal arterial, 
12. Southeast minor arterial, 
13. Interstate 4, 
14. Interstate 10, 
15. Interstate 75, and 
16. Interstate 95. 

Grouping Analysis Using TMG-Based Method 

Essentially the TMG bases the number of permanent annual traffic 
recorders (ATRs) on the number of groups of highways and the 
CV of the data within each group. The TMG estimates that, pro­
vided the data in question exhibit a CV of from 10 to 15 percent, 
five to eight ATRs were required for each group. As shown below, 
the higher the CV,- the larger the number of required number of 
ATRs. The following equation, which can be used to estimate the 
number of permanent counters, is provided in TMG (p. 3-2-7). 

D =Ts X CV/Vn (1) 

where 

D = precision interval expressed as a decimal, 
Ts= value of Student's T-distribution with 1 - d/2 level of 

confidence and n - 1 degrees of freedom, and 
CV = coefficient of variation. 
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Solving for the number of degrees of freedom, the equation 
becomes 

n =(Ts x CV/D) (2) 

This equation is indeterminate because the value n occurs on both 
sides of the equation; the value of Student's Tis dependent on n. 
To use this equation additional data were required. Since Task 3 
showed that two weighing surveys of I-week duration taken ap­
proximately 6 months apart should provide sufficient accuracy and 
precision, the data from the seven WIM stations not used in the 
previous analysis (because of insufficient data coverage for the 
entire year) were processed to provide damage factors. 

Truck weight data collected in 1991 for the Strategic Highway 
Research Program General Pavement Study sections in Florida 
were examined for use in this task. Twenty locations had 1 week 
of weight data collected during December 1991. The TMG model 
was applied to these data. It showed that 157 WIM stations were 
required to attain -the 95-10 precision level to be distributed as 
given in Table 3. 

Although the number of WIM stations (157) is statistically and 
mathematically sound, that number is expensive. It was necessary 
to seek a strategy that is capable of generating fewer, yet adequate, 
WIM stations for Florida. 

Alternative Methods Based on Measures of Central 
Tendency 

TMG page 3-2-8 specifies that samples be selected in compliance 
with a precision level of 10 percent and a 95 percent confidence 
(95-10) "for each individual seasonal group excluding recrea­
tional groups where no precision requirement is specified.'' On 
the basis of this compliance level, the following model, which 
incorporates this precision level and has as its core an important 
measure of central tendency, namely standard deviation, was 
developed: 

n ~ [ (Z)~CT) J (3) 
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where 

n = optimum sample size, 
Z = Z-score associated with desired confidence level, 
O" = population standard deviation, and 
8 = desired precision or allowable error. 

The following values were given: 

Population mean = 1.0728, 
z = 1.96, 
O" = 0.28004, and 
8 = 10 percent of population mean, or 0.1 x 1.07281 = 0.1073 

Substituting in Equation 3 presented above: 

n = {(1.96 X 0.28004)/0.1073} 2 = 26.127, or 26 sites (4) 

Upon arriving at 26 as the optimum sampling size, it was nec­
essary to determine the number of sites required for each of the 
seven regions by roadway classification (principal versus minor 
arterial) and the four Interstate highways. This problem was re­
solved by testing two stratified sample-based methods. 

One method uses truck daily vehicle miles of travel (TDVMT) 
comprising the following three steps. (a) Existing sites were 
grouped by region. (b) Then the TDVMT for each group were 
computed. (c) Finally, the number of sites necessary for each cat­
egory was calculated. The proportion of the optimum number of 
sites assigned to any given region was equivalent to that region's 
total TDVMT as a proportion of the total TDVMT for all sites 
combined. This process ensured that roadways or segments 
thereof experiencing high truck activity were adequately repre­
sented in the sample. After rounding to the closest whole number 
where fractions of a site were computed, the total number of sites 
required was found to be 32 subdivided as follows: Interstate 
highways, 15; principal arterial, 10; and minor arterial, 7. To un­
derstand how these sites were subdivided by region it is necessary· 
to see the full report. 

The other is a damage factor-based method that also has three 
steps: (a) existing sites were grouped by functional class of high-

TABLE 3 WIM Site Distribution Based on TMG Model 

Ch.!~ts:r Qt Gl:QYl2 C.V. Ts il 
1-4 0.000 ... 5 
1-10 0.070 2.920 4 
1-75 0.098 2.353 5 
1-95 0.133 1.943 7 
Panhandle Principal Arterial 0.222 1.761 15 
Panhandle Minor Arterial 0.178 1.833 11 
North Florida Principal Arterial 0.167 1.860 10 
North Florida Minor Arterial 0.125 2.015 6 
East Central Florida Principal Arterial 0.282 1.717 23 
East Central Florida Minor Arterial 0.125 2.015 6 
Central Florida Principal Arterial 0.167 1.860 10 
Central Florida Minor Arterial 0.000 6 
West Central Florida Principal Arterial 0.156 1.895 9 
West Central Florida Minor Arterial 0.000 6 
Southeast Florida Principal Arterial 0.182 1.812 11 
Southeast Florida Minor Arterial 0.000 ... 6 
Southwest Florida Principal Arterial 0.191 1.796 12 
Southwest Florida Minor Arterial 0.091 2.353 2 
TOTAL 157 
* indicates that no Ts value was available and that the n is of an adjacent region. 
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way; (b) the damage factors for each group were computed; and 
(c) the number of sites necessary for each category was calculated 
as a proportion of the extent to which its mean damage factor 
deviates on the average from the population mean. It also came 
up with an optimum of 26 sites. In evaluating 26 stations, no WIM 
station was required for minor arterial roads in the north or east 
region, or for principal arterial roads in the north, west, or south­
east region. This made no sense, according to FDOT. Thus, where 
this was the case, the region was automatically awarded one sta­
tion. For this reason the total number of sites required is again· 32 
instead of 26. 

Whereas the number 32 may be statistically logical, it is not 
intuitively appealing. Certainly not even the most innovative sam­
pling design will guarantee the fair representation of the entire 
state by only 32 sites. More directly, Florida believes that 32 WIM 
stations are far too few for a state as large as Florida. Thus, Florida 
deemed it necessary to seek more reasonable strategies. Two 
closely related strategies were considered. 

Separate Groups for Interstate, Principal Arterial, and 
Minor Arterial Highways 

The relevant highways were divided into three distinct groups, 
namely, minor arterial (MA), principal arterial (PA), and major 
Interstate (MIS). Then, Equation 3 was modified such th.at a 
equals the strata standard deviation instead of the overall popu­
lation standard deviation. 

Finally, Equation 3 was applied to the damage factor data con­
tained in each of the three groups. As an example, Florida deter­
mined the adequate sample size for all minor arterial highways. 
The following data are given: 

z = 1.96 

(J" 0.27250 

10 percent of population mean 0.1 x 1.07281 (5) 

Therefore, 

n = {(1.96 X 0.2750)/0.1 X 1.07281)}**2 = 24.99 (6) 

On the basis of the formula, the. optimum number of WIM stations 
required for MA highways is 25. Likewise, the number of stations 
required for PA and MIS highways was calculated to be 33 and 
20, respectively. The total number of sites required therefore is 
78 (i.e., 25 + 33 + 20). 

The number of sites required for each subgroup or stratum was 
computed with the aid of the following equation: 

(7) 

where 

AD = average deviation, 
Xp = population mean, and 
X; = mean of strata 1, 2, ... , n. 

Florida found that some strata contain two sites or less. In this 
case, especially where the stratum contains only a single site or 
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two sites with identical values, average deviation results are mean­
ingless. This problem was dealt with by employing the average 
deviation values for adjacent strata. This was the case, for in­
stance, with MA roads in the north and east regions and PA roads 
in the west. The adjustments resulted in 18 more sites being added 
to the 78. Thus, on the basis of this strategy, the recommended 
sample size is 96. Table 4 shows the distribution of the 96 sites. 
Figure 1 shows how Florida is divided into seven regions. 

Reflecting on Alternative Sampling Methods 

The first sampling strategy was based on the TMG and generated 
6 to 8 WIM sites in each of the 18 strata, resulting in 157 sites. 
Florida rejected 157 sites because it was too costly for the avail­
able resources. The second sampling strategy combined the 18 
strata into one statewide stratum and found that only 32 sites are 
necessary. Although 32 sites could be a fallback position, Florida 
believes that 32 sites do not adequately cover the state, that is, 
fulfill the need for data by region and functional class of highway. 
The last sampling method was based on the three highway classes 
(MIS, PA, and MA) and determined that 96 WIM sites would 
provide the 95-10 precision level for the three highway classes 
and could be allocated to the 18 strata, resulting in more than one 
site per strata. 

An examination of the data reveals little statistically significant 
difference between the functional groups, but the damage factors 
differ significantly by region. Thus, an alternative strategy was to 
select samples on the basis of the regional distribution of damage 
factors. The steps involved in the sample selection process are the 
same as those discussed above. except that intraregional differ­
ences (e.g., minor versus principal arterial roads) are ignored. 
When adjustments were made for regions with only one obser­
vation, the adjusted sample size was found to be 59. Another 
strategy resulted in 77 sites. 

Reflecting on Central Tendency-Based Strategy 

A fundamental objective of the study reported here was to devise 
strategies capable of improving C()St-effectiveness and precision 
in WIM programs. Cost-effectiveness is essentially the principal 
rationale for suggesting that samples of highway segments instead 
of entire highway segments be surveyed. Ideally, optimal precision 
can be attained by recording damage factors and related data for 
entire highway segments within the state. Such a stratagem is, 
however, unrealistic given its enormous cost vis-a-vis the fact that 
resources (financial and otherwise) are finite. Further, Florida con­
tends that 157 sites are too many given the resources that are 

. available to the state. 
However, if cost-effectiveness constituted the only concern, 

Florida would have settled for the lowest number of samples (32) 
which was arrived at earlier. Certainly cost-effectiveness was not 
the only concern. Florida contends that 32 sites cannot adequately 
cover a state as large as Florida, which has 67 counties. To ensure 
that precision was not sacrificed for the sake of cost-effectiveness, 
precision was built as a principal component into the sampling 
model presented above. In so doing, a delicate balance was struck 
between cost-effectiveness and precision, which were important 
objectives of the task. 
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The TMG does not specifically endorse or.recommend any par­
ticular method for determining the number and locations of ATRs. 
This is because decisions generally are based on local conditions. 
Hence, a method that may be deemed suitable for Florida may 
not necessarily be suitable for another state. The main reason for 
walking through the various procedures and methods that were 
explored before arriving at what Florida considers to be an ap­
propriate method for determining the number and location of 
WIM sites in Florida is to provide the reader with a wide array 
of methods to choose from should the need arise. As implied 
earlier, some of the methods that may be considered inappropriate 
for Florida may be useful elsewhere. 

In arriving at the decision to utilize the damage factor by func­
tional class sampling strategy and hence 96 sites, a number of 
factors-some of which were other than mathematical and statis­
tical-were taken into account. Florida noted for instance that, 
based on local data, the TMG model failed to provide the 95-10 
condition stipulated in the TMG. Florida also noted. that a cluster 
analysis in its purest mathematical form is of little or no use in 
grouping the state's CWIM and portable WIM sites and associated 
damage factor values. Florida further observed that the utility of 
other more rigorous methods tailored along the lines of the TMG 
model was significantly diminished by their inability to generate 
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a sizable number of locations. These observed phenomena are 
plausibly attributable to the rather small sample size dealt with in 
the study. It is possible that where a larger sample size is available 
or for other possible reasons, some of the strategies considered 
and rejected in the case of Florida may find utility elsewhere. 

CONCLUSION 

The 96 WIM sites appear to be the best choice in being affordable 
and meeting the stipulated precision level. On the basis of known 
truck travel behavior, truck weights, and the resulting pavement 
damage factors, Florida believes 96 sites can be reasonably dis­
tributed throughout the state and are adequate to generate sample 
damage factors for the 18 groupings by region and functional class 
of highway in accordance with the 95-10 precision level recom­
mended by the TMG. Florida does not contemplate adding more 
than a few more continuous WIM stations to the 13 continuous 
WIM stations now available. Therefore, it is likely that most of 
the 96 stations would be operated 1, 2, or 4 weeks per year de­
pending on the importance and stability of the truck flows at. the 
station. In one aspect this would be similar to the 90 WIM sites 
recommended by the TMG over a 3-year period. In another aspect 

TABLE 4 Projected Number of WIM/SHRP Sites by Region and Highway Class 

Region Class. Dam. Fact. AD AD/ADtot Stations 
M.A. P.A. HWYS 

Panhandle M.A. 0.6512 
0.6657 0.4143 0.1285 7 

P.A 0.6579 
0.6809 
1.7537 
0.6579 0.1352 0.0419 5 

North M.A. 0.9935 0.0793 0.0246 4 
P.A. 0.9560 

0.9642 0.1127 0.0350 4 
East M.A. 1.1203 

1.0652 0.0199 0.0062 4 
P.A. 1.1349 

0.6997 
1.3581 
1.1455 O.ot 18 0.0036 5 

Central M.A. 1.2986 0.2258 0.0700 4 
P.A. 1.2746 0.2018 0.0626 7 

West M.A. 1.4133 0.3405 0.1056 6 
P.A. 0.9300 0.1429 0.0443 5 

S.W. M.A. 1.2986 0.2258 0.0700 4 
P.A. 1.4050 0.3322 0.1031 11 

S.E. M.A. 0.8961 0.1767 0.0548 3 
P.A. 0.9522 

1.0986 0.0474 0.0001 2 
1-4 1.4133 0.3405 0.1056 9 

1-10 0.8845 
0.8540 
0.9221 0.1860 0.0577 5 

1-95 0.9424 
1.0069 
1.2563 0.0043 0.0013 5 

1-75 1.3139 
0.9753 
1.3391 
1.5691 0.2265 0.0703 6 

Mean: 1.0728 32 39 25 

Std. Dev.: 0.2800 
~ ADtot: 3.2235 

Opt. Size 78 TOTAL: 96 
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it is different because of the length of data collection, i.e., 1 to 4 
weeks instead of 2 days per year. 

RECOMMENDATIONS 

In future work, assuming that stratification by region and func­
tional class is able to group highways with similar damage factors 
and reduce the number of samples required, then the overall pop­
ulation mean damage factor of 1.0728 should not be used in Equa­
tion 3, but the mean damage factor for each stratum will be used 
in determining the sample size of the stratum. Further, the size of 
the TDVMT reflects the importance of a highway and should be 
used to allocate the 96 sites in a manner similar to that done earlier 
for the 32 sites. 

Because of the large variability in damage factors among sites 
and those adjacent to each other, it is recommended that project 
WIM data be collected for the design of a major improvement. 

Ultimately, the decision on how to group WIM stations in any 
state or locale falls under the purview of professionals who should 
use their experience and judgment. In this case, geographic region 
is the underlying common attribute by which the sites are grouped. 
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Although Florida finds a purely scientific clustering procedure un­
suitable, it is possible that another state may find it otherwise. 
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Objectives and Content of AASHTO 
Guide to Metric Conversion 

DANIELS. TURNER AND JAY K. LINDLY 

In response to congressional action and an executive order AASHTO 
formed a task force to investigate metrication. In its report, the task 
force recommended development of the AASHTO Guide to Metric 
Conversion. The guide, a document prepared to help steer the Amer­
ican highway industry through metric conversion, was prepared by 
the University of Alabama, through a contract with NCHRP. Chapters 
in the guide i~troduce the reasons for conversion, give examples of 
conversions by other nations, outline the steps in forming an agency 
conversion plan, give hints and suggestions, and provide checklists of 
suggested activities. Appendexes provide tables of metric conversion 
factors, critical geometric design criteria expressed in metric 4nits, 
and case studies that list conversion activities and estimated costs for 
two branches of highway agencies. Example materials taken from the 

· guide are discussed to illustrate the content of the document, which 
was published by AASHTO in 1993. 

The United States is converting to the metric system of weights 
and measures. Metrication was mandated by congressional legis­
lation and by an executive order. This change reflects two signif­
icant factors: the move toward a global economy and the fact that 
the world's measurement system is now metric. 

As of 1991, the United States was the only industrialized nation 
in the world that had not converted to metric (1). Congress, in 
adopting the Omnibus Trade and Competitiveness Act of 1988, 
amended the Metric Conversion Act of 1975 to require the federal 
government to convert to metric. Executive Order 12770 was is­
sued on July 25, 1991. It required federal agencies to convert to 
metric under the leadership of the Secretary of Commerce within 
a fixed period of time. 

In response to the congressional legislation and the executive 
order, FHWA formed a metric conversion plan that was approved 
on October 31, 1991. The plan called for an orderly series of 
conversion activities, terminating with a requirement that, after 
September 30, 1996, all direct federal and federal-aid construction 
contracts must be in metric. 

PURPOSE OF PAPER 

This paper was written to chronicle AASHTO's response to the 
federal metrication initiative and to introduce the AASHTO Guide 
to Metric Conversion. The objectives and content of the guide are 
covered in the remainder of this paper. 

AASHTO ACTIONS 

AASHTO's Standing Committee on Highways selected a metri­
cation task force in 1991 that was chaired by Robert L. Clevenger, 

Civil Engineering Department, University of Alabama, P.O. Box 870205, 
Tuscaloosa, Ala. 35487-0205. 

of the Colorado Department of Transportation. The task force was 
asked to work with FHWA to address the effects of converting to 
the metric system. 

The task force identified three primary issues for early attention: 
(a) timing-meeting the conversion schedule adopted by FHWA; 
(b) cost-looking for cost-effective approaches; and (c) public 
relations-having a public awareness/information program. After 
assessing the overall situation, the task force obtained a budget 
from AASHTO that allowed it to take several decisive actions: 

1. A resolution was prepared (and sent to the AASHTO policy 
committee) requesting the U.S. Department of Commerce to de­
velop and implement a public awareness program. 

2. A consultant was engaged to review the Canadian conversion 
experience and to prepare a summary report. The consultant also 
arranged a meeting between the task force and members of the 
Ontario Ministry of Transportation. 

3. Requests were sent to all AASHTO subcommittees request­
ing that hard and soft conversions be reviewed and that conversion 
factors be developed in each subcommittee's area of expertise. 

4. A second consultant was engaged to prepare a comprehensive 
metric conversion guide report. 

The task force continued to function throughout 1992, periodically 
reviewing the work of its consultants and otherwise helping po­
sition AASHTO and the American highway industry to move 
smoothly forward with metrication. The metrication guide was 
approved by the task force in early November 1992 and forwarded 
to AASHTO for review and printing. 

DEVELOPMENT OF AASHTO GUIDE 

In March 1991 NCHRP issued a contract to the Civil Engineer­
ing Department of the University of Alabama to develop the 
AASHTO Guide to Metric Conversion. 

The objective of the project was to develop a comprehensive 
guide document on metric conversion that could be considered for 
adoption by AASHTO. It would provide guidance to AASHTO 
and to national, state, and local transportation agencies on the 
planning, procedures, and actions necessary for conversion to met­
ric. Materials were to be included to emphasize aspects of cost 
minimization - that is, methods by which unit costs and total 

. costs could be reduced and possibly absorbed into the existing 
budgets of transportation agencies. 

Under the guidance of the NCHRP Project Panel, the university 
developed a draft outline of the proposed guide. It included a main 
report text providing an overview of factors to be considered, the 
planning to be accomplished by the various departments within 
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agencies, and the sequential steps necessary for a smooth conver­
sion. The planned report was also to summarize previous studies 
on metric conversion, to include several case studies on the con­
version of branches of modern state highway agencies, to include 
flow charts or critical path method (CPM) charts, and to transmit 
any of AASHTO's new metric criteria that might be adopted by 
the time the guide was published. 

Preparation of the guide was accomplished under the guidance 
of the NCHRP panel using the following work steps: 

1. A literature review was conducted, using automated and tra­
ditional search procedures, telephone calls to knowledgeable ex­
perts, and interviews. 

2. An outline was developed for the proposed report. It was 
annotated to show important topics and subtopics, and where pos­
sible it identified materials that could serve as source documents 
for preparation of each portion of the guide. 

3. The NCHRP project panel reviewed the draft outline and 
offered suggestions and improvements. 

4. The university prepared a list of key items for consideration 
for conversion. This list was organized by level of government, 
type of agency, highway functional area, and type of activity. The 
purpose was to begin developing categories of information for the 
guide. 

5. The university developed the first draft of the guide using 
the list of key considerations, the annotated outline, and the lit­
erature review. 

6. The NCHRP panel circulated the draft widely, gathered re­
view comments, and offered constructive criticisms. 

7. The university modified the draft document and provided a 
manuscript in a format suitable for publication by AASHTO. 

8. The NCHRP panel balloted and approved the manuscript. 
Likewise, AASHTO balloted and approved the manuscript. Fi­
nally, the guide was published and assimilated by AASHTO in 
the spring of 1993. 

The timetable for production of the guide was extremely com­
pressed. The contract was issued in March 1992. The goal of the 
university was to have a first draft ready in time for review before 
the AASHTO annual meeting in October 1992. This meant that 
the majority of the project work had to be completed within 6 
months. This somewhat constrained the number of activities that 
could be conducted and the amount of materials that could be 
placed within the guide. For example, the case studies were lim:.. 
ited to states already deeply involved in metric conversion, and 
those within reasonable travel distance from the university. It also 
made it very difficult to collect and publish new metric criteria 
adopted by AASHTO. Most of the committees and task forces 
that were charged to develop metric criteria could not finish the 
experience and submit their results for balloting before publication 
of the guide. 

CONTENT OF GUIDE 

The guide is organized to make key pieces of information easy to 
find. The material is arranged topically, with each chapter devoted 
to a separate subject. The broad topic areas include reasons for 
making the change, procedures for forming a plan, hints and sug­
gestions, and extensive checklists. 

Chapter 1 contains an introduction to metrication and enough 
historical and background information so the user can understand 
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why conversion is necessary. Important legislative and govern­
ment activities are also introduced. Chapter 2 outlines the metric 
conversion experiences of other nations. The successful conver­
sion of Canada in the mid- l 970s provided a good example for the 
United States. 

Chapter 3 lists the major steps in forming a metric conversion 
plan. Each step in the process is discussed sufficiently to guide 
agencies in forming their own plans. Practical hints and sugges­
tions have been grouped into Chapter 4. These are useful in choos­
ing strategies to enhance cost-effectiveness, improve timeliness, 
and avoid pitfalls. Chapter 5 contains extensive checklists of pos­
sible conversion activities. These are grouped by general process 
and by highway functional area. 

The appendexes include a list of state highway agency metric 
coordinators; a review of metric units, terms, symbols, and con­
version factors; example flow charts for conversion activities; in­
terim AASHTO metric criteria for geometric design; two cases 
studies of conversion plans for branches of state highway agen­
cies; and a bibliography of metric references. 

Chapter 1: Introduction 

Chapter 1 provides background information for metrication of the 
United States highway industry. It starts with an historical over­
view. The metric system started in France at about the time of the 
French Revolution (2). Over time it was improved and standard­
ized, and in 1960 the General Conference on Weights and Mea­
sures adopted the International System of Units. This version of 
metric is known by its abbreviation SI and is now the most-used 
measurement system in the world. 

Chapter 1 goes on to explain the necessity for conversion. With 
all of the world's other nations working in metric, U.S. businesses 
are at a distinct competitive disadvantage. This disadvantage will 
grow larger over time if the United States does not convert. 

Several benefits of metric conversion are discussed in this chap­
ter. These include international acceptance of metric, conversions 
already under way in the private sector; simplicity of use and 
calculations, and the opportunity to ''rationalize'' or redesign op­
erations during the conversion process. 

The majority of this chapter is spent outlining the legal basis 
for highway conversion. The Metric Conversion Act of 1975, the 
Omnibus Trade and Competitiveness Act of 1988, and Executive 
Order 12770 are explained. Department of Transportation (DOT) 
metric conversion planning guidelines and FHWA conversion ac­
tivities are also reviewed. 

Chapter 2: Conversion Experiences of Other Nations 

Chapter 2 draws from the conversion experiences of other nations 
to illustrate some of the aspects of metrication. A large number 
of nations made the conversion in the 1960s and 1970s. America's 
neighbor Canada had a conversion experience that was almost 
uniformly positive. The Roads and Transportation Association of 
Canada (the equivalent of AASHTO) let this change. The Cana­
dian experience provided many positive examples for America, 
including the following: 

• Architectural and engineering firms found that it took less 
than 1 week for staff members to learn to think and produce in 
metric. Most tradespeople were able to adapt within hours. 
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• The changeover of highway signs turned out to be the biggest 
"non-event" in the entire conversion experience (3), thanks to a 
thorough public awareness program. 

• The highest cost area was conversion of signs, followed by 
conversion of computer programs, then staff training, and public 
information. 

• Thorough planning and a good public awareness campaign 
improved the success of the metrication program. 

This chapter of the guide concludes by emphasizing three pri­
mary lessons found in the metrication of other nations: (a) met­
rication was not difficult once the decision was made to proceed, 
(b) the process should begin early because there is never too much 
time, and (c) strong leadership must be established at the top. 

Chapter 3: Forming a Metric Conversion Plan 

Chapter 3 establishes the broad general steps that are used to form 
metric conversion plans for individual ~gencies. Whether an 
agency is large or small, the same general steps are used, includ­
ing the following: 

•The agency leadership demonstrates metric support. 
• A metric coordinator is named. 
• A metric committee or work group is formed. 
• A study is undertaken to identify activities and programs sub­

ject to conversion. 
• An agency conversion plan and timetable are formulated. 
• Conversion responsibilities are assigned to individuals and 

sections of the agency. 
• Metric standards are established. 
• A public awareness program is planned and conducted. 
• Laws and statutes are revised to reflect metric units and to 

encourage the conversion process. 
• Coordination efforts are conducted with other government 

agencies, units of local government, industry, contractors, mate­
rials and equipment suppliers, professional organizations, utility 
firms, and others. 

• Metric training activities are conducted. 
• The plan is monitored and modified as necessary to ensure 

implementation. 

The chapter goes on to explain each of these basic steps. For 
example, qualifications and responsibilities of the metric coordi­
nator are discussed. This job probably will be a full-time respon­
sibility for at least the first portion of the conversion program. 
This individual should have the authority to make most metric 
decisions and may need a separate budget and staff members. This 
person should have a sound knowledge of the overall operation 
of the agency, a good working relationship with people, and a 
personal interest in the metric system (4). The primary job of the 
metric coordinator will .be organizing and leading the conversion. 
However, training and dispensing metric information will occupy 
large portions of this person's time. 

The remainder of this chapter amplifies the other steps in form­
ing and implementing the plan. For example, metric standards and 
criteria must be adopted during the early portion of the process. 
Otherwise, it is impossible to revise agency publications, speci­
fications, and other documents to conduct the conversion. Like-
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wise, changes to laws and regulations must begin early because 
these are normally time-consuming, lengthy experiences. 

An important part of the overall conversion is continuous and 
close coordination and liaison activities within each agency. The 
metric coordinator must be kept informed of each step during plan 
development and implementation by each section of the agency. 
The coordinator must ensure that every work unit is aware of the 
conversion plans and current status of every other unit, and of the 
agency as a whole. 

It is very important for each agency to develop information 
networks to provide coordination with affected groups. Other units 
of government (environmental organizations, policy organizations, 
permitting organizations, etc.) must be kept informed. Likewise, 
contractors' organizations, utility firms, consulting engineers, and 
many others must be aware of the conversion timetable so that 
they can plan their own conversions. It would not be realistic to 
expect contractors to suddenly begin building roads in metric 
without prior knowledge of the desired timetable. Other topics 
discussed in the chapter include methods for educating and train­
ing employees on metric issues and monitoring the conversion 
implementation program. 

Chapter 4: Hints and Suggestion 

Chapter 3 outlined the major steps in a typical metric conversion 
plan. Application of any step to a particular highway agency is a 
matter of preference and degree of emphasis necessary to fit the 
needs of that agency. Chapter 4 was written to provide helpful 
hints and suggestions to help agencies tailor and fine tune the 
contents of their conversion plans. 

This chapter contains a sampling of ideas from countries that 
already have converted and suggestions taken from current 
publications. A total of 15 major topics are discussed: 

• Computer programs and data bases, 
•Costs, 
• Conversion of historical data, 
• Discouraging use of dual units, 
• Equipment modifications and purchases, 
• Granting exceptions, 
• Flexibility of the plan, 
• Hard and soft criteria, 
• Materials, 
• Metric pilot projects, 
• Conversion of publications, 
• Rationalization, 
• Screening for errors, 
• Metric highway signs, and 
•Timing. 

For each of these topics, enough discussion is included to pro­
vide a rationale for forming a strategy. Reasons are often given 
why one type of conversion activity might be preferred over an­
other type. 

An example is the discussion on discouraging the use of dual 
units. The natural tendency for people is to prefer that dual (both 
U.S. and metric) units be used whenever possible. Unfortunately, 
as long as U.S. units are used (even in dual listings) people read 
only the numbers given in U.S. units. They will not convert. It is 
best to discourage dual listings. The FHWA plan indfcates that 
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dual measurements are to be avoided after.fiscal year 1993 unless 
it is determined to be beneficial in specific instances. (5). 

Chapter 5: Checklists 

Chapters contains a series of checklists that are provided as con­
venient reminders to those agencies preparing conversion plans. 
Two broad categories of checklists are presented: (a) general pro­
cesses and (b) highway agency functional areas. Highway agen­
cies of any size or any level of government may use the checklists 
to identify appropriate activities for their conversion plans. 

This chapter is the largest in the guide. This allows agencies 
ample opportunities to pick and choose from the suggested activ­
ities. The following general processes are covered: 

• Awareness and training; 
• Contracts; 
• Equipment; 
• Forffiats and forms; 
• Legislation and regulations; 
• Machinery; 
• Manuals and references; 
•Materials and supplies; 
• Output, communications, and publications; 
• Conversion management; 
• Standard specifications and policies; 
• Storage; and 
• Tools, jigs, and templates. 

In addition to the general topics, additional checklists are pro­
vided for the following highway functional areas: 

• Computer services; 
• Construction; 
•Environmental concerns; 
• Location, surveys, and photogrammetry; 
• Maintenance; 
• Materials; 
•Management systems; 
• Planning and coordination; 
• Preconstruction or design; 
•Research; 
• Right of way; and 
• Traffic engineering. 

These lists are not exhaustive, but they do include most of the 
functions and activities performed in a normal highway agency. 
These checklists should be considered only as starting points or 
reminders for the agency during preparation of its own unique 
plan. 

Appendix A: State Highway Agency Metric 
Coordinators 

Appendix A contains a list of the persons appointed as metric 
coordinators for the various state highway agencies. It also in­
cludes as resource persons three Canadian managers familiar with 
that country's conversion experience. The authors recognize that 
this list will rapidly become out of date. However, it provides 
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names, addresses, and telephone numbers that will be of great use 
during the early stages of conversion. It allows the state-level 
coordinators to telephone each other. It also provides local gov­
ernments and others possessing copies of the guide access to the 
appropriate state highway agency coordinators. This should pro­
vide timely access to information about ongoing conversion 
activities. 

Appendix B: Metric Units, Term, Symbols, and 
Conversion Factors 

FHWA has adopted the SI version of metric and has adopted the 
provisions of ASTM E380 Standards of Metric Practice as the 
authoritative reference to proper use of SI. This appendix contains 
extremely useful references to types of units, symbols, prefixes, 
pronunciations, and rules for writing metric symbols and names. 
It also contains useful tables of conversion factors from U.S. units 
to metric units. 

Appendix C: Example Flow Charts 

To assist in preparing conversion plans, Appendix C contains sev­
eral typical flow charts. Examples include two flow charts from 
the FHWA metrication plan. Several flow charts developed during 
the Canadian conversion are also displayed. These range from 
very simple overviews to complex CPM charts showing the ear­
liest and latest possible start dates for each conversion activity to 
complete all activities within the allotted time frame. 

Appendix D: AASHTO Metric Criteria and Controls 

Each AASHTO committee and task force was asked to recom­
mend metric criteria for its appropriate area. This appendix con­
tains the interim recommendations of the Subcommittee on De­
sign. These criteria have been approved by AASHTO and are 
tentatively scheduled for inclusion in the next version of the Green 
Book. 

Over time, virtually all AASHTO controls and criteria will be 
converted to metric. This will be a lengthy process requiring bal­
loting of the states. Some interim criteria might change as the 
states gain experience in using them. Although some of the new 
criteria are contained within the guide, readers are reminded to 
check with AASHTO for the most up-to-date criteria before ini­
tiating a design. 

Appendexes E and F: Case Studies 

Two cases studies are included in the guide. The first study doc­
uments the preparation of a metrication plan by the Maintenance 
Bureau of the Alabama Highway Department. The second case 
study involves development of a metrication plan for the Design 
Section of the North Carolina Department of Transportation. Each 
case study is presented in abbreviated form. 

For both states, a general description is included of the highway 
agency and the roadway system. Information is presented on the 
size and function of the bureau or section under study. This allows 
the reader to make comparisons with his or her own highway 
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agency. The steps undertaken during the studies and the resulting 
plans are summarized in these appendexes, and both include con­
version cost estimates. Of particular interest is the Alabama pre­
sentation of typical sign conversion costs. 

Appendix G: Partial Bibliography of Metric 
References 

The authors developed a limited bibliography of metric references. 
It is organized into categories on professional and technical so­
cieties, government publications, training information, general 
publications, and international publications. Overall, there are 
more than 100 references in this appendix. 

SUMMARY 

The metrication of the American highway industry will not be 
simple. It will require substantial commitments of time, resources, 
and management efforts. This paper introduces the AASHTO 
Guide to Metric Conversion, which has been prepared to facilitate 
the conversion. The guide is intended for highway agencies at all 
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levels of government, for the private sector, and for affiliated or­
ganizations. Its publication will provide an excellent starting place 
for conversion activities. 
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Can the Highway Community Be 
Ready for Metric By 1996? 

JAY K. LINDLY, DANIELS. TURNER, AND DAVID R. GEIGER 

Recent actions by Congress and the President are redirecting the 
United States transportation industry to design and construct metric 
highways in 1996. All federal lands highway and federal-aid construc­
tion projects advertised for bids after September 30, 1996, will be in 
metric units. The reasons for making metric conversions, the federal 
timetable for conversion, and a general conversion plan that can be 
used by highway agencies of all sizes are described. It is recom­
mended that readers obtain a copy of the AASHTO Guide to Metric 
Conversion, which was published in 1993. A public awareness cam­
paign by all levels of government is advocated to ensure that a public 
backlash to metrication does not occur. 

Recent actions by Congress and the President are redirecting the 
U.S. transportation industry to design and construct metric high­
ways in 1996. All federal lands highway and federal-aid construc­
tion projects advertised for bid after September 30, 1996, will be 
in metric units. Highway agencies presumably will wish to avoid 
the confusion of working in two separate systems, so it is assumed 
that by that date almost all highway projects will be designed and 
constructed in metric units. This paper will describe the reasons 
for making the metric conversion, the timetable for conversion, 
and the general plan that AASHTO and FHWA urge highway 
agencies to use in their cm:wersion processes. 

NCHRP and AASHTO are aware of the confusion that may be 
generated by the metric conversion announcement. Those organ­
izations worked on the AASHTO Guide to Metric Conversion, 
which was published in 1993. The guide contains background 
information, conversion tables, a conversion plan that can be fol­
lowed by highway agencies of any size, case studies, and cost 
estimates for important conversion steps. 

CAN IT BE DONE? 

Great Britain, Canada, South Africa, Australia, and New Zealand 
all converted to the metric system in the 1960s and 1970s. Their 
experiences contained many positive aspects and proved that 
conversion can be accomplished at relatively low cost. The Met­
ric Guide for Federal Construction highlights some of these 
findings (J). 

•There was no appreciable increase in either building design 
or construction cost, and conversion costs for most construction 
industry sectors were minimal or offset by _later savings. (This 
comment applies to all industries, not just· highway design 
construction.) 

J. K. Lindly and D.S. Turner, Civil Engineering Department, University 
of Alabama, Box 870205,_ Tuscaloosa, Ala. 35487-0205. D.R. Geiger, 
FHWA, U.S. Department of Transportation, 400 Seventh Street, S.W., 
Washington, D.C. 20590. 

• The architecture/engineering community liked metric dimen­
sioning because it was less prone to error and easier to use than 
feet and inches. Engineering calculations were also faster and 
more accurate because there were no unit conversions and no 
fractions. 

• Metric offered a one-time chance to reduce the many product 
sizes and shapes that have accumulated over the years but are no 
longer useful, thus saving production, inventory, and procurement 
costs. 

• Architecture/engineering firms in these countries found that it 
took a week or less for staff members to learn to think and pro­
duce in metric, and most tradespeople took only a few hours to 
adapt. 

Those nations have pointed the way to metrication in the United 
States. To paraphrase Canadian officials (2): metrication was eas­
ier than anticipated; it was primarily a matter of making the de­
cision to do it, then following through in a systematic manner. 

WHY SWITCH? 

The United States was the center of world commerce after World 
War II. Since that time, the European Community (EC) has over­
taken the United States as the world's largest market, Japan and 
other Pacific rim nations have emerged as fierce economic com­
petitors, and America's largest trading partners-Canada and 
Mexico-are predominantly metric countries. The share of the 
world's product types manufactured in the United States has 
shrunk from 75 to 25 percent since World War II (3), and metri­
cating its industries is essential to maintaining economic leader­
ship. A number of benefits that the United States can gain by 
converting to the metric system are discussed below. 

International Competitiveness 

The EC has indicated that it will not import nonmetric products 
after 1992. Japan has identified the nonmetric nature of U.S. prod­
ucts as a major impediment to their sale in Japan. All in all, it 
has become increasingly difficult for United States' products to 
compete in the international arena. 

Conversion by Private Sector Companies 

U.S. industries such as IBM and General Motors (GM) already 
have converted. GM was pleasantly surprised to find that conver­
sion costs were less than 1 percent of original estimates. The elim-
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ination of dual fastener sizes during metric conversion allowed 
IBM to reduce its total number of fasteners from 30,000 to 4,000. 
When the liquor industry converted, the number of container sizes 
dropped from 53 to 7 (J). 

System Simplicity 

Design and construction tasks eventually will be performed more 
efficiently because the metric system is simpler to use than the 
customary system. The metric system is decimally based, and there 
is no need to convert from one measurement unit to a different 
measurement unit. For example, the area of a billboard does not 
have to be obtained by multiplying 17 ft 43

/ 16 in. by 21 ft 811
/ 16 in. 

BACKGROUND 

Government and industry leaders have been urging America to 
switch to the metric system for almost 200 years. For example, 
Thomas Jefferson and John Quincy Adams were among the 
founding fathers who unsuccessfully lobbied the nation to convert. 
More unsuccessful attempts were made over the years, with the 
most recent failed effort taking place in 1975. The current push 
for the metric system started with congressional legislation in 
1988. 

Metric Conversion Act of 1975 

Congress passed legislation in 1975 (15 U.S.C. 2056) declaring a 
national policy to encourage and coordinate a shift to the metric 
system. Conformance with the plan was voluntary, and few in­
dustries made this important change. Additionally, the public vo­
cally expressed its desire not to convert. As a result, no significant 
move to metrication took place, and the experience left a bad taste 
in the mouths of those public agencies that had attempted con­
version and met public rejection. 

Omnibus Trade and Competitiveness Act of 1988 

The current move to the metric system was launched in 1988 with 
the amendment of the Metric Conversion Act of 1975 (the Act) 
by Section 5164(b) of the Trade and Competitiveness Act (Public 
Law I 00-418). As amended, the Act now designates the metric 
system as the preferred system of weights and measurements for 
U.S. trade and commerce. It requires each federal agency to use 
the metric system in its procurements, grants, and other business­
related activities to the extent economically feasible by the end of 
1992. However, conversion is not required when it is impractic­
able, likely to cause significant inefficiencies, or likely to cause 
loss of markets by U.S. firms, such as when foreign manufacturers 
are producing competing products in nonmetric units. 

The Controller General was named to review the implementa­
tion of the Act at the end of fiscal year 1992 and report to Con­
gress. The report would include recommendations for any further 
legislation. · 

The obvious objective of the Metric Conversion Act as now 
amended is to convert the United States to the metric system. The 
buying power of the federal government will be the impetus for 
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the change. Because it conducts extensive grant activities, the U.S. 
Department of Transportation (DOT) is included under the pro­
visions of the Act. 

Executive Order 12770 

The President's Executive Order 12770, Metric Usage in Federal 
Government Programs, was signed July 25, 1991 (4). It required 
all federal agencies to formulate metric transition plans by No­
vember 30, 1991, to accomplish the metrication aims of the 1988 
legislative amendment. 

Further, each federal agency is directed to seek the cooperation 
of federal, state, and local agencies to implement metric construc­
tion. Thus, state and local highway agencies will be affected 
through U.S. DOT and FHWA. As pointed out earlier, all federal­
aid projects must be advertised in metric units after September 
30, 1996. 

The Department of Commerce was given the task of coordi­
nating the effort. It was authorized to charter an interagency coun­
cil on metric policy; to issue guidelines, promulgate rules, and 
take other actions to implement the policy; and to report annually 
to the President about implementation status. On October 1, 1992, 
the Department of Commerce recommended additional measures 
and legislation to achieve the full economic benefits of metric 
usage. 

FEDERAL CONVERSION PLANS 

The 1988 legislation and Executive Order 12770 set September 
30, 1992, as the deadline for each federal government agency to 
begin using the metric system in procurements, grants, and other 
business-related activities: The Department of Commerce inter- · 
preted the 1992 deadline to mean that a schedule for conversion 
should be in place at that time, and some metric conversion ac­
tivities should be under way. 

The U.S. DOT is a federal agency and was thus required to 
adopt a metric conversion plan. FHWA is one of nine agencies of 
the U.S. DOT, and each one was required to create comprehensive 
conversion plans. 

FHWA Plan 

FHWA' s Metric Transition Plan was. approved by the Secretary of 
Transportation on October 31, 1991. It is a 5-year plan to convert 
FHWA activities and business operations to the metic system. 
FHWA has four major programs, including the federal-aid high­
way program. It is through this program that most of the impacts 
of metric conversion will be felt by state and local highway 
agencies. It is FHWA' s intent that all federal lands highways and 
federal-aid construction contracts advertised for bids after Septem­
ber 30, 1996, will contain only metric measurements. Thus, 
federal-aid projects let after that date at the state, county, and city 
level will all be affected. 

FHWA Timetable 

Table 1 presents a paraphrased version of FHWA' s metric tran­
sition timetable as published in the Federal Register (5). The 
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timetable has been criticized by several state and local highway 
agencies that totally objected to metric conversion. They indi­
cated a belief that conversion would be "impractical" or likely 
to cause "significant.inefficiencies" in the highway industry. They 
also object that if conversion must take place, the timetable does 
not give them enough time to complete the job. FHWA counters 
these arguments by stating its belief that the loss of inefficiencies 
will not be long term, significant, or compromising to public 
safety. As for timetable length, FHWA states that neither the De­
partment of Commerce nor Executive Order 12770 permits a 
longer time frame (5). 

Conversion Costs 

The Federal Register (5) makes reference to several studies of the 
cost of metric conversion. An ad hoc AASHTO Metrication Task 
Force in 1974 estimated the cost of metrication to federal, state, 
and local highway agencies at $200 million. The task force further 
predicted that signing changes would compose approximately 30 
percent of total conversion costs and would constitute the largest 
single requirement of funds. Creating and converting existing 
computer programs to metric was estimated to be 25 percent of 
total conversion costs. Training was estimated to consume 10 per­
cent of conversion monies. Revising and reprinting existing man­
uals, specifications, and standard plans were estimated at an ad­
ditional 10 percent. 

Two states provided more current cost estimates. One state 
highway agency from a slightly smaller-than-average state esti­
mated its total direct conversion costs at $9 million. Another state 
highway agency from an average-sized state estimated that con­
verting speed limit and distance signs would cost between 
$1 million and $4 million. 

FHWA Participation 

Although Congress has not authorized FHWA or any other federal 
agency special funding to provide reimbursement to states and 
local highway agencies for metric conversion costs, FHWA can 
participate in project-specific right of way, design, and construc­
tion costs. Therefore, FHWA will participate at the appropriate 
pro rata share for costs that state and local highway agencies incur 
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while changing highway signs to metric units under ex1stmg 
federal-aid categorical programs. As noted earlier, this is antici­
pated to be the most costly activity. 

Other Emphases 

The FHWA Metric Conversion Plan emphasizes several other 
guidelines, including the following: 

• ASTM-E380 is designated the authoritative reference for ap­
plying metric units and conversions. 

•Each FHWA region and division office has designated an in­
dividual to cooperate with state and local governments during 
their metric conversions. 

• FHWA intends to avoid the dual use of standard and metric 
measurements during the conversion process. 

• FHWA intends to convert historic records and data to metric 
units only when necessary for ongoing operations and future 
projections. 

• FHWA advises using ''hard'' metric conversions when ap­
propriate and to the extent practical. Hard conversion involves 
converting a customary measurement to its exact metric equiva­
_lent, then rounding the metric equivalent to a convenient value 
for actual use. For example. the exact or ''soft'' conversion of a 
12-ft lane width is 3.658 m. This is an odd number that is difficult 
to remember. A better idea is to round this to 3.50 or 3.75 m, 
which is a "hard" conversion. 

• FHWA believes that a campaign to make the public aware of 
metrication is imperative to allow it to become a part of the pro­
cess and to avoid a public backlash. 

CONVERSION DIFFICULTIES 

Because of the involvement of both Congress and the President 
and the buying power of federal agencies, the most recent U.S. 
conversion effort is far more likely to succeed than the 1975 at­
tempt. However, there are certain stumbling blocks to the con­
version effort. The following list is provided not as reasons to 
avoid participating in the metric conversion but as items highway 
agency administrators should be aware of when making genuine 
efforts to implement the policy: 

TABLE 1 FiiWA Metric Transition Timetable 

Program Elements/ Activities 

FHW A metric conversion plan. 

Initiate revision of pertinent laws and regulations that 
serve as barriers to metric conversion. 

Full metric conversion of FHW A manuals, documents, 
and publications. 

Full metric conversion of FHW A data collection and 
reporting. 

Newly authorized Federal Lands Highway and Federal­
aid construction contracts in metric units only. 

Target Dates 
(Completed) 

(Approved 10/31/91) 

(1991) 

1994 

1995 

September 30, 1996 
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• There is lack of a national awareness of metrication and na.., 
tional will to metricate. Public awareness campaigns and programs 
of public involvement will be required to interest the public in the 
conversion process. 

• Highway agency personnel still seem unsure that conversion 
will actually take place and may therefore not give their conver­
sion activities a high priority. 

• Highway agency personnel are concerned about a public 
backlash to conversion, the predictable negative reaction by the 
trucking industry, and the cost of conversion. 

• There appear to be few benefits to state and local highway 
agencies, whereas all benefits seem to go to those involved in 
international trade. 

As the preceding list indicates, there are many potential objections 
to highway metric conversion. All of them are extensions of the 
natural human resistance to change. A thoughtful, comprehensive 
conversion plan by state and local highway agencies will be re­
quired to ensure metrication' s success. 

FORMING A METRIC CONVERSION PLAN 

Each state, county, and city highway agency is unique in terms 
of its size, personnel, and the amount and type of roadway projects 
it~ constructs. For these reasons, plans may be expected to differ 
from agency to agency. Each agency's plan must meet its own 
unique needs. However, any agency must start its conversion plan 
the same way, by instilling a will to convert-a determination by 
both administrators and field personnel-to make the conversion 
a success. Once the importance of the conversion process is un­
derstood, the ease of making the conversion will be greatly 
enhanced. 

AASHTO's Guide to Metric Conversion will present a conver­
sion sequence that can be used by highway agencies of any size. 
Small agencies may not use all the steps; larger agencies may 
enlarge the steps or add further activities. An abbreviated list of 
the sequence found in the AASHTO guide follows: 

• The agency CEO demonstrates metric support. 
• A metric coordinator is named. 
• A metric committee or work group is formed. 
• A study identifies activities and programs to be converted. 
• An agency conversion plan and timetable are formulated. 
• Conversion responsibilities are assigned to individuals. 
• Metric standards are established. 
• A public awareness program is planned and conducted. 
• Laws and statutes are revised to reflect metric units and to 

encourage the conversion process. 
• Coordination efforts are conducted with other government 

agencies, industry, contractors, material and equipment suppliers, 
professional organizations, and others. 

• Metric training activities are conducted. 
• The plan is monitored and modified as necessary to ensure 

implementation. 
• Follow-up activities are conducted. 

Several state highway agencies already have recognized that 
significant time and effort will be required to make the conversion. 
They have learned from Canada (6) that it may take over 4 years 
to convert existing manuals, computer programs, and so forth. To 
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meet the October 1996 deadline, several states have already begun 
their efforts, two of which are used here as examples. The In­
diana Department of Transportation (IDOT) already has taken 
several steps. Topographic surveys are being performed already 
in metric units, and IDOT is rewriting their nine-volume design 
manual in metric units. IDOT intends to start their first metric 
design in November 1992. 

The North Carolina Department of Transportation (NCDOT) is 
another agency that has positioned itself well for metric conver­
sion. One of its first actions was to request the Institute for Trans­
portation and Education (ITRE) at the University of North Caro­
lina to evaluate the impacts of the metrication legislation and to 
recommend compliance approaches. NCDOT has appointed a 
metric coordinator, formed a metric committee, and expanded ma­
terials from the ITRE study to complete an agency conversion 
plan and a timetable that meets FHWA target dates. 

SUMMARY 

This paper has posed the question, ''Can the highway community 
be ready for metric by 1996?" The answer to this question is 
transparent: the highway community must be ready! 

The experiences of other nations, particularly the recent expe­
rience of Canada, have demonstrated that a large, industrialized 
nation can convert its highways from customary to metric units. 
U.S. DOT and FHWA have established schedules for completion 
of the federal highway metrication in the United States. FHWA is 
working with national organizations to convert the needed stan­
dards and computer programs to metric, and they will be working 
with state and local agencies to help them make their conversions. 

Although that framework has been established, strong leader­
ship from the Department of Commerce will be required to co­
ordinate metrication in various industries and to provide a much 
needed national public awareness campaign of metrication. State 
and local highway agencies must be convinced that metrication 
will happen and that federal agencies already have begun to lead 
the way. Highway agencies must encourage legislators to change 
or repeal existing laws and regulations written in the customary 
system of units. The task of changing legislation may be quite 
large, encompassing such areas as motor fuel tax units, speed limit 
signs, allowable axle weights, and commercial licenses. 

Everyone must be given time to become accustomed to the idea 
of metric highways. The public must feel that it has been given 
a choice in the matter or at least has been well informed of met­
rication before it takes place. Contractors, equipment, and material 
suppliers, and others directly related to the highway industry must 
be given time to make their adjustments. Even hotel and restaurant 
associations must be informed so that member establishments that 
are located on Interstate highways can modify their printed liter­
ature to identify their location at the new exit number. In short, 
education both within and outside the highway construction busi­
ness must begin now. 

The experience of other nations has shown that there is never 
enough lead time during the conversion to metrics. The time for 
U.S. highway agencies to start planning their conversion is now 
because 1996 is just around the corner. 
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