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Simulation Model for Evaluating the 
Performance of Emergency Response Fleets 

K. G. ZOGRAFOS, C. 00ULIGERIS, AND L. CHAOXI 

A simulation model for evaluating the performance of an emergency 
response fleet of an electric utility company is presented. The proposed 
model considers the spatial, temporal, and severity distribution of calls 
and has the capability to simulate alternative configurations of service 
districts and dispatching policies of the emergency response fleet. A 
nonstadonary Poisson process is used to simulate the temporal distri­
bution of service calls, whereas discrete simulation is employed for the 
spatial and severity distribution of the service calls. A mixed planar and 
network model is used to calculate the shortest travel time between the 
service calls and the location of emergency response vehicles. The 
model is validated on the basis of historical data. It is used to evaluate 
the relationship between fleet size and total incident service time and to 
compare alternative configurations of service districts for the same fleet 
size and dispatching policy. 

A central problem in managing spatially distributed emergency 
response operations, such as police, ambulance, fire, emergency 
repair, and roadway assistance, is to determine the number of 
mobile units (fleet size) that should be available to respond to emer­
gency calls, the service territories, and the dispatching strategies of 
the Emergency Response Units (ERUs) (1,2). The primary measure 
of effectiveness of an emergency response system is the minimiza­
tion of the average response time to emergency calls (1-3). Aver­
age response time depends on the spatial, temporal, and severity dis­
tribution of the service calls and the size and deployment strategy 
of the emergency response fleet (1,2). 

Thus, efficient deployment of an emergency response fleet 
requires examination of trade-offs between the cost of the emer­
gency response fleet operations, that is, the number of ER Us avail­
able for deployment, and resulting performance, or average re­
sponse time. Examination of this trade-off requires development of 
analytical tools that will be able to evaluate the performance of an 
emergency response mechanism for various levels of expected 
work load and manpower availability. 

The objective of this paper is to present a simulation tool, devel­
oped for evaluating the performance of alternative districting pat­
terns and fleet size of an emergency response system. The paper 
focuses on the development of the simulation model and its appli­
cation as an evaluation tool. The work presented is motivated by the 
emergency repair operations of a large utility company. The pro­
posed simulation tool is part of an integrated decision support sys­
tem ( 4) that was developed to help the service restoration managers 
improve the effectiveness of the utility's service restoration fleet. 
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EMERGENCY RESPONSE FLEET OPERA TIO NS 

The need for emergency response services arises when incidents 
requiring prompt response and attention occur randomly in space 
and time. Depending on the type of incident, whether a fire, med­
ical emergency, police emergency, emergency repair, or roadway 
incident, a mobile ERU should be dispatched to the scene of the in­
cident to offer the necessary services. A crucial parameter involved 
in the design and evaluation of emergency response operations is 
the total incident service time (TIST). TIST is defined as the time 
elapsed between the occurrence of an incident and the completion 
of requested services (3,4). 

TIST consists· of four time intervals. The first interval, TI> the 
incident detection and identification time, is determined by the time 
elapsed between the occurrence of an incident and the arrival of a 
call at a dispatching center announcing the incident and requesting 
services. The duration of T1 depends on the technology used to 
detect the incident (5). For certain types of incidents, there are 
opportunities for automatic incident detection, depending on the 
capacity of the switchboard receiving the incident calls and the tech­
nology used to associate calls with the location of the incident ( 6, 7). 

The second interval, T2, or the dispatch delay, is determined by 
the time elapsed between the detection and identification of the in­
cident and its assignment to the first available ERU. The magnitude 
of a dispatch delay depends on the ER Us' degree of use. In the case 
of a congested system, when the utilization rate of the servers 
exceeds a threshold value, the dispatch time is the major determi­
nant of response time (5-8). 

The third component, T3, is the time interval required by an ERU 
to. travel from its current location to the scene of the incident. The 
fourth interval, T4, involves the time that an ERU spends in provid­
ing the requested services. The duration of the incident service time 
depends mainly on the severity of the incident (1). 

TIST, and consequently the performance of the emergency 
response system, can be enhanced substantially by reducing dis­
patch delay (T2) and travel time (T3). Thus, any modeling effort 
regarding the improvement of the deployment of an emergency 
response fleet should take into account the interactions between the 
various components of the TIST and their effect on T2 and T3• 

PREVIOUS RELATED WORK 

Computer simulation methods have been used extensively to study 
the performance of emergency response systems and are described 
in the literature. Simulation models offer the capability to study the 
trade-off between the number of servers and TIST for complex, 
large-scale systems that are not amenable to exact queuing theory 
formulations .. In addition, simulation models can be used to evalu-



28 

ate the performance of alternative districting patterns generated by 
districting models. 

Savas (9) used simulation as a tool to perform a cost-effective­
ness analysis of New York's emergency ambulance services, 
thereby linking operations research models, decision making, and 
computer techniques. 

Larson (10) used the hypercube queuing model, which incorpo­
rates theoretical queuing theory results and simulation as a tool 
in dispatching of police patrol cars. Brandeau and Larson (11) 
extended the use of the hypercube model to the deployment of 
emergency ambulances. 

Ignall et al. (12) used simulation to suggest approximate analyt­
ical models to be used for police patrol and fire operations in New 
York City. The link between simulation and analytical models has 
been analyzed further and evaluated in a paper by Shantikumar and 
Sargent (13), in which several uses of these hybrid models are 
suggested. 

Green and Kolesar (14) have used simulation as a tool to evalu­
ate a multiple car dispatching model for police patrol. Their appli­
cation involved the police patrol fleet of New York City. 

Zografos et al. (5) developed a simulation model for studying the 
trade-off between freeway incident delay and the size of a freeway 
emergency response fleet, and for studying the effect of alternative 
dispatching strategies on the performance of the freeway emer­
gency response fleet. 

Goldberg et al. (15) developed a simulation model for evaluating 
alternative base locations for an emergency (paramedic) response 
fleet in Tucson, Arizona. 

Although emergency response systems share common character­
istics, operations cannot be simulated in a generic sense. Evaluation 
of the performance of different emergency response systems 
requires the development of simulation models that can capture the 
particular administrative, organizational, technical, technological, 
and operational characteristics of the system under consideration. In 
the emergency repair operations of electric utility companies, for 
example, there is no patrolling as in police and freeway incident 
management operations; there is no multiple vehicle dispatching as 
in fire, police, and freeway incident management operations; and 
the service unit does not necessarily return to its home base as in 
ambulance and fire protection operations. 

RELATIONSHIP BETWEEN DISTRICTING AND 
SIMULATION 

The proposed simulation model is part of an integrated decision 
support system that was developed to help managers of emergency 
repair operations in the electric utility industry to rationalize the 
deployment of an emergency repair fleet. The integrated decision 
support system for emergency repair operations consists of two 
interrelated modules: a districting module and a simulation module. 

For a service area consisting of a number of elementary spatial 
units (atoms) with a given level of emergency repair activity, the 
objective of the districting module is to determine contiguous, 
nonoverlapping repair service areas, or "truck-areas," in such a way 
as to minimize the weighted distance between atoms belonging to 
the truck-area and the center of the truck-area. 

Two more criteria can be incorporated into the districting model. 
The first criterion expresses the requirement of a balanced work 
load assignment between truck-areas, whereas the second criterion 
requires that the area of each truck-area be within a given percent­
age of the average. 
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The objective of the simulation module is to simulate service 
restoration operations within each truck-area generated by the dis­
tricting module. The proposed simulation model uses historical data 
describing the spatial, temporal, and priority distribution of emer­
gency repair calls and simulates alternative dispatching strategies 
for the emergency repair fleet. The output of the simulation module 
provides statistical information related to the performance of the 
service restoration units within each truck-area. The performance of 
the service restoration mechanism is evaluated in terms of the aver­
age dispatch, travel, and repair (DTR) time (i.e., the time interval 
between the identification of the service call and the completion of 
service). T1 is not included in the performance analysis because it is 
not affected by fleet size or the shape of the districts. 

SPATIAL, TEMPORAL, AND SEVERITY 
CHARACTERISTICS OF SERVICE REPAIR CALLS 

An essential step in developing the proposed simulation model was 
to understand the operations and the behavior of the service restora­
tion mechanism. That was done through an analysis of historical data 
describing the demand for repair services and the performance of the 
service restoration mechanism. The data base used for the analysis 
of the service restoration operations was provided by a major utility 
company. The data base included data covering a period of 1 year 
and each record of the data base corresponded to a call for an emer­
gency repair. Each record contained information regarding the time 
that the service call arrived at the dispatching center, the time that a 
work order (ticket) was generated for the call, the time that the ticket 
was assigned to a field repair unit, the time that the field unit arrived 
at the scene of the incident, and the time that the repair was com­
pleted. In addition, each record contained information describing the 
location of the call in terms of the X and Y coordinates of a major and 
a minor reference grid used by the company to identify its facilities 
and customers in the two-dimensional space. The size of the major 
grid was 1 mi2, whereas the size of the minor grid was 2,500 ft2

• 

Finally, each record included information describing the severity of 
the service call in terms of the type of the failure and the type of the 
equipment that failed. A separate data base providing information on 
the number of field units available on a shift basis per day was also 
provided by the same utility. 

Analysis of the data indicated statistically significant differences 
in terms of the spatial, temporal, and severity distribution of the ser­
vice restoration calls. Important information regarding service 
restoration operations was obtained by analyzing the duration of the 
repair for work orders of different priorities. In this case, it was 
found that the duration of the repair time was related to the severity 
of the incident (4). 

Information obtained from analysis of existing data was used to 
develop probability density functions describing (a) the temporal 
distribution of the service calls, (b) the spatial distribution of the ser­
vice calls, (c) the priority distribution of service calls, and (d) the 
distribution of the average repair time for service calls having dif­
ferent priorities. In addition, the average travel time between the 
centroids of the major grid atoms was calibrated using travel time 
information provided by the data base. 

STRUCTURE OF PROPOSED SIMULATION 
MODEL 

The simulation module input consists of the geographic definition 
of the truck areas generated by the districting module and the travel 
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speed information for the links of the underlying transportation net­
work. The input information is provided for all three shifts and for 
the entire area under consideration. The output of the simulation 
program provides the statistics describing the performance of the 
service restoration mechanism (i.e., the statistics of the total inci­
dent response time and its components). Figure 1 shows the rela­
tionship between the various components of the simulation module 
at a macroscopic level. 

The proposed simulation program offers the opportunity to sim­
ulate a wide range of operational characteristics of the service 
restoration mechanism. The alternative simulations can be run by 
varying a set of control data in a control input file. 

On a more detailed level, the simulation module proceeds as fol­
lows: from the given data base, the priority distribution of service 
calls per shift is calculated for the whole area under consideration. 
Furthermore, the priority and type of service call distributions are 
calculated for each shift. On the basis of the calculated distributions 
and information regarding geographic and operational characteris­
tics of the subarea, which is provided in control parameter input 
files, the following are calculated: 

1. Repair time distribution for a given subarea, shift, priority, 
and type of service call; 

2. Spatial distribution of service calls for a given shift, priority, 
and type; 

3. Temporal distribution of service calls; and 
4. Travel time matrix for the three shifts. 

Once all the necessary distributions have been defined and cal­
culated, the program proceeds with the generation of the following: 

1. Calls on a shift basis; 
2. Calls by priority; 
3. Calls by type; 
4. Call locations; and 
5. Exact service call coordinates within the corresponding atom, 

using a uniform distribution. 

I 
DATABASE 

I 

I 

CONFIGURATION -FOR SHIFT 1 

,. 

MAIN 
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The simulation program continues with the assignment of a ser­
vice call to a particular service unit according to the defined dis­
patching policy. The activity of the ERU is followed throughout its 
shift. Any unfinished work load is transferred to the next shift. Per­
formance and utilization statistics are gathered throughout the 
process. Figure 2 shows the detailed structure of the proposed 
simulation model. A 10-min delay is assigned to each ticket to 
compensate for T0• Tickets are served according to their priority. 
Unserved tickets are transferred to the next shift. 

Temporal Generation of Calls 

Analysis of historical data describing the arrival of the service calls 
to the switchboard of the emergency repair system revealed that 
arrival of service calls can be described by a nonstationary Poisson 
process. 

Therefore, a nonstationary Poisson process with rate A.(t) was 
used to fit the service call arrival rate data (16). The rate A.(t) was 
expressed by a polynomial function of the form 

A(t) = !,a;t; 
i=O 

where the constants a; and the order n of the polynomial were cal­
culated on the basis of the best fit to the historical data. 

The generation of the temporal distribution of the service calls re­
quires the solution of the following problem: 

Given the instant t; of the arrival of the ith call, find t;+ 1 = t; +flt 
(i.e., find the time of the next service call arrival). 

From the nonstationary Poisson process, the distribution of an in­
terval (t;, t ;+ 1) is given by 

[ ft+iit ] 
i; = F(t, flt) = 1 - exp -

1 

A(T)dT 

From the time interval distribution we get 

CONTROL 
PARAMETERS 
FOR 
SIMULATION 

I 
GEOGRAPHIC 
AND TRAFFIC - INFORMATION FOR 
SHIFT 1 

,, 

4-
GEOGRAPHIC 

CONFIGURATION ~ SIMULATION -
AND TRAFFIC 
INFORMATION FOR FORSHIFT2 ___. PROGRAM -

4- SHIFf 3 

t 
GEOGRAPHIC 

CONFIGURATION PERFORMANCE - AND TRAFFIC 
FOR SHIFT 3 - STATISTICS INFORMATION FOR 

TIST SHIFT 1 
AND ITS 
COMPONENTS 

FIGURE 1 Interdependencies in the simulation mode. 
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J
t;+L1t 

- ln(l - t) = >.:rdT 
t; 
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BEGIN 

INPUT DATA 

CALCULATE TRAVEL TIME MATRIX FOR 3 SHIFTS 

GENERATE CALLS FOR ONE SHIFT 

FOR EACH CALL, GENERATE PRIORITY, TYPE 
OF TICKET AND LOCATION 

ADD THE UNFINISHED CALLS FROM LAST 
SHIFT TO THIS SHIFT 

DETERMINE THE AREA NO. FOR EACH CALL 

i=l 

NO 

THE AVAILABLE TIME 
FOR ERU i IS THE TIME 
NEXT CALL ARRIVES 

+IO MINUTES 

DETERMINE THE POLICY AND THE HIGHEST PRIORITY 
IN THE QUEUE 

SELECT THE CALL WITH THAT PRIORITY TO SERVE 

CALCULATE THE TRAVEL TIME AND DETERMINE i...--------' 
THE NEXT AVAILABLE TIME 

NO 

NO 

NO 
FINISH SIMULATION? 

RECORD STATISTICS 

FIGURE 2 Flowchart for the simulation of 1 day of operations. 

and the updating procedure of the algorithm. Let 6.t be a chosen 
small increment. 

3. On the basis of the chosen Mand Simpson's rule, calculate 

The following computational procedure was used to determine 
the interval M: 

1. Generate a uniform random number t. 
2. Calculate z1 = ln(l - t), and let z2 = 0, t;o = t;. These are the 

initialization conditions for dummy variables z2 and t;o, which are 
used subsequently for the determination of the stopping criterion 

Let Z2 = Z2 + 6.z2 and t;o = t;o + 26.t. 

4. If z2 2: Zi. there is a need to get a smaller increase by interpo­
lation, then 
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else go to Step 3. 
5. End. 

The procedure described above provides a stable solution to the 
temporal generation of calls. 

Spatial Generation of Calls 

A two-step procedure was used for the spatial generation of the ser­
vice calls. First, the atom to which a call belongs was specified, and 
then the exact location within a specific atom was determined. To 
generate service calls in atoms, a discrete probability distribution 
was used. 

The next step proceeds with the uniform generation of the service 
call within the specific atom of area A, as determined in the previ­
ous step. A common procedure to generate a point uniformly in an 
atom of area A requires first the generation of a point within a rect­
angle that covers the given region and then a check to determine 
whether the point is located within the specific atom (17). This two­
step procedure is repeated until a candidate point is finally accept­
able (i.e., located within the atom). 

For this paper, a new procedure is used, which assigns two ran­
dom numbers to a corresponding point in the given atom of area A 
without the need for an iteration and checking procedure. 

Because most of the atoms met in practical problems can be 
described or closely approximated as polygons, the problem is for­
mulated for a polygon, which is described by the N counterclock­
wise-ordered vertices (xi. y 1), (x2, y2), ••• , (x;, y;), ... , (xN, YN). We 
assume that a point (x0, y0) can be selected within the polygon so 
that the segment line (x0, y0) - (x;, y;) is located within the polygon 
for i = 1, 2, ... , N (Figure 3a). A ray from (x0, y0) intersects the 
polygon at only one point. Let us denote the following: 

A; = area defined by the triangle with vertices at (x0, y0), (x;, y;), 
and (xi+i. Y;+ 1) (Figure 3b); 

A, = Lf=i A;, the total ~ea of the polygon; 
B; = (Lj= 1 Ai)IA,, the fraction of the polygon area in the first i tri­

angles; and 
Bo= 0. 

The procedure is described as follows: First, generate a pair of 
uniformly distributed random numbers (Ri. R2) in (0, 1). Second, 
find the location of R1 among the B;. If B;- 1 :5 R 1 :5 B;, calculate 
a, x ', y' such that 

a= R1 -B;-1 
B;-B;-1 

x' = X; + a(X;+J - X;) 

y' = Y; + a(y;+1 - X;) 

The desired point (x, y) is given by 

x = Xo +\/R; (x' -xo), Y =Yo +\/R; (y' -yo) 
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(a) 

(x',y') 

(b) 

FIGURE3 Uniform generation of calls within an atom. 

This procedure directly generates points within the polygon with­
out the need to check for acceptance or rejection of a certain point 
and the subsequently required iteration. 

Priority, Type, and Repair Time Generation of Calls 

A discrete distribution based on historical-data is used to generate 
the priority of the service calls, the type of service calls of a certain 
priority, and the repair time of the service calls for a given shift, 
priority, and type. 

Travel Time Estimation 

The travel time estimation involves two steps. First, the travel time 
between the centroid of the atom where an ERU is located and the 
centroid of the atom where the service call originated is calculated. 
Second, the travel time from the actual location of the ERU and the 
service call to the corresponding centroid is calculated. The calcu­
lation of the travel time between the centroids of all atoms results 
in a travel time matrix whose elements are stored in a working file. 
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The matrix is calculated once for each shift. When a call is gener­
ated, the program identifies the atoms where the call and the ER Us 
are located and reads the corresponding travel time from the travel 
time matrix. 

For the estimation of the shortest travel time matrix, all atoms are 
represented by the centroid (x*, y*) of the atom. 

Because of the nature of the underlying transportation network 
(i.e., regular grid pattern), the Manhattan metric was selected to 
represent the distance for the surface street system of the network 
(i.e., local streets and main arteries). When the assumption of the 
regular grid pattern is violated because of travel on freeways, the 
existence of barriers to movement, a rural area's sparse road net­
work, or for other reasons, special links are defined, and the network 
that was created by the special links is superimposed on the plane. 
Special links for freeways were defined by nodes representing 
entrance points to the freeway and the centroids of the neighboring 
atoms of the freeway. Special links around barriers were generated 
by a procedure described by Larson and Li (18). 

Travel speed data for local streets, arterials, and freeways were 
collected for different hours of the day. For the surface street sys­
tem, average travel speeds for each shift along the two major direc­
tions in the area (vx, vy) (the X axis corresponds to an east-west 
movement and the Y axis to a north-south movement) were obtained 
from the utility's personnel. 

Arterial street speeds first were translated into equivalent local 
street speeds. 

For freeway links, an average travel speed, v, for each shift 
was used; whereas for the special links, an average speed, Va, for 
each shift was used. An algorithm is used to find the shortest travel 
time between all pairs of nodes and to determine the travel time 
matrix. 

Given the atom center coordinate (x;, y;), the average travel speed 
(vx;• vy) within the atom, the coordinates of freeway points, and the 
allowable travel directions on it (entrance, exit, or both), the aver­
age travel speeds between two freeway points, special link infor­
mation, and the travel speeds on special links, the following 
algorithm determines the travel time matrix, 

1. Initialize travel matrix: TiJ = oo. 

2. Calculate the travel time for each link. 

For link i-j connecting the centroids of atoms i and}, we use the 
weighted travel speeds: 

where a.; is the percentage of the distance between the two atom cen­
troids that belongs to atom i (2). 

For atom i with centroid coordinates (x;, y;) to freeway point 
link} with coordinates (xj, y) (note that freeway points are treated 
as centroids ~f atoms), use the average speed (vxi' vy) within the 
atom: 

For a freeway point link connecting points (x;, y;) to (xj, y), use 
given speed v: 
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For special links connecting points (x;, y;) to (xj, yj), use given 
average speed va: 

V (x; - xj)2 + (y; -yj)2 

Tij= ~~~~~~~~-
Va 

3. Find the shortest way between all pairs of nodes using Floyd's 
algorithm (a node is the centroid of an atom or a freeway point). 

CASE STUDY 

The simulation model described in the previous section was used to 
examine the trade-off between the number of available ERUs and 
the service restoration time and to evaluate the effectiveness of alter­
native dispatching and districting patterns produced by the solution 
of the districting problem. Initially, the simulation model was vali­
dated in terms of its capability to reproduce the inputs of the simu­
lation process (i.e., temporal, spatial, and priority distribution of 
calls and distribution of the duration of the repair time). Statistical 
significance tests were performed to compare the means of the sim­
ulated and observed data for various shifts and districts of the study 
area. The results of the tests suggest that there is no statistically 
significant difference between the observed and simulated data. 

The model is applicable to any type of area, transportation net­
work, and population density. The calibration of the specific pa­
rameters is subject, however, to a case-by-case validation. 

The validated model was used to study the relationship between 
the number of available ERUs (the fleet size) and the performance 
of the service restoration mechanism, as it is manifested by the 
duration ofDTR time and its components T2 , T3 , and T4 • First-come­
first-served (FCFS) and nearest neighbor (NN) policies were used 
for the evaluation. Two distinct districting procedures were evalu­
ated: constrained districting and unconstrained districting. Accord­
ing to constrained districting, the whole districting was divided by 
the utility personnel in three subdistricts, which satisfied their pre­
vious organizational and managerial structure, and then the model 
was used independently in each subdistrict. In unconstrained dis­
tricting, the whole district was divided optimally into truck areas 
according to our model. 

Figures 4 through 7 summarize the results of the evaluation for a 
particular district, for various numbers of ER Us, and compare them 
with results for the current districting pattern. The results presented 
involve Shift 1 (7 a.m.-3 p.m.) and are run for N = 11-17. The cur­
rent districting pattern has N = 14. A first result emerging from this 
analysis is that the average total DTR time decreases as the number 
of servers increases. The reduction is attributed mainly to the 
reduction of the dispatch delay (T2) component. The equalization of 
work load achieved by the districting module has a very clear 
impact on T2; reductions in travel time are not that significant. The 
differences in average time shown in these figures were found to be 
statistically significant at the a. = 0.05 level. 

The results of the comparisons suggest that the new districting 
patterns lead to a more efficient performance of the service restora­
tion mechanism, which is manifested through a statistically sig­
nificant (a. = 0.05) reduction of the average DTR time for the 
same number of servers. In most cases, as many as two ERUs can 
be removed before any change in quality of service, as it is mani­
fested by the value of DTR. Given the cost of operating each ERU, 
one can easily determine the cost savings from observed reductions 
in fleet size. 
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FIGURE 4 Relationship between DTR and number of ER Us 
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FIGURE 7 Relationship between DTR and number of ER Us (constrained 
districting, NN, Shift 1). 

A comparison of the results of constrained and unconstrained dis­
tricting indicates that unconstrained districting (Figures 4 and 5) 
provides better performance than constrained districting (Figures 
6 and 7). 

A comparison of the results of FCFS and NN policies indicates 
that NN gives consistently better results than FCFS, especially when 
the work load becomes very high (as with a small number of trucks). 

CONCLUDING REMARKS 

A simulation model for evaluating operations of the emergency re­
pair fleet of an electric utility company was presented. The proposed 
simulation model has the capability to simulate alternative dis­
patching strategies (i.e., FCFS, NN, and their combinations). It is 
able to evaluate the performance of the emergency repair fleet in 
terms of the duration of DTR time. The model provides utility com­
panies with an effective analysis and decision-making tool. Sample 
applications of the simulation model include an examination of the 
trade-offs between fleet size and duration of DTR, evaluation of 
alternative designs of service restoration districts, and examination 
of the effectiveness of alternative dispatching policies under 
various conditions of temporal, spatial, and severity distributions of 
service calls. 
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