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Foreword 

The papers contained in this volume focus on the applications of modeling techniques to various 
aspects of transportation. 

One paper discusses the applications of a travel forecasting model to transit system applications. 
Other papers discuss modeling of travel demand to analyze the effects of new transportation policies 
on travel patterns and modeling of travel behavior for various aspects of transportation control mea
sures. Also included are a simulation for evaluating performance of emerging response fleets, a model 
for vehicle sizing for bus transit networks, a model for forecasting transit ridership based on the 
Seattle experience, and a control model addressing the dynamic freeway control process. 

The final paper presents a discussion of the potential of implementing multimodal planning and 
programming. 

v 
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Assessing User Benefits of Transit 
System Improvements with Spatially 
Varying Demands 

ALAN J. HOROWITZ 

Transit planners recognize that spatially varying demands affect the 
assessment of transit system alternatives. However, they do not yet 
possess the tools necessary to properly determine the effects of th_e vari
ation on estimates of user benefits. An extended measure of user bene
fits that is consistent with net consumer surplus from classical economic 
theory is presented. Also presented is the structure of a travel forecast
ing model that can show the effects of activity allocation, trip distribu
tion and route choice on net consumer surplus. Individual components 
of the model have already been extensively tested in practice and are 
described in the academic literature, but the transit ridership properties 
of the model, as a whole, have not been established. The model is capa
ble of finding a joint equilibrium solution between activity allocation, 
mode split, trip distribution, and traffic assignment. Tests of the model 
on real networks indicate that spatial redistribution of activities result
ing from a transit service improvement can be large enough to deter
mine whether the improvement should be implemented. 

The measurement of user benefits and its role in transit decision 
making has recently become a hotly debated subject (1). Some of 
the debate relates to issues of integrity and competence, which can
not be resolved by better measurement methods. However, many 
remaining issues could be resolved by adopting the best available 
forecasting techniques, applying them properly, and developing 
good indicators of user benefits. 

Two closely related arguments have attracted considerable atten
tion from planners and researchers. First is the contention that 
improvements in transportation systems, such as increases in capac
ity, may not always result in improved user benefits. Some econo
mists argue that demand can become so elastic that an improvement 
can attract too many users in the long term, causing the whole sys
tem to operate less efficiently than before (2). That argument is 
counterintuitive and unlikely to apply to transit system improve
ments, but it focuses renewed attention on the nature of travel 
demand and how it affects user benefits. For example, correct 
assumptions regarding demand elasticity may give lower estimates 
of benefits than would result if current ways of thinking were 
applied. 

Second, some communities have requested funds for transit sys
tem expansion despite poor ridership forecasts. Leaders of the com
munities have argued that there is an intrinsic relationship between 
transit supply and the long-term distribution of activities in their 
region. It is further argued that we do not yet possess the method
ology to measure that relationship, so user benefits must be greater 
than indicated. Although that argument seems plausible, it lacks 
convincing verification. 

Center for Urban Transportation Studies, University of Wisconsin
Milwaukee, EMS Building, Room E 387, P.O. Box 784, Milwaukee, Wis. 
53201. 

Both arguments could be laid to rest, at least partially, by fore
casting models that properly reflect the amount of elasticity found 
in an actual transportation system. At least such a model must be 
able to achieve a joint equilibrium solution between mode split, trip 
distribution, activity allocation, and highway traffic assignment
all with sufficiently realistic relationships. Although the individual 
components of such a model have been identified for almost two 
decades, it is only recently that equilibrium solutions satisfying 
Wardrop's first principle could be obtained. 

This paper describes the overall structure of such a model and 
explains how it might be operated and validated. Tests are then per
formed to identify the likely "winners" of the two arguments. 

NET CONSUMER SURPLUS OF SERVICE 
CHANGES 

User benefits are those that result from increased accessibility when 
a transit system improves. Benefits accrue to a transit patron be
cause a trip can be made with less cost or greater convenience. Ben
efits also can accrue to an automobile driver or a passenger, because 
there might be less congestion on some streets. Furthermore, bene
fits could accrue to a traveler who chooses to make an additional trip 
by either mode or to switch modes. 

Many benefit studies in the past determined that the greater user 
benefit resulting from a transportation system improvement is travel 
time savings. Additional user benefits include user savings from 
lower costs of fuel, tolls, fares, and vehicle maintenance. In addi
tion, intangible user benefits could include travel comfort and the 
ability either to make entirely new trips or to satisfy old trip pur
poses by traveling to a better, but more distant, destination. 

In our largest cities, there is increasing interest in transit's impact 
on traffic congestion. There are two aspects of this impact: (a) 
degradation of traffic flow associated with buses sharing roads with 
automobiles and (b) improvements in traffic flow that might occur 
if some drivers could be persuaded to take transit. Both of these 
effects, which are components of user benefits, can be measured 
with the proper methodology. 

Economists tell us that user benefits of any public project can be 
ascertained by calculating net consumer surplus. Consumer surplus 
is the difference between the amount an individual is willing to pay 
for a good and the amount the individual actually pays. Net con
sumer surplus is the change in consumer surplus caused by the pub
lic project. 

When dealing exclusively with highway travel, it is sometimes 
possible to estimate user benefits by adding in?ividual c~~pone~ts. 
However, transit benefits are far more complicated, so it is easiest 
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to estimate directly the net consumer surplus of the system change 
from a travel forecasting model. If calculated correctly, net con
sumer surplus will include all of the previously cited benefits, both 
tangible and intangible. 

Classical economic theory deals mainly with changes in price. 
Clearly, benefits still can accrue to transit users even if fare is con
stant, such as with improved headways, elimination of transfers, 
faster speeds, or line extensions. Some service improvements can 
reduce the duration of trips; other service changes improve the con
venience of trips. It is important to include these nonmonetary 
changes in any estimate of net consumer surplus. 

For any given transit trip, it is possible to calculate a comprehen
sive measure of its costs and inconveniences, that is, the trip's dis
utility. Disutility is most easily interpreted when it is expressed in 
units of automobile riding time. A typical disutility function would 
look like this: 

Disutility = automobile riding time 

+ (transit riding time)(transit riding weight) 

+ (walking time)(walking weight) 

+ (waiting time)(waiting weight) 

+ (transfer time)(transfer weight) 

+ initial wait penalty + first transfer penalty 

+ second transfer penalty 

.+ [fare/( value of time)] + [(tolls + parking costs 

+ vehicle operating costs)/( value of time)] 

+ [(vehicle ownership costs)/(value of time)] (1) 

In this equation, the value of time is the rate at which travelers 
would be willing to trade money for time. Typical values of weights 
and penalties are given in Table 1. The weights originally were 
derived through a psychological scaling experiment (3,4), but they 
are consistent with weights observed from the calibration of mode 
split models and have been adopted widely for travel forecasting. 

Equation 1 deals exclusively with cost and convenience issues. 
Additional terms could be provided for other significant elements 
of comfort, such as protection from inclement weather and privacy. 

The only vehicle ownership costs that should be included in 
Equation 1 are those that can be attributed to a single trip. Because 
it has been found that travelers do not correctly perceive the full 
value of their vehicle ownership costs while making mode choice 
decisions, this term is often omitted. 

Travelers have a willingness-to-pay in units of travel time (5). 
They will choose to ride only if the disutility of travel (in time units) 
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is less than their willingness-to-pay (in time units). Consequently, 
any traveler must possess a consumer surplus of disutility. That 
disutility may be expressed mathematically as time savings, or it 
can be conve~ed to monetary units by multiplying time savings by 
the value of time. For this research, consumer surplus is left in time 
units to avoid complications associated with time valuation. 

A disutility measure of consumer surplus is shown in Figure 1 for 
a single trip. A demand curve represents the relationship between 
numbers of trips and trip disutility, expressed in time units. Point 1 
represents the original dis utility and number of riders taking the trip. 
Point 2 indicates a new disutility and the number of riders after a 
service change, such as shortening the headway. Because of the ser
vice improvement, more people have chosen to take the trip. Some 
new riders switched from the automobile, some new riders have 
changed their choice of destination, and some new riders are mak
ing an entirely new trip. T1 is the original dis utility, and T2 is the new 
disutility. All of the old riders receive windfall consumer surplus of 
T1 - T2• The windfall is shown as the shaded area A. New riders 
have a net consumer surplus represented by the shaded area B. The 
new riders' net consumer surplus is almost a triangular area. Con
sequently, the total consumer surplus could be found from the 
roughly trapezoidal, combined area: 

(2) 

Net consumer surplus may be found by subdividing the shaded area 
into several flat and wide trapezoids and adding their areas, as 
shown in Figure 2. The process of finding the area of several smaller 
trapezoids can be expressed mathematically as: 

J
T2 

Net consumer surplus = - Q(T) dT 
T1 

FIGURE 1 Net consumer surplus of 
trips by a single mode and origin
destination pair. 

(3) 

TABLE 1 Typical Weights and Penalties for Travel Disutility 

Weight or Penalty 

Transit Riding Weight 
Walking Weight (good weather) 
Waiting Weight 
Transfer Weight 
Initial Weight Penalty 
Transfer Penalty (first or second) 
Value of Time 

Value 
I + 2.0 x (fraction of person-time standing) 
1.3 
1.9 
1.6 
8.4 minutes 
23 minutes 
0.167 to 0.333 of the average wage of choice riders 
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FIGURE 2 Integrating net 
consumer surplus with trapezoids. 

where Q(T) is ridership as a function of disutility (6). Because of 
the integral sign, Equation 3 looks more complicated than it really 
is. Integral calculus is never actually used to perform such a com
putation. Instead, one would simply divide the service change into 
several small increments and compute the net consumer surplus 
with Equation 2 as each increment is applied. 

In a multimodal transportation system it is necessary to sum the 
net consumer surplus over all possible modes. For example, high
way traffic could decline slightly as the result of the service im
provement illustrated in Figure 1. Total net consumer surplus for the 
whole system can be found from the relationship 

f 
T2mij 

Net consumer surplus= - I I I Qm;/T) dT 
m i j Timi} 

(4) 

for all modes m, all origins i, and all destinations j. As before, the 
integral is performed by summing the areas of flat, wide trapezoids 
(7). Unlike the example in Figure 1, Equation 4 also applies to 
modes that result in losses for users. For example, a highway sys
tem can contribute positively to consumer surplus by congestion 
relief while still giving some of its users to the transit system. Those 
highway users that remain will realize a windfall consumer surplus 
equal"to the travel time reduction for the trip. Drivers choosing to 
switch paths are also counted properly by Equation 4. 

It is sometimes useful to break net consumer surplus into com
ponents to determine the primary sources of the benefits. For exam
ple, highway consumer surplus may be differentiated from transit 
consumer surplus. 

FORECASTING TRANSIT RIDERSIDP 
WITH SPATIALLY VARYING DEMANDS 

A travel forecast that can properly measure net consumer surplus is 
only slightly more difficult than a conventional forecast, provided 
care is taken to compute the necessary values of disutility and 
demand for all modes. The model described in the following para
graphs should be considered a reasonable way of doing travel fore
casting, but it is certainly not the only way, and it may not even be 
the best way. The model is an assemblage of tried-and-true compo
nents from current planning practice and the academic literature. 
Techniques that are now considered experimental niay later prove 
to be more accurate. However, it is important for the purposes of 
this research to adopt only components that have achieved a con
sensus as to their validity. 

The travel forecasting model was custom built for this research, 
because there are not any commercial forecasting packages that 
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contain all the necessary elements. Nonetheless, each separate com
ponent should be considered off-the-shelf technology, even if the 
.entire package seems unusually complex. The activity allocation 
step was adapted from source code of the Highway Land Use Fore
casting Model II, and the traffic and transit forecasting components 
were taken from the source code of the Quick Response System IL 
The various pieces were compiled into a single executable module. 
The pieces are discussed briefly in the following paragraphs. 

Activity Allocation Issues 

The allocation of activities throughout a region must be sensitive to 
the quality of transportation services. The most widely researched 
way of achieving that sensitivity is the Lowry land use model (8,9). 
The Lowry-Garin model, specifically implemented for this paper, is 
shown in Figure 3. The underlying mathematical relationships have 
been described elsewhere (10, 11). Other land use formulations exist 
that are based on similar principles. 

A Lowry-Garin model allocates residences proximately to 
workplaces and allocates services proximately to their markets. 
Within a Lowry-type model, services are defined as those employ
ers who derive their income from within the region and who are 
sensitive to the locations of their customers. Services are further 
subdivided into two classes: (a) those that serve people and tend to 
locate proximately to concentrations of population and (b) those 
that serve businesses and tend to locate proximately to concentra
tions of employees. 

Population is allocated to zones with a residential location model 
on the basis of the residential attractiveness of the zone (typically, 
net developable area) and on the basis of the disutility of travel 
between the zone of residence and all zones of employment. Ser
vices are allocated to zones in much the same way as residences are 
allocated to zones, considering both service attractiveness and the 
disutility of travel. 

A Lowry-type model cannot allocate "basic" industries (busi
nesses that derive their income from outside the region), so their 
locations must be provided as input. 

Lowry-type models become computationally messy because 
services themselves must be served and because services have em
ployees needing residences. Consequently, Lowry-type models 
simultaneously solve for the number of people and the number of 
service employees in every zone. Such a solution requires a large 
amount of computation, especially if the model must also resolve 
conflicts over land, satisfy hard constraints on population or on ser
vice employment, or introduce agglomeration·effects. 

Once population and services have been allocated, it is possible 
to perform a traffic forecast in the usual way. The traffic forecast 
may reveal unanticipated congestion effects, so the activity alloca
tion step may have to be repeated. 

Equilibrium Assignment Issues 

When computing consumer surplus, it is important that automobile 
disutility be consistent with the amount of traffic along the path 
from origin to destination. In addition, the amount of traffic should 
be sensitive to possible variations in activity allocation, mode split, 
and the distribution of trips, all of which depend on automobile 
disutility. This consistency is sometimes referred to as an elastic 
demand-equilibrium assignment. 
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Input: Trip Distribution 
Parameters and Highway 

and Transit Disutilities 

Calculate: Calculate: Calculate: 
Residential Location 

Trip Distribution 
Residence Serving 

Trip Distribution 
Employment Serving 

Trip Distribution 

Input: Basic 
Employment, 
Land Areas, 

Base Multipliers 

Construct: 
Employment 

Balance Equation 
Check Constraints: 

Solve: Employment 
Equation for Total 

Employment 

Recalculate 
Residential and 

Service 
Attractiveness 

No 

Calculate: 
Population 
Distribution 

Yes 

~ 
FIGURE 3 Activity allocation step of the travel forecast. 

The chosen method of obtaining an equilibrium assignment is 
shown in Figure 4 and contains many of the same steps as a tradi
tional travel forecast. However, the model shown in Figure 4 differs 
from traditional travel forecasting by routing the feedback loop so 
that the trip distribution, mode split, and activity allocation steps can 
be based on the highway disutilities that are appropriate for the 
amount of traffic congestion. Critical to the feedback loop is an 
averaging step (12). At this step, traffic volumes from all previous 
all-or-nothing traffic assignments are averaged together. Then new 
disutilities on each link are obtained. It has been previously shown 
that equilibrium solutions can be consistently obtained in this man
ner. An unweighted average works consistently well, although 
convergence is slow (13,14). 

Assignment Convergence Issues 

Given the complexity of the model and the method chosen for 
obtaining an equilibrium solution, we lack standard means to deter
mine when convergence has been reached. The accepted method of 
monitoring an objective function of a nonlinear program is not 
available in this case. The surest method of determining whether an 

equilibrium solution has been reached is to compare the final total 
assigned travel time with the travel time obtained by loading the 
final trip table on to the network with all-or-nothing assignment. 
The two total travel times must be equal for the network to be in 
equilibrium. Less precise, but almost as effective, is to monitor 
assigned volumes on successive iterations. In either case, the 
uniqueness of the equilibrium solution cannot be established. 

Location Models within Activity Allocation Step 

All three location models are singly constrained, entropy-maximiz
ing gravity models. 

Composite Disutilities 

Most travel forecasts find the distribution of trips throughout the 
community with a model step that excludes information about the 
quality of transit service. Consequently, such a forecast will not be 
properly sensitive to changes in transit service. Forecasters have 
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Input: 
Transportation 

network 

Calculate smallest 
disutilities between 

zones 

Allocate employment 
and residences 

(Figure 3) 

Compute peak-hour 
trip distribution and 

mode split 

Assign trips to 
network 

Update Running 
Average of Volumes 

Adjust network travel 
times 

No 

Yes 

8 
FIGURE 4 Combined-steps method of travel forecasting. 

sometimes included transit service in the trip distribution step by 
computing composite disutilities between origins and destinations 
that account for both highway and transit service. The following 
composite disutility function has been found to provide the correct 
degree of sensitivity: 

T~1 = ln[exp(-ex n1) + exp(-ex n1)] I (-ex) 

where 

Tij = composite disutility from origin i to destination}, 
Tt = disutility by transit, 
Tij = disutility by automobile, and 

(5) 

ex = coefficient for an unweighted minute of travel time in a 
mode split model (15). 

The composite disutility is always smaller than the smallest value 
of its components. Composite disutilities should not be used for 
trips that are captive to any particular mode. 

Any forecast can be performed either with or without Equation 5. 
The differences in the two forecasts can be interpreted as transit's 
impact on the spatial distribution of activities. 
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Application of Composite Disutility Function 

The composite disutility function was used for the distribution of all 
trip purposes, except for employment-serving trips in the activity 
allocation step. Employment-serving trips are rarely made by tran
sit and are assumed to be captive to the automobile. 

Other Distribution Issues 

The full trip distributions from the activity allocation step are dis
carded before the trip distribution step of the traffic and transit 
forecast. Somewhat inefficiently, the procedure retains only the 
estimates of activity levels in each zone. The trip distribution step 
in Figure 4 uses a doubly constrained gravity model, which satisfies 
both attraction and production end constraints. Consequently, trip 
distribution is less sensitive to variations in disutility than the loca
tion models of the activity allocation step (Figure 3). 

Mode Split 

Mode split was handled with a binary logit model (automobile, gen
eralize transit) with two market segments (captive, choice). Transit 
trips were loaded with a stochastic, multipath assignment algorithm. 

ISSUES OF MEASURING CONSUMER SURPLUS 

Approximating Net Consumer Surplus Integral 
with Trapezoids 

Transit service changes can be either discrete or continuous. An 
example of a discrete service change would be the addition of a new 
rail station. An example of a relatively continuous service change 
would be an improvement in· headways. It would make sense to 
compute the net consumer surplus of only part of a headway 
improvement, but it would make little sense to compute the net con
sumer surplus of only part of a new station. For discrete service 
changes, there can be only two possible valid forecasts-with and 
without the change. Consequently, net consumer surplus must be 
computed by Equation 2, recognizing that an overestimate in bene
fits is possible. 

For continuous service changes, the calculation of net consumer 
surplus can be more precise. The service change can be divided 
arbitrarily into several increments and the net consumer surplus 
computed for each increment. The sum of the net consumer sur
pluses for each increment is the total net consumer surplus. The 
major drawback to subdividing service changes in this manner is the 
added computation time necessary to evaluate each amount of inter
mediate service. 

Double Counting 

When benefits are calculated for a project, it is important to avoid 
double counting. Because consumer surplus as defined here is such 
a broad measure, it encompasses effects, such as land value 
changes, that can be measured separately. Environmentally related 
benefits, such as land preservation, are not included in consumer 
surplus. 

1 
· 
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Need for Realistic Null Alternative 

Net consumer surplus is always calculated between a before case 
and an after case. The most relevant before case is the null alterna
tive, that is, the most likely state of the community without the ser
vice change. The null alternative is not necessarily the current state 
of affairs. The null alternative should include growth or decline, 
redistribution of activities, or natural changes in the character of the 
community. Good null alternatives are difficult to construct, but 
they are essential to a valid calculation of consumer surplus. 

CASE STUDY NETWORKS AND SCENARIOS 

The case study region selected for this study was Wausau, Wiscon
sin, because its networks have been extensively used for testing 
both travel forecasting models and land use models. Its networks are 
known to behave similarly to those from much larger cities. The 
Wausau network has the advantage of computational speed, 
because it has only 36 highway zones and 9 external stations. Cali
bration runs were made to ensure that the forecasting model pro
duced reasonable highway volumes and transit loads. 

Separate networks were created for the highway and transit sys
tems. The transit system had only five bus routes, operating on 
30-min headways. Highway zones were subdivided into 60 transit 
zones for the purposes of transit trip assignment. All highway links 
were given a capacity (Level of Service C, design capacity), and 
delay was calculated exclusively with the BPR speed and volume 
function. 

Wausau does not have much traffic. To determine how activity 
levels influence the net consumer surplus of a service change, two 
different states of the city were created: 

• Scenario 1: current activity levels, basic employment at exist
ing conditions; and 

• Scenario 2: twice current activity, basic employment doubled 
in each zone. 

Doubling the basic employment in the Lowry-Garin model has the 
effect of doubling both population and service employment in the 
region as a whole. Scenario 2 is quite congested, and drivers have 
ample incentive to choose transit. 

It is possible that a forecasting model can take on a much differ
ent character when evaluating large service changes instead of small 
ones. To determine whether the magnitude of the service change 
had interesting effects, two different service changes were created: 
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• Service Change A: a reduction of headways from 30 to 15 min 
(mild), and 

• Service Change B: a reduction of headways from 30 to 5 min 
and elimination of the $0.50 fare (aggressive). 

CASE STUDY MEASUREMENT OF NET 
CONSUMER SURPLUS 

Except as noted, calculations were conducted with sufficient preci
sion for routine regionwide travel forecasting. Of special concern 
were errors associated with insufficient equilibrium iterations (Fig
ure 4) and the method of integration. A good equilibrium solution 
is essential to accurate estimates of consumer surplus. 

Convergence Error 

An earlier study indicated that approximately 20 iterations of the 
equilibrium loop of Figure 4 would usually be sufficient for travel 
forecasting purposes (J J). However, the number of iterations nec
essary for precise calculation of net consumer surplus was not 
determined. Because net consumer surplus is found by comparing 
two different forecasts, convergence errors in each forecast can 
combine unpredictably. 

Table 2 gives the values of net consumer surplus for 10, 20, 
40, and 100 equilibrium iterations for Scenario 2 and Service 
Change B. It appears that net consumer surplus stabilizes at about 
20 iterations for this network. Assuming that a 100-iteration fore
cast contains essentially no convergence error, the error at 20 itera
tions is an acceptable, 0.13 percent. 

All remaining simulations described in this paper were still nicely 
converging to an equilibrium solution at 20 iterations. 

Integration Slices 

Simulations are time consuming, so it is tempting to use a single 
slice when integrating the net consumer surplus. A single slice will 
cause an overestimate, which becomes worse as the difference 
between the alternatives becomes larger. Table 3 compares the net 
consumer surplus with a single slice to that with five slices for Sce
nario 2 and Service Change B. Because the combination of scenario 
and service change produces a large net consumer surplus, the inte
gration error is also large. The overall integration error for a single 
slice is at least 20.4 percent. 

TABLE 2 Variation in Net Consumer Surplus with Equilibrium Iterations* 

Net Consumer Surplus 
Number of Iterations Highway Transit Total 

10 19957 349679 369636 
20 23703 348872 372575 
40 22817 349531 372348 

100 23200 348901 372101 

*Twice current activity levels (Scenario 2), with composite disufilities. Before: 50 cent fare; 30 
minute headways. After: 0 fare; 5 minute headways (Service Change B). Units are minutes of 
riding time. 
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TABLE 3 Comparison Between a One-Slice and a Five-Slice Integration* 

Net Consumer Surplus 
Number of Slices Highway Transit Total 

5 26002 283370 309372 
23703 348872 372575 

Percent Difference -8.8% 23.1% 20.4% 

*Twice current activity levels (Scenario 2), 20 iterations, with composite disutilities. Before: 
50 cent fare; 30 minute headways. After: 0 fare; 5 minute headways (Service Change B). Units 
are minutes of riding time. 

Because the conclusions are unaffected by this type of systematic 
error, the remaining analysis in this paper uses a single integration 
slice. However, it would be a mistake to rely exclusively on single 
slices in practical applications. User benefits can be seriously over
estimated with big system changes, making them seem more cost
effective than they really are. 

Computational Considerations for Lowry-Garin Model 

The solution of the employment balance equations within the 
Lowry-Garin model is always exact, but the need to resolve con
flicts over available land required repeated solutions of these equa
tions. The number of needed land use iterations (the loop of Fig
ure 3) during any given equilibrium iteration (Figure 4) was reduced 
by capturing the attractiveness values from the previous equilibrium 
iteration. Thus, it was possible to reduce the number of land use iter
ations to just three, achieving a significant reduction in computation 
time. Because of capturing, the resolution of land conflicts becomes 
increasingly better with each equilibrium iteration. 

RESULTS 

Transit Ridership 

N9t all of Wausau is served by transit. When transit service is 
improved, the model tends to concentrate activities in zones served 

by transit. Some zones pick up additional services, whereas other 
zones pick up population. In either case, the concentration has a 
positive effect on ridership. Table 4 compares gains in forecast tran
sit ridership with and without the composite disutility function. 
Without the composite disutility function, transit can influence the 
distribution of activities only by relieving highway congestion, a 
relatively minor effect. 

Table 4 indicates that redistribution of activities causes a rider
ship increase of 3 to 14 percent. Although such increases are not 
dramatic, they would lead one to favor the more aggressive alter
natives for transit service improvement. A particularly good transit 
system can induce some of its own demand. 

Table 4 also indicates, as expected, that transit ridership increases 
substantially faster than the activity level. The composite disutility 
function does not appear to interact with the level of activity in the 
region. 

Consumer Surplus 

Not surprisingly, the effect on net consumer surplus of activity 
redistribution is similar to the effect on ridership gains. Table 5 pre
sents net consumer surplus for both highway and transit users. Net 
consumer surplus increases from 3 to 12 percent with the compos
ite disutilities. 

The values of net consumer surplus indicated in Table 5 are 
uncorrected for integration errors, which would be especially pro
nounced for all cases of Service Change B. 

TABLE 4 Forecast Transit Ridership Gains due to Service Changes* 

With Composite Disutilities: 
Service Change 

Scenario Mild (A) Aggressive (B) 
Current Activity ( 1) 2122 9185 
Twice Current (2) 5212 20877 

Without Composite Disutilities: 
Service Change 

Scenario Mild (A) Aggressive (B) 
Current Activity (l) 2021 8069 
Twice Current (2) 5045 19499 

Percent Difference: 
Service Change 

Scenario Mild (A) Aggressive (B) 
Current Activity (1) 5.0% 13.8% 
Twice Current (2) 3.3% 7.1% 

*Units are system riders. 
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TABLE 5 Effect of Composite Disutilities on Net Consumer Surplus* 

Scenario 
Current Activity (l) 
Twice Current (2) 

Without Composite Disutilities: 

Scenario 
Current Activity (l) 
Twice Current (2) 

Percent Differences: 

Scenario 
Current Activity ( 1) 
Twice Current (2) 

*Units are minutes of riding time. 

Highway-Related Consumer Surplus 

Referring to Table 3 (Scenario 2, Service Change B), one observes 
that the net consumer surplus from highway users is positive and is 
about 10 percent of the net consumer surplus from transit users. This 
component of net consumer surplus is almost entirely the result of 
congestion relief. The highway net consumer surpluses for both ser
vice changes for Scenario 1, with little congestion, are negligible. 

Discussion of Findings 

The tested service changes applied to the whole transit system, so 
shifts in activity levels occurred, essentially, between nonserved 
and served areas. A major transit alternative that upgrad~s service 
in a single corridor coulq prompt a relatively larger redistribution. 
The effects of the redistribution on net consumer surplus could be 
substantial. 

The model is sensitive only to service changes that affect the 
disutility function (Equation 1). For activity redistribution to occur, 
there must be measurable advantages for a traveler. For example, 
the model will not redistribute activity when a bus line is replaced 
by a light rail line that operates at the same speeds and headways. 

Wausau, the test city, is small but exhibits ma_ny of the same char
acteristics as larger cities. It would not be possible to extrapolate 
specific numbers to larger cities; however, the general trends dis
cussed would still hold. 

CONCLUSIONS 

It is possible to build a travel forecasting model that finds a joint 
equilibrium solution between activity allocation, mode split, trip 
distribution, and traffic assignment. It is possible for such a model 
to include all major aspects of spatial variations in travel and still 
find an internally consistent solution. 

When measuring net consumer surplus of transit alternatives, it 
is important to observe computational requirements. There should 
be sufficient equilibrium iterations to eliminate biases from con
vergence error. Furthermore, for big service changes, there should 

Mild (A) 
45450 

112138 

Mild (A) 
44219 

104458 

Service Change 
Aggressive (B) 

Service Change 

154275 
372575 

Aggressive (B) 

Service Change 

138214 
339537 

Mild (A) Aggressive (B) 
2.8% 11.6% 
7.4% 9.7% 

be sufficient slices in the integration of net consumer surplus to 
avoid a substantial overestimate of net consumer surplus. 

Given the assumptions of the forecasting model, which represent 
a consensus of the transportation planning literature, activity redis
tribution increases net consumer surplus of transit service changes. 
The increase can be large enough to affect decisions regarding 
aggressive service improyements, especially those in well-defined 
corridors. 

There is no evidence, either for highway users or transit users, 
that net consumer surplus would be negative (or even significantly 
retarded) for any reasonable service change. 
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Transportation Policy Analysis Using a 
Combined Model of Travel Choice 

MAYA R. TATINENI, MARY R. LUPA, DEAN B. ENGLUND, AND DAVIDE. BOYCE 

A combined model of travel demand is introduced to analyze the effects 
of new transportation policies on travel patterns. A brief discussion of 
the need for new forecasting procedures is followed by a description of 
the combined model's formulation. The procedure used to solve the 
combined model (i.e., to forecast travel demand) is then compared with 
a sequential modeling process currently used by planning agencies. 
Three scenarios representing possible policy results are analyzed in 
terms of their effects on different travel and network-related variables. 
The scenarios studied represent changes in transit fares, fuel costs, and 
land use changes that consider dispersed employment locations. Finally, 
research possibilities that could enhance the applicability of the com
bined model for various policy analyses are examined. 

As a result of the 1990 Clean Air Act Amendments, greater atten
tion is being focused on transportation policies for mitigating con
gestion and reducing total vehicle kilometers (miles) of travel. To 
design and evaluate alternative policies that will influence travel 
choices in the desired direction, it is necessary to model the effects 
of these policies in an accurate and consistent manner. 

Transportation policy analysis traditionally has been performed 
using a sequential travel forecasting procedure, which involves the 
application of models for trip generation, trip distribution, mode 
split, and trip assignment. Increasingly, this procedure has proven 
deficient in several respects: 

• The values of the variables used in the different models are 
inconsistent; in particular, travel times and costs used in the trip dis
tribution and mode split models are not equal to those times and 
costs determined in the solution of the trip assignment model. 

• The basis for forecasting travel choices, as defined in terms of 
variables and parameters, is inconsistent across the several models; 
for example, trip assignment is often based on travel times only, 
whereas mode split is based on a weighted combination of travel 
times and operating costs and fares. 

• Evaluation of alternative policies using the sequential model
ing process is complex and time consuming in that it is often not 
possible to produce results easily in the time frame decision makers 
desire. Moreover, the effects of these policies on travel patterns may 
not be clearly visible because of inconsistencies in the models. 

The need for a new generation of forecasting procedures that take 
into account these deficiencies and provide a better basis for esti
mating travel choice has been expressed by various practitioners in 
the field (J). The purpose of this paper is to illustrate the application 
of a forecasting procedure that avoids these difficulties by combin
ing the trip distribution, mode split, and trip assignment models into 

M.R. Tatineni and D.E. Boyce, Urban Transportation Center, University of 
Illinois at Chicago, 1033 West Van Buren Street, Suite 700 South, Chicago, 
Ill. 60607-9940. M.R. Lupa and D.B. Englund, Chicago Area Transporta
tion Study, 300 West Adams Street, Chicago, Ill. 60606. 

a single model and solution procedure. In this "combined" model, 
the same travel choice principles and relationships are incorporated 
as are used in the sequential procedure. By solving the problem as 
one model, however, the inconsistencies of the sequential procedure 
are eliminated, and model results are much easier to obtain. 

In the paper, the formulation of a combined model and the pro
cedure used to solve it are described. The results of solving the 
model for three scenarios representative of possible policy changes 
are then analyzed in terms of their impact on travel patterns and 
network-related variables. Finally, extensions of the model needed 
to facilitate its application in practice are discussed. 

DESCRIPTION OF MODEL AND 
SOLUTION PROCEDURE 

Combined models are based on the assumption that travel choices 
should result in equilibrium or user optimal conditions of travel. 
Wardrop (2) defined equilibrium route choice conditions such that 
"the journey times on all the routes actually used are equal and less 
than those which would be experienced by a single vehicle on any 
unused route." 

The concept of equilibrium has been widely accepted by practi
tioners with regard to traffic assignment or route choice. That is, 
given the number of trips between different origin-destination pairs, 
the resulting traffic is assigned iteratively to multiple sets of links 
or routes until all used routes between each origin-destination pair 
have equal travel times. 

Most equilibrium or iterative traffic assignment models used in 
practice are applied to a given trip table that may be the result of ear
lier modeling steps involving trip distribution and mode choice. 
However, trip distribution (or destination choice) models and mode 
choice models also incorporate the interzonal travel costs as an 
important variable in determining travel choices. Because these 
models are applied before the traffic assignment model, the travel 
costs assumed for trip distribution and mode choice may in fact be 
quite different from the travel costs that result from the traffic 
assignment step. To be consistent, the travel choices that result from 
the route choice model must be equal to the travel costs used in the 
trip distribution and mode choice models. 

To model true equilibrium conditions of travel, it is necessary, 
therefore, to feed back the travel costs that are determined as a result 
of the traffic assignment model to the trip distribution and mode 
choice models. The models must then be solved iteratively until the 
costs that are used to model trip distribution and mode choice are 
equal to the costs that result from the traffic assignment (or route 
choice) model. Such iterative procedures using the sequential mod
els are rarely done in practice. The process itself can be time con
suming, and the use of different variables to express travel costs in 
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the different models leads to inconsistencies that make it harder to 
reach a solution with the desired properties. 

In the combined models, the .. problems associated with the 
sequential models are overcome by 

• Considering a common cost function to model the various 
travel choices, and 

• Using an iterative solution procedure so that the final equilib
rium travel conditions are a result of the destination, mode, and 
route choices, instead of just route choice. 

In a combined model of travel choice, a trip maker's choices regard
ing destination, mode, and route are considered as part of a single 
decision-making process with user cost minimization the main cri:
terion. The model is formulated as a minimization problem, with the 
objective function representing a generalized cost that is a weighted 
sum of the travel times and monetary costs associated with a trip. 
The objective function is subject to constraints with regard to non
negati vity of flow and flow conservation, in terms of trip origins, 
destinations, and route flows. Furthermore, in order to consider dis
persion of choices from a strictly cost minimizing behavior, which 
might occur either because of imperfect kriowledge on the part of 
the user or because of consideration of other factors, such as con
venience and comfort, that are not accounted for in the model, a 
choice dispersion constraint is introduced. The dispersion constraint 
is derived from an entropy function that originally was defined as a 
measure of dispersion in information theory (3). 

The equivalent optimization problem is to minimize the follow
ing expression: 

R I Va 1 f Va 
N 'YI L ca(x)dx + N "{2 L . ka(x)dx 

a 0 a O 

j j 

(1) 
j j 

The constraints are as follows: 

I f, = P;jhNIR +Tij (2) 
rERij 

I I Pijm = P; (3) 
j 

L Lpijm =~ (4) 
i 

- L ~ L Pijm ln ;;~. ~ S 
I } m I } 

(5) 

(6) 

where 

(7) 

The terms used in the preceding expressions are defined as follows: 

N =total number of trips/hr, 
Va = total flow of vehicles on Link a, 
Ca = in-vehicle travel time function that increases with link 

flow, 
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ka = automobile operating cost function that increases with 
link flow, 

R = automobile occupancy factor (persons/vehicle), 
Rij = set of highway routes between Zones i andj, 
Tij = number of truck trips/hr in automobile equivalent units, 
f, = total vehicle flow on Router (vehicles/hr), 
B~ = 1 if Link a belongs to Route r and 0 otherwise, 
P; = fixed proportion of trips originating from Zone i, 
Pj = fixed proportion of trips terminating at Zone j, 

P;jm = proportion of person trips by Mode m between Zones i 
andj, 

P;jh =proportion of automobile person trips between Zones i 
andj, 

Pij, = proportion of transit person trips between Zones i andj, 
w;jh = out-of-vehicle travel time for automobile trips between 

Zones i andj, 
wijr = out-of-vehicle travel time for transit trips between Zones 

i andj, 
c;jr = in-vehicle transit travel time between Zones i andj, 
kijr = transit fare between Zones i andj, and 

S =observed dispersion of choices. 

'Yi. "{2, and "{3 are the weights for the three cost components consid
ered: in-vehicle travel time, operating cost or fare, and out-of
vehicle travel time; "{4 is the estimated transit bias. This last term in 
the objective function is considered part of the transit cost. These 
weights are found by calibrating the model to represent the relative 
importance of the associated travel costs in determining travel 
choices for a particular region. Operating costs are expressed in 
terms of the average cost per vehicle, whereas times are stated per 
person. 

The solution to the minimization problem defined above results 
in traffic flow conditions that are equivalent to the equilibrium flow 
conditions as defined by Wardrop. The equation to determine the 
interzonal automobile costs, U;j, is derived from the optimality con
ditions of the model as a weighted sum of the link flow dependent 
travel times and operating costs and may be written as 

Uij = 'YI L Ca (va) B~ + ~ L ka (va) B~ 
a a 

(8) 

For routes that are not used for a given zone pair, the cost on that 
route will be not less than u;j, in accordance with Wardrop's defin
ition. This result may also be derived directly from the optimality 
conditions of the model. · 

The generalized cost of travel by automobile between a zone pair, 
i-j, is a weighted sum of the travel time, operating cost, and parking 
cost associated with the trip and is given by the following equation: 

(9) 

The generalized cost of travel by transit is given by a similar equa
tion as 

(10) 

Travel times and costs for transit are taken from a fixed matrix of 
travel times and fares on the basis of the minimum paths between 
each zone pair. The equation to determine the proportion of trips 
between Zones i andj by Modem is also derived from the optimal
ity conditions as a function of these generalized costs: 
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(11) 

where cijm is the generalized cost of travel between Zones i and} by 
Mode m. We may interpret A; and B1 as the balancing factors for trip 
productions and attractions to satisfy the constraints on flow con
servation defined on P;, the fixed proportion of trips originating 
from Zone i, and P1, the fixed proportion of trips terminating at 
Zone j. Thus, the origin-destination and modal choices are specified 
as direct functions of the proportion of trips leaving origin zones 
and entering destination zones and inverse functions of the inter
zonal generalized mode costs. The equations for the interzonal trip 
costs and proportions, as derived from the optimality conditions of 
the model, are used to find a solution to the model in an iterative 
procedure discussed below. 

The Evans algorithm ( 4), based on the partial linearization tech
nique, is used to solve the model. The steps involved in using the 
Evans algorithm to find a solution to the combined model may be 
summarized as follows: 

Step 0 (initialization). Find initial trip proportions P;1m and link 
flows Va using an all-or-nothing assignment based on zero flow link 
costs. 

Step 1. Update link costs on the basis of the new flows, Va. 
Step 2. Find new minimal-cost routes on the basis of costs from 

Step 1 and compute new generalized costs on the basis of these 
routes. 

Step 3. Find the feasible descent direction as follows. First, com
pute new travel demands or trip proportions, Q;Jm• using the new 
generalized cost values: 

(12) 

and solve for A; and B1. Second, compute link flows, Wa, by assign
ing these new travel demands to new minimal-cost routes. 

Step 4. Conduct line search; find an optimal step size A. such that 
if x represents the current solution (Pijm and va) and y represents the 
subproblem or new solution (Q;1m and wa), then x' = x + A. (y - x) 
minimizes the objective function value. 

Step 5. Update the trip proportions, PiJm• and link flows, Va, using 
the step size A. such that Pijm = (1 - A.)PiJm + A.QiJm and v~ = 

Sequential Modeling Process 

Trip Distribution 

User-Optimal 

~-------- -------~~i~~.!..-

Convergence Criterion 
Satisfied? .----.~--' 

0 
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(1 - A.)va + A.wa. The costs based on the updated link flows are 
then used to find a new subproblem solution at Step 2. Steps 2 to 5 
are repeated until a stipulated convergence criterion is satisfied. 
About 20 iterations of the algorithm were sufficient to find a solu
tion within 0.5 percent of the true optimal solution corresponding to 
the desired equilibrium of origin-destination, mode, and route 
choice. 

In the equilibrium traffic assignment model used in the sequen
tial modeling process, the link flows are assigned iteratively until 
travel costs for all used routes between a given zone pair are approx
imately equal. However, no attempt is made to update the trip 
matrices for the new travel costs. In the combined model, the 
trip matrices are updated for every iteration of the link flow assign
ment by calculating new trip proportions, Q;1m, corresponding to 
updated link flows, Wa. Thus, the combined model solves a larger 
problem than the equilibrium traffic assignment model. Whereas 
the equilibrium traffic assignment model solves for the equilibrium 
travel conditions by reassigning only the link flows, the combined 
model solves for the same equilibrium conditions by both reassign
ing the link flows and revising the corresponding trip matrices~ The 
solution procedure used in the combined model is compared with 
the sequential solution procedure in Figure 1. 

The first formulation of a combined model was made in 1956 by 
Beckmann et al. (5), about the same time that the sequential proce
dure was conceived. This kind of formulation was specialized for 
the trip distribution model that was used by Evans in the sequential 
procedure in 1973. Evans proposed an algorithm for solving the 
model as well as proving that the solution converges to the desired 
conditions outlined above. The combined model, including trip dis
tribution~ mode, and route choice, was first implemented in 1982 on 
a network of realistic size for the Chicago region by Boyce et al. ( 6). 
Development and implementation of similar models for the north
eastern Illinois region, based on a sketch planning network and zone 
system, have been the subject of ongoing research efforts involving 
the staff and faculty of the University of Illinois at Chicago and the 
Chicago Area Transportation Study. This paper is based in part on 
a report by Boyce et al. (7) [see also Boyce et al. (8)]. 

The data used for the analysis reported here are for 1980 from the 
Chicago region. A sketch planning or aggregated zone system and 

Combined Model 

:Trip-Distrih~tio_n_ & -M~ie -Split-: __________ [ ___________ _ 
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Convergence Criterion e 
Satisfied? 

No 
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FIGURE 1 Comparison of solution procedures. 
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network was used in the analysis. The zone system, which includes 
317 zones, is shown in Figure 2. The highway network has 2,902 
links. The transit network is represented by a fixed matrix of travel 
times and fares. 

DESCRIPTION OF SCENARIOS 

Three policy changes represented by varying transit fares, fuel 
costs, and land use densities are considered. The monetary cost of 
travel is an important factor influencing travel choices. Both transit 
fares and automobile fuel costs may vary as a result of policy 
changes. To analyze the effects of those costs on travel patterns, 
both transit fares and gasoline prices are varied by multiplying the 
base year values by factors ranging from 0.25 to 3.0. The change in 
gasoline prices will affect only the cost of trips by automobile and 
does not affect transit trip costs. 

Changes in land use variables are restricted to the consideration 
of changes in employment location. Work trip destinations are used 
to represent the availability of employment in different areas. The 
scenario examined here is the relocation of employment from the 
central business district (CBD) to the suburbs. Thus, work trip des
tinations in the CBD zone in the base data are reallocated to 11 sub
urban zones. The number of trips redistributed from the CBD varies 
from 0 to 44,000 out of the total 139,000 CBD destinations in the 
peak hour. 

Six measures are selected to evaluate each scenario: mode 
choice, average trip length, total and congested vehicle kilometers 
(miles) of travel, average travel time, and average generalized cost 
of travel. Congested vehicle kilometers (miles) are the total vehicle 

\ 
~VVaukegan 
\ Crystal Lak -
l~Lake-C 

I I Elgin. 

e 

ook 

II II • ..... I"---._ .......... Eva nston 
~ ....... _ \ 

....... !"---.Sch aumburg 

~c 
\ BO 

- I\ 
Aurora 

• r-_ 

• ~ - Harvey 

• :- :-.. 
...... !'-... • '- Orland Park 

-........... 
"-.. 

~:.... 

....... ............ 
Matteson 

~ 
............ Joliet 

FIGURE 2 Location of the Chicago region's regional work 
centers. 

13 

kilometers (miles) on all links with flow exceeding capacity. Each 
of these scenarios is analyzed in detail in the following sections. 

EFFECTS OF VARYING TRANSIT FARES 

The effects on each of the output variables considered of varying 
transit fares are shown in Figures 3 and 4 and may be summarized 
as follows. 

Mode Choice 

As transit fares increase, the relative attractiveness of transit com
pared with the automobile decreases. Thus, we find a decrease in the 
proportion of trips by transit and a corresponding increase in the 
proportion of trips by automobile. The effect is nonlinear, however, 
because the increase in automobile trips also results in increased 
automobile travel times, thereby reducing the attractiveness of the 
automobile. 

Trip Length 

As shown in Figure 3, an increase in transit fares is marked by a 
decrease in the average trip length for both modes, transit and auto
mobile. Therefore, as transit fares are increased from low to higher 
values, there is a tendency for shorter trips to shift to automobile, 
resulting in a decrease in the average trip length for automobile. 
Increased costs associated with transit trips lead to a decrease in the 
average trip length for this mode as well. In addition, as the high
way network becomes congested, the average length of transit trips 
reaches a stable minimum of about 14.5 km (8.7 mi). 

Travel Time 

The decrease in the average trip length for transit is accompanied 
by a decrease in the average travel time. On the other hand, as the 
number of trips by automobile increases as a result of the shifting 
of some trips from transit, there is an increase in the number of auto
mobiles on the network to accommodate these trips, resulting in a 
reduction in the average speed on the network. Thus, slower speeds 
on the network result in an increase in the average travel time for 
automobile trips, despite a decrease in the average trip length. 

Congested Vehicle Kilometers (Miles) 

As explained before, the increase in the number of automobile trips 
results in an increased number of automobiles on the network, lead
ing to an increase in congested vehicle kilometers (miles) of travel. 

Generalized Costs 

The average generalized cost increases for both transit and auto
mobile. In the case of the automobile, the increase may be attributed 
to longer travel times. For transit, although there is a decrease in the 
average travel time, the increase in transit fares results in an increase 
in the average generalized cost. 

EFFECTS OF VARYING FUEL PRICES 

The changes in trip characteristics due to an increase in fuel prices 
are shown in Figures 5 and 6. These effects may be summarized as 
follows. 
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FIGURE 3 Effect of varying transit fares. 

Mode Choice 

As in the case of transit fares, an increase in fuel prices reduces the 
tendency to make trips by this mode and, accordingly, a decrease in 
the proportion of automobile trips may be observed. A correspond
ing increase in the proportion of transit trips may also be noted. 

Trip Length 

An increase in fuel prices should suppress longer trips, and this 
result is reflected in the decrease in the average trip length for the 
automobile. However, there is a corresponding increase in the aver
age trip length for transit, "indicating that increasing fuel prices shifts 
longer trips to transit. 

Travel Time 

The increase in the average trip length for transit and the decrease 
in average trip length for automobile are associated with longer 
average travel times for transit and shorter ones for the automobile. 
Whereas the increase in transit travel times may be attributed to the 
increase in transit trip lengths only, in the case of the automobile, 
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shorter travel times also result from an increase in speeds on the net
work as congestion decreases because of fewer automobile trips. 

Congested Vehicle Kilometers (Miles) 

As fuel prices increase, there is a corresponding decrease in auto
mobile trips, which results in fewer automobiles on the network, 
thus decreasing congested vehicle kilometers (miles) of travel. 
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FIGURE 4 Effect of transit fares on generalized cost. 
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Generalized Cost 

An increase in fuel prices results in an increase in the average gen
eralized cost for both modes considered. In the case of the automo
bile, the increase in fuel prices contributes to the increase in the 
average generalized cost, whereas the increase in the generalized 
cost associated with transit results from the increase in the average 
travel time for transit trips. 

AVERAGE GENERALIZED COST 
7..--~~~~~~~~~~~~~~~~~~-, 

6 --·-··--··--·--··--·---···-····-··········---··-·--··-··--·-·---·········-·-··---·-----····--··--··--·-····--·····-···-·····--···--··-·--·-··-·----

5 ·················--·--·······-····-·-··---····-··---·-·····--····----····-·-·····-··---·--·-·-··--··--···-·····--·-····-···-···---·--··--·-··--····----

4 ·-·-·-····-········--···-···--··-··--·-·-----·-·--·-··-······--··-- ·······-·---···---·--····--··-·-····-··········-··--····----····-········--··--·----

!:==t==-=::3~;;:;;;::=!:=:::::=:!:;:;;:;~;,;;;~;* iii 

3 ·-······. ---··-···---··--·-··----· -····--··--·"··-····"··· .... ·--····-··---·-··""""'"""'""-"''-"--

2L--~--'~--'-~---'----'----'------~---' 

0 u , u 2 u 3 
FACTOR USED TO MULTIPLY FUEL PRICE 

- AUTO -+- TRANSIT _...._ TOTAL 

3.6' 

FIGURE 6 Effect of varying fuel prices on generalized 
cost. 

AVERAGE TRIP LENGTH UN KM) 
20.7 ....-----------------------. 

11.7 '------''------'-----'-----'-----'-----'----' 
0 M 1 U 2 U 3 3.6 

FACTOR USED TO MULTIPLY FUEL PRICE 

- AUTO -+- TRANSIT --+- TOTAL 

AVERAGE TRAVEL TIME (IN MINUTES) 
44..-----------------------. 

40 

38 -- ~===····::···--:::······:::···-·=-····=···-·+:::i""";::;··-··:;::···-=-····=···--1-1 -=:::±::::::::::::::::::=:==-4 
32 

28 

24 

20 

18'----'----"----"----'----"----'-----' 
0 M 1 U 2 U 3 

FACTOR USED TO MULTIPLY FUEL PRICE 

-. AUTO -+- TRANSIT -+- TOTAL 

EFFECTS OF VARYING EMPLOYMENT 
LOCATION 
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Locations of the regional centers to which trip destinations are 
shifted from the CBD are shown in Figure 2. The effects on travel 
choices of moving jobs to the suburbs are shown in Figures 7 and 8 
and are discussed below. 

Mode Choice 

The decrease in transit trips may be attributed to the fact that work
ers employed outside the CBD are unable to use transit for their trip 
to work because the transit network for the Chicago region is 
designed to serve suburb-to-CBD trips rather than suburb-to-suburb 
trips. There is a corresponding increase in automobile trips. 

Trip Length 

Shifting employment from the CBD to suburban regional centers is 
marked by a decrease in the average trip length for both modes. In 
the suburban scenario, workers drive to work sites closer to their 
homes, thus decreasing the average trip length for both automobile 
and transit. Some of the long transit trips from the suburbs to the 
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FIGURE 7 Effect of varying employment location. 

CBD shift to automobile, resulting in a substantial decrease in 
transit trip length. 

Travel Time 

The increase in automobiles on the network is offset somewhat 
by the shorter distances those automobiles travel. Therefore, the 
average travel time for both automobile and transit decreases. The 
decrease in average travel time for transit is also a result of fewer 
workers bound for the CBD. 

Congested Vehicle Kilometers (Miles) 

Total vehicle kilometers (miles) traveled increase because of the 
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CONCLUSIONS AND SUGGESTIONS FOR FUTURE 
RESEARCH 

The internal consistency with which travel costs and choices are 
determined in the combined model provides a better basis to ana
lyze the effects and cross effects of varying costs on travel patterns. 
Moreover, the ease of applicability of the model ~nabled this analy-:
sis to be completed in a relatively short time. Much of the work in 
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Generalized Cost 

There is a decrease in the average generalized cost for both auto
mobile and transit, which may be attributed in both cases to shorter 
work trips (i.e., decreased values of both travel times and monetary 
costs). 
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FIGURE 8 Effect of employment location on generalized 
cost. 
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developing the model, and subsequent solutions for calibration and 
analysis work with the model, was done using a CRAY supercom
puter. In recent months, however, the model has been solved on a 
Sun SPARCstation 10 with 64 megabytes of memory at the Chicago 
Area Transportation Study (CATS). Solving the model at CATS for 
20 iterations takes 45 min (i.e., 2.25 min per iteration). There is no 
doubt that rapid advances in desktop computing technology will 
make it much easier to use such models in the future. 

There are still many possible extensions to the model in its pres
ent form that would widen its applicability. For instance, the model 
could be revised to enable one to predict variations in the overall 
trip rate and average automobile occupancy. Dispersion of travel 
choices from strictly cost-minimizing behavior occurs either 
because of differences in the perceived values of cost/time or con
sideration of factors not accounted for in the modeling process. 
Although the model in its present form accounts for choice disper
sion in location and mode choices, further research could enable 
consideration of a similar dispersion measure for route choice. 

At the present time, the model is solved by directly executing a 
source code written in FORTRAN. Further coding work, however, 
could make this model much more user friendly. Indeed, that should 
be one of the first steps taken to enhance the model's applicability 
in practical planning analyses. Another approach would be to solve 
the model using transportation planning software, such as the 
EMME/2 system. 

It is clear that the planning profession needs to take a close look 
at present modeling methods and revise them to be more consistent. 
Obviously, the travel choice process does not consist of separate 
decisions with regard to. destination, mode, and route. The inter
dependency of these choices, and the common costs considered, 
must be reflected in the modeling process. Planning agencies must 
incorporate relevant research findings into their modeling process 
to allow the models to represent more closely traveler response to 
real-life policy changes. 
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Critique of Metropolitan Planning 
Organizations' Capabilities for 
Modeling Transportation Control 
Measures in California 

ROBERT A. JOHNSTON AND CAROLINE J. RODIER 

For each class of transportation control measures (TCMs), the relevant 
travel behaviors expected to change are identified and techniques for 
simulating these changes are listed. Then, the latest round of analysis of 
TCMs in each of the four largest urban regions in California is studied 
carefully to see whether the relevant behaviors were modeled in a cred
ible fashion, on the basis of local data. In modeling TCMs that change 
travel time and costs or expand transit options, models were found to 
lack automobile ownership steps and accessibility variables in some 
steps. Intersection capacity and delay should be entered into the road 
networks, and the networks need to be more detailed. In addition, more 
cost data are needed. Household income should be retained in final trip 
tables to allow for equity evaluations of changes in travel patterns. In 
simulating policies that change land uses, walk and bicycle modes 
should be explicit, and better land use data are needed. For analysis of 
clean vehicle incentive programs, vehicle types should be linked to trip 
purposes. Most agencies did a poor job evaluating TCMs; in some 
cases, they did not even use their travel demand models but instead used 
spreadsheets with generalized default values. Many improvements are 
being made to these models, and practice will be improved. 

The regional travel demand models of metropolitan planning orga
nizations (MPOs) have been used in the past primarily for the un
demanding task of projecting relative levels of traffic congestion or 
transit demand in urban corridors. The new federal Clean Air Act, 
however, now requires models that can project travel (and on-road 
mobile emissions) with absolute accuracy. Air quality plans in 
nonattainment regions must include transportation control measures 
(TCMs) and, for example, must reduce emissions of volatile organic 
compounds according to certain schedules (by 15 percent in 6 years 
or 9 percent in 3 years). Furthermore, the TCMs to be evaluated 
include pricing and land use measures, policies not traditionally 
modeled by most MPOs. 

Because of the uneven quality of MPO models across the United 
States, and because of the incomplete and fragmented modeling reg
ulations that have come from the Environmental Protection Agency 
(EPA) to date, MPOs have developed their own national guidelines 
for good modeling practice (1). Whereas that report and papers com
menting on its drafts (2) consider regional models in general, 
examination of specific MPO models in the major California urban 
regions (the San Francisco Bay Area, Sacramento, Southern Califor
nia, and San Diego) will help further understanding of how models 
need to be improved to simulate accurately the effects of TCMs on 
travel and emissions. 

Institute of Transportation Studies, University of California at Davis, Davis, 
Calif. 95616. 

We set forth an exhaustive list of desired modeling capabilities 
but believe that at least one MPO in the United States has realized 
them. We would not expect an MPO to develop all of these capa
bilities within the next few years, because of data limitations. How
ever, we would expect MPOs to accelerate data collection for the 
next round of model development and at least attempt most of the 
recommended improvements. Under the Intermodal Surface Trans
portation Efficiency Act, many categories of funds for planning and 
model development are available including some types of project 
funds; thus, funding should not be a limitation in the future. 

Apparently, environmental groups are poised to sue some of the 
large MPOs, at least partly on the basis of their modeling methods. 
Perhaps MPOs should work toward making their models close to 
the state of the ·art instead of merely acceptable according to EPA 
guidelines. Lawsuits can easily cost more than a major program of 
model development. Each MPO will have to weigh these matters 
considering its current models and data sets, and develop a model 
improvement work plan that suits its local needs. Our critique of 
existing models does not represent legal requirements; those are 
unique to each region. 

Our modeling reviews were drafted in more detail than appears 
here and were reviewed by the agencies. We attempted to respond 
to staff members' concerns in every case but were often hampered 
because their written and oral reviews differed from the agency doc
uments or those of other staff members. Turnover of staff also made 
it difficult to ensure the accuracy of some details, as did lack of 
documentation for some modeling exercises. In some cases, MPO 
reviews were antagonistic, because of past or threatened lawsuits. 
In all cases, we found agency staffs overworked and had to ask 
repeatedly for their assistance in reviewing the drafts. We have tried 
very hard to represent accurately the modeling practices of the 
MPOs. 

We begin by categorizing TCMs into eight different classes and 
identifying the TCMs' likely behavioral effects and the model com
ponents needed to capture those effects. The categories and criteria 
are based on a selective review of the literature on modeling theory 
and practice (3) and on work by Harvey (4). Next, we discuss issues 
related to the criteria set out, including the magnitude of TCMs' 
effects, forecasting variables, the feasibility of the proposed 
improvements, and synergistic effects of TCMs. We then examine 
the MPOs' analyses of TCMs in their most recent round of trans
portation and air quality plans and compare their TCM analyses with 
our criteria to identify shortcomings. We also discuss improvements 
under way on their models and recommend additional improve
ments needed for better TCM modeling. 
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CATEGORIES OF TCMs AND CRITERIA FOR 
ACCURATE MODELING 

Categories described in this section, their behavioral effects, as well 
as many modeling criteria, were informed by Harvey's report (4). 

Change Travel Times 

TCMs that alter travel times include high-occupancy vehicle 
(HOV) lanes, arterial operation improvements, preferential parking, 
and reduced transit wait times. These TCMs are designed to 
decrease travel times for high-occupancy modes or increase travel 
times for low-occupancy modes. The primary behavioral effect of 
these TCMs should be mode shifts. But they may also result in 
reduced automobile ownership, fewer and shorter trips by automo
bile, and closer proximity of residential and work locations. 

To capture the mode shift effects of these TCMs, a reliable mode 
choice model is needed, one that accurately represents congested 
and free-flow travel times, transit and automobile access times 
(e.g., walk and wait), and signal and intersection delays for all trip 
purposes. 

Currently, many models represent access to transit only crudely 
(5). The representation of transit access times can be improved by 
incorporating variables such as proximity of work. and housing to 
transit, bicycle and pedestrian conditions, and the location of park
and-ride lots (5). The representation of automobile access times can 
also be improved with increased sensitivity to parking capacity 
constraints (5). 

Highway and transit travel times and costs or composite in:iped
ances should be represented in the trip distribution, trip generation, 
and automobile ownership steps (in addition to the mode choice 
step, as described above) to simulate changes in trip lengths, the 
number of trips made, and the number of cars owned by households. 
It is important that an endogenous automobile ownership step be 
included in the travel demand model because of the significant 
effect of automobile ownership on trip generation. The represen
tation of accessibility in the automobile ownership step should 
include parking availability (5). All model steps should be fully 
iterated on impedances from assignment (i.e., congested imped
ances for peak models and uncongested impedances for nonpeak 
models). 

If these TCMs result in large changes in accessibilities, even just 
for some subareas, a land allocation model that is fully iterated with 
the travel demand model can be used to simulate changes in the 
location of new employment and residential development. 

Change Travel Costs 

TCMs that alter travel · costs include increased fuel taxes, 
pay-as-you-drive insurance, highway peak-period congestion fees, 
increased bridge tolls, parking fees, subsidized transit, ridesharing 
incentives, and vehicle purchase fees. These TCMs are designed to 
increase the monetary·cost of traveling in single-occupancy vehi
cles and to decrease the cost of traveling in high occupancy modes. 
The primary result of these TCMs should be a shift in mode from 
single-occupancy vehicles to HOVs. In addition, these TCMs may 
result in fewer, shorter discretionary trips and time-9f-travel shifts, 
particularly in the case of peak-period congestion pricing. However, 
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reduced travel times resulting from mode shifts, reduced trip mak
ing, and time-of-day shifts may induce some single-occupant vehi
cles back onto facilities and thus offset some portion of the mode 
shift. Further, if pricing measures are imposed only on certain 
roadways, route shifts instead of mode shifts may occur. A sec
ondary effect of large changes in travel pricing may be changes in 
employment and residential locations for existing and new land 
uses. Finally, issues of equity also need to be considered when 
evaluating travel-pricing TCMs. 

The mode shift effects of these TCMs can be simulated with the 
use of a reliable mode choice model that accurately reflects changes 
in travel costs in composite impedances, as discussed above. Again, 
an endogenous automobile ownership step that is sensitive to travel 
costs (including parking costs) is needed to capture these TCMs' 
effects on automobile ownership levels and thus on trip generation. 
Generalized travel costs should also be included in the trip distrib
ution and trip generation steps to better simulate changes in the 
number and length of trips made as a result of these TCMs. A 
departure time choice model that is sensitive to direct travel costs 
as well as time costs is needed to represent time-of-day shifts due 
to TCMs that impose additional monetary costs on peak-period 
travel, such as congestion pricing. To simulate these TCMs' effects 
on route choice, Harvey suggests that travel time components be 
"supplemented by a network assignment model capable of captur
ing the 'equilibrium' between price and time effects" (4). All model 
steps should be fully iterated on composite impedances from 
assignment. 

Detailed pricing data in the base year data set must be available 
to properly specify the model's travel cost variables. Replogle sug
gests that the data should include information about "the share of 
employees getting free parking at individual sites or within compact 
zones, the cost of short and long term parking at individual sites or 
within compact zones, the cost of short and long term commercial 
parking, HOV pricing incentives and other commuter subsidies, as 
well as transit cost on an origin-destination basis (if appropriate by 
mode)" (5). 

A data base or model that links vehicle types to trip categories is 
needed to project the emission effects of TCMs that increase costs 
for high-emitting vehicles (4). 

For equity evaluation of TCMs that alter travel costs, household 
income classes should be retained in the final trip tables. This makes 
information related to the number of people by income class 
affected by a particular pricing policy readily available. 

Again, if these TCMs result in large changes in accessibilities, a 
land allocation model that is fully iterated with the travel demand 
model can be used to simulate changes in the location of new 
employment and residential development. 

Expand Transit Options 

TCMs that expand travel options include, for example, improved 
access to bus and rail transit. These TCMs are designed to expand 
travel options by serving areas with new modes. The primary 
behavioral effect of these TCMs should be mode shifts; however, 
large changes in transit service may affect automobile ownership 
levels, trip lengths, and trip generation. Heavy rail (subway or com
muter rail) may also alter new land development patterns. 

To accurately capture the travel demand for new modes, mode 
choice models ideally should incorporate unobserved attributes, 
such as comfort and reliability, as explicit variables in mode choice, 
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in addition to travel time and cost. However, Harvey suggests that 
such variables can be difficult to quantify, and thus "conventional 
studies get around the problem by using observed shares to create a 
one-time set of adjustments"(4). · 

Because these TCMs also affect transit travel times and costs, 
composite impedances should be included in the mode choice, trip 
distribution, trip generation, and automobile ownership steps to 
represent changes in these behaviors. In addition, if TCMs result 
in large changes in accessibilities, a land allocation model should 
be used. 

Change Land Uses 

Some TCMs encompass a range of land development policies 
aimed at encouraging a more compact pattern of urban development 
coordinated with transit services and with improvements to walk
ing and bicycling facilities. These TCMs may result in mode shifts, 
shorter trips, fewer automobile trips, and reduced automobile 
ownership. 

Generally, walk, bicycle, and transit a.ccessibility variables (i.e., 
measures of the walk and bicycle environment and transit travel 
time and cost) are needed in the mode choice, trip distribution, trip 
generation, and automobile ownership steps to simulate the effects 
of these TCMs (5). More specifically, the mode choice step should 
include explicit walk and bicycle modes as well as indices of zonal 
or discrete household-based bicycle and pedestrian "friendliness" to 
simulate mode shifts due to these TCMs (5). Further, to represent 
the diversion of short automobile trips to nonmotorized modes, a 
person-trip-based trip generation step should be used in which cen
tral business district (CBD) and other locational variables have been 
replaced with variables that represent nonmotorized access to retail 
and pedestrian and bicycle friendliness (5). Detailed networks 
and smaller zones can be used to improve representation of walk, 
bicycle, and transit accessibility (5). Model steps should be fully 
iterated on zone-to-zone travel impedances from assignment. 

To properly specify walk, bicycle, and transit accessibility vari
ables, Replogle suggests collecting "inventories of transportation 
supply, with information on road widths, number oflanes, presence 
of medians, intersection configurations, transit services including 
transit stop locations and service frequency, parking inventories in
cluding park-and-ride lots, location and character of sidewalks and 
bicycle paths and lanes, availability of secure bicycle parking 
spaces at transit stops, and other factors" (5). 

If TCMs result in large changes in accessibilities, a land alloca
tion model should be used. 

Clean Vehicle Technology 

These TCMs include vehicle technologies designed to reduce emis
sions, for example, technologies that change the internal combus
tion engine, electric vehicles, vehicle inspection and maintenance, 
new car standards, clean fuels, or retirement of high-polluting ve
hicles. Such TCMs are designed to alter the vehicle rather than 
travel behavior. 

For TCMs that affect the entire fleet in a uniform manner, Har
vey suggests that "emissions improvements can be calculated sim
ply by substituting a revised set of composite emission factors" (4). 
Harvey has pointed out the difficulties in evaluating emission 
reductions for TCMs that affect only a portion of the fleet (4): 
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There is a danger that the altered portion of the fleet will be used in a 
way that is not representative of the overall vehicle use pattern. Two 
clear examples come to mind: (1) conversion of a dedicated fleet to 
alcohol or electric propulsion might have a disproportionately small 
effect on emissions because so much of fleet VMT occurs in the hot 
stabilized operating regime; and (2) subsidized or mandated retirement 
of the oldest personal vehicles might have a disproportionately large 
effect on emissions because so much of the VMT of the old vehicles 
occurs in the cold and hot start modes. Simple adjustment of the fleet 
composite emissions factors would not accurately represent either of 
these changes. 

Partial fleet changes should be evaluated with a model or data 
base that links vehicle types to trip categories in addition to having 
revised emission factors (4). If vehicle or fuel costs rise uniformly, 
these changes can be simulated, as discussed earlier with respect to 
TCMs that change travel costs. 

Ease Activity Constraints 

These TCMs attempt to reduce the place and time restrictions of 
work travel that force travelers to use limited transportation ser
vices. Examples of TCMs that ease activity constraints are flextime 
and telecommuting. The behavioral effects of these TCMs are 
highly complex; however, they should affect mode choice, depar
ture time choice, trip making, and possibly automobile ownership. 

Models of human activity scheduling behavior can capture the 
effects of flextime and telecommuting, but as yet these models exist 
only in experimental form (4). Without such models, the behavioral 
effects of these TCMs must be assessed by extrapolating from care
fully interpreted case study data and manually adjusting mode 
choice projections (4), trip generation rates, and possibly automo
bile ownership rates. However, a time-of-day choice step that is 
includt:d in the travel demand model can help simulate changes in 
travelers' choice of departure time resulting from flextime policies. 

Promote Alternative Modes 

TC Ms that promote alternative modes are designed to educate 
travelers about their travel options and thus help them make more 
rational travel decisions. Such promotion can be very effective 
where modal choices are substitutable. These TCMs should result 
primarily in mode shifts. 

Currently, it is very difficult for travel demand models to simu
late the effects of promotional TCMs. Case studies, if carefully 
interpreted, can be used to manually adjust the mode choice 
projections ( 4). 

Limit Travel Options 

These TCMs are intended to reduce modal options (i.e., use of 
automobiles) either temporarily or in the long term and include, for 
example, fuel rationing and exclusion of single-occupant automo
biles from key facilities. In the short term, these TCMs may result 
in large mode shifts, reduced trip making, and shorter trips. If 
enacted frequently or in the long term, these TCMs may result in 
changes in automobile ownership, and changes in new and existing 
residential and employment location might occur. 

To reflect reduced modal options on key facilities, Harvey cites 
the need for a detailed network of freeways, arterials, and roads as 
well as a "mode choice model with a 'choice set' (i.e., range of 
alternatives) that can be adjusted to reflect limited availability" (4). 
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Because TCMs that limit travel options will increase the time and 
cost of automobile travel, composite impedances that reflect these 
increases should be represented in the mode choice, trip distribu
tion, trip generation, and automobile ownership steps. If TCMs 
result in large changes in accessibilities, a land allocation model 
should be used. 

TCM EFFECTS WARRANT MODEL 
IMPROVEMENTS 

Wachs, in a comprehensive review ofrecent behavioral research in 
transportation demand management, found that there is clear evi
dence that travel time, out-of-pocket travel costs, and the comfort 
and reliability of travel modes have a significant effect on trip gen
eration, mode choice, departure time choice, and route choice (6). 
Stopher summarizes the literature on the effects of capacity con
straints (e.g., congestion, which increases the time costs of travel) 
on travel behavior and concludes that such constraints result in 
changes in new development, automobile ownership, trip making, 
the length of trips, mode choice, departure time choice, and route 
choice (7). 

Bae, however, in an examination of transportation and land use 
measures included in Southern California's Air Quality Manage
ment Plan (particularly, alternative work schedules, mode shift 
strategies, and growth management), found that these measures 
were projected to have a relatively modest impact on reducing air 
pollution (8). It should be noted that Bae's examination made use 
of som.e weak sources. Bae suggests that clean vehicle technology 
and pricing TCMs are more effective alternatives. Cameron's study 
of pricing policies in Southern California found that pricing policies 
would have a significant effect on trip generation, VMT, and mode 
choice. The Transportation Incentive Planning System (TRIPS) 
travel demand model, which includes an endogenous automobile 
ownership step and composite travel costs throughout the model 
hierarchy, was used for this study (9). 

In the end, however, transportation planners must use their own 
judgment as to whether the effects of particular TCMs in a particu
lar region will be large enough to warrant the model improvements 
suggested here, particularly.inclusion of composite' impedances in 
the trip generation and automobile ownership steps and feedback to 
those steps and to a land allocation model. 

FORECASTING TCM VARIABLES 

Most of the variables at issue in this paper, (i.e., accessibility and 
demographic variables) are currently forecast in most regional 
travel demand models. Life-cycle stage variables, which have been 
shown to be significant in predicting travel demand, are less com
monly forecast in regional travel demand models. However, the 
Portland, Oregon, and Montgomery County, Maryland, models 
have incorporated life-cycle variables (e.g., ages of household 
members). Forecasts of these variables are likely to be reasonable 
within a 20-year time frame. Because land use forecasts are subject 
to local political pressures, we advocate simulation ofland use vari
ables through land .allocation models (i.e., development location 
choice models) to avoid political bias and improve accuracy. 

FEASIBILITY OF PROPOSED CHANGES 

Travel time and travel cost variables can be included throughout the 
chain of travel demand models. The original Metropolitan Trans-
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portation Commission models (1978) are an example of a set of 
regional travel demand models that have successfully incorporated 
composite impedances in the mode choice, trip distribution, trip 
generation, and automobile ownership steps. Land allocation mod
els that are sensitive to transportation supply are available (e.g., the 
DRAM/EMPAL model); however, their sensitivity is limited (7). 

Separate walk and bicycle modes can be added to mode choice 
models fairly easily. The difficulty arises in developing the travel 
times for these modes. Greatly increased network detail is needed 
to estimate travel times for short walk and bicycle trips (7). In the 
short term, however, rough approximations of walk and bicycle 
travel times can be derived from the roadway network. The inte
gration of geographic information systems into travel demand mod
els will assist in the development of the network detail needed for 
improved specification of walk, bicycle, and transit accessibilities. 
In the short term, however, zonal and discrete household-based 
walk, bicycle, and transit accessibility indexes have been incorpo
rated effectively into some regional travel demand models, for 
example, that of Montgomery County, Maryland. 

Currently, time-of-day choice modes are not generally included 
in regional travel demand models. Stopher states that "some form 
of time-of-day modeling can be developed to work within travel
forecasting procedures" (7). Portland, Oregon, and Sacramento, 
California, are incorporating explicit time choice components in 
their updated travel demand models (1). 

Comfort and reliability variables are difficult to incorporate in 
regional travel demand models. However, academic models have 
successfully incorporated such variables (10). Wachs suggests the 
use of market segmentation to help clarify the relationship between 
attitudes and travel behavior (6). 

Finally, the additions and extensions suggested in this paper 
require data that are not generally included in conventional data 
bases used to estimate and calibrate models. Conventional data 
bases should be expanded to obtain needed travel behavior data. 
Such estimation and calibration of model steps and of overall sys
tem models is more time-consuming than past practices. However, 
Portland has calibrated its socioeconomic/demographic models 
(i.e., worker, children, and automobile ownership models) and 
travel demand models (i.e., trip generation, destination choice, pre
mode choice, and mode choice models) to survey data and has 
calibrated its automobile assignment and transit assignment models 
to count data. · 

SYNERGISM 

TCMs tend to be modeled separately instead of together as a pack
age. However, some combinations of TCMs can increase or decrease 
the effectiveness of individual TCMs (11). The findings regarding 
potential synergistic effects were summarized as follows (1 J): 

In general, it was found that improvements in driving conditions work 
counter to efforts to shift commuters from their own cars onto public 
transit or to participate in ridesharing programs. Penalties associated 
with driving, on the other hand, support these efforts, as well as 
attempts to reduce overall travel by changing land uses and substitut
ing communications for work trips. All transit improvement and 
incentive techniques are mutually supportive to a high degree. 
Carpooling, which in itself appears to be a moderately effective and 
inexpensive approach, does not blend well with many other 
approaches; efforts to reduce travel demand by changing land use, to 
spread peak commuting time, to provide transit alternatives, or to 
improve traffic flow through improvements to roadways all reduce the 
motivation for participating in prearranged ridesharing. 
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Thus, TCMs should be modeled in various packages, not separately, 
to capture synergistic effects and thereby avoid overestimating or 
underestimating the effects of TCMs. 

PAST TCM MODELING PRACTICES IN 
FOUR REGIONS 

This section and the next are based on a study performed for the 
California Energy Commission that reviews the MPOs' regional 
travel demand models and their modeling of TCMs (3). Agency 
documents and interviews were used to prepare these reports, and 
the reports were reviewed by the agencies for accuracy. 

San Francisco Bay Area 

The TRIPS model was the primary travel demand model used in the 
San Francisco Bay Area to evaluate TCMs. TRIPS was used to 
evaluate most TCMs within the travel cost category and some 
TCMs within the travel time category. Local data, empirical stud
ies reported in the literature, and interviews with experts were used 
for categories of TCMs involving expanded travel options, travel 
time, land use changes, activity constraints, and promotion of alter
native modes (12,13). TCMs involving walk and bicycle improve
ments were modeled with "a regional mode choice model devel
oped by Deakin in the mid 1980's with bicycle and walk as explicit 
modes" (12,13). Traffic operations models, such as TRANSYT and 
NETSIM, were also used in the analysis (13). 

The TRIPS model was derived from models originally developed 
for the Metropolitan Transportation Corrimission in the mid- to late 
1970s; it incorporates transit and highway travel times and costs in 
all of its model steps, includes an automobile ownership step, and 
is fully iterated (14). TRIPS uses a sample of households from the 
most recent Bay Area travel survey, which preserves the variation 
in the distribution of population characteristics and thus produces 
more accurate travel demand predictions (15). Household totals are 
expanded to represent the larger population and summed in regional 
categories (15). TRIPS lacks a detailed network representation 
and traffic assignment component. Instead, as an approximation, 
a simple routing for estimating changes in level of service has 
been incorporated in the model. Thus, TRIPS achieves great 
detail in representing demand at the expense of detailed network 
representation (14). 

Sacramento Region 

As part of the regional mobility plan, the Sacramento region used 
its regional transportation demand model to evaluate parking pric
ing and,new HOV lanes (16,17). Cumulative estimates of VMT and 
emission reductions due to the other TCMs included in the plan 
were derived from the results 9f TCMs modeled by other regions in 
California, particularly. the Bay Area (17). Analyses of TCM effec
tiveness in the Bay Area and other areas cannot be transferred cred
ibly to the Sacramento region, however, because of large differ
ences in urban structure and transportation infrastructure, 
particularly modal options. 

Southern California Region 

For its 1992 Air Quality Management Plan, the Southern California 
region used its regional travel demand model to evaluate TCMs 
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involving alternative work weeks, flextime, telecommuting, 
employer rideshare and transit incentives, parking management, 
vanpool purchase incentives, merchant transportation incentives, 
automobile use restrictions, new HOV facilities, and transit 
improvements, as part of its regional mobility plan (18). These 
strategies were modeled primarily through manual adjustments to 
the trip generation tables and mode choice model. In other words, 
each TCM was assumed to reduce single-occupant vehicle trips by 
a certain percentage, and trip generation rates and mode choice pro
jections were adjusted to reflect that reduction (18). That method of 
modeling is not adequate because it begs the question of whether 
the TCMs will have their anticipated behavioral effects. Some 
strategies that involve pricing incentives were modeled correctly 
with sensitivity runs, which resulted in changes in mode choice (3). 

The Southern California region modeled TCMs related to goods 
movement, traffic flow improvements, nonrecurrent congestion 
relief, airport ground access, and rail consolidation with elasticities 
obtained from the regional travel demand model and from elastici
ties reported in the literature (3, 18). Elasticities that are used to 
adjust VMT or trips without running these changes through the 

~ model set will not represent the complete effects of the TCMs, how
ever. Also, point elasticities obtained from the literature are valid 
only if they are used for the same ranges and starting points on the 
basis of which the elasticities were calculated. 

San Diego Region 

The San Diego Region evaluated its TCMs with the use of TCM 
Tools (19), a spreadsheet that aggregates the effects of TCMs at the 
regional level and uses input data obtained from· expert judgment. 
The spreadsheet has default values for most outputs or uses point 
elasticities to produce outputs. The default values can be overridden 
with area-specific data obtained from a regional transportation 
model. The spreadsheet does not represent the effects of changes in 
congestion on travel. ¥ost of the effects of land use changes and 
traffic flow improvements must be estimated apart from the spread
sheet. In general, the spreadsheet is primarily a screening tool and 
generally predicts the best, instead of the most likely, outcomes of 
TCMs (15,20). 

The TCM Tools spreadsheet is acceptable as an accounting sys
tem for measuring the effects of TCMs only if it is used in con
junction with a fully run set of regional travel demand models and 
its default values are overridden with area-specific values obtained 
from the regional travel demand model. 

Most default values were not overridden in the modeling of 
the San Diego region's TCMs. Small adjustments were made for 
some default values for the HOV and park-and-ride TCMs. Because 
the elasticities were so small and it was thought that area-specific 
values would not be much different from the default values, no 
area-specific adjustments were deemed necessary. In general, the 
San Diego region lacks data with which to develop area-specific 
values (3). 

MPOs' POTENTIAL ABILITIES TO 
ANALYZE TCMs 

Current Models 

As described above, not all TCMs in the regions that should have 
been were modeled with regional travel demand models. However, 
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accurate evaluation of most TCMs requires that analyses be per
formed by fully run travel demand models. Therefore, regional 
travel demand models' current abilities, if they were used to evalu
ate the categories of TCMs, were examined to identify needed 
model improvements. 

Categories of TCMs related to changes in travel time, changes in 
travel cost, and expanded transit options can only be evaluated 
adequately with TRIPS, particularly if it is used in conjunction with 
a network (assignment) model. That is primarily because TRIPS in
corporates highway and transit travel time and cost in its mode 
choice, trip distribution, trip generation, and automobile ownership 
steps and the model is fully iterated. The Sacramento, Southern Cal
ifornia, and San Diego regions incorporate highway and transit 
travel time directly only in the mode choice and trip distribution 
steps and incorporate travel cost directly only in the mode choice 
step. However, travel cost is included indirectly in the Southern Cal
ifornia and San Diego regions' trip distribution steps through feed
back. None of these three regions has an automobile ownership 
model that is endogenous and is affected by accessibility or by other 
variables that can be altered with policy. The Sacramento region 
does not recycle assigned travel impedances back to trip distribution. 

To improve the accuracy of travel times in the models, all MPOs 
should improve their representation of access to transit and auto
mobile in the mode choice step. Further, only San Diego's model 
represents signal and intersection delay separately from link capac
ity and delay. None of the models include explicit comfort and 
reliability variables to capture demands for expanded travel options 
accurately. To simulate the effects of TCMs that increase the mon
etary cost of peak-period travel (e.g., congestion pricing), all of the 
MPOs need to develop time-of-day choice models. In addition, only 
TRIPS retains income in all the trip tables, which allows analysis of 
the equity implications of pricing measures. 

All of the MPOs have pricing data related to automobile operat
ing costs, tolls, transit fares and discounts, and some parking cost 
data. The Bay Area region has daily and monthly parking cost data. 
The San Diego region's parking data are adequate except that more 
data are needed regarding the share of employees with free parking. 
Sacramento has parking cost data (monthly zonal averages) only for 
the downtown area and none for suburban or special generator areas. 

None of the regions use travel demand models that can evaluate 
adequately TCMs that improve walk, bicycle, and transit environ
ments. None of the regions represent walk and bicycle modes sepa
rately in the mode choice step except for the San Diego region, and 
its walk and bicycle modes are not policy sensitive (they are 
exogenous). In general, walk, bicycle, and transit accessibility vari
ables (for example, proximity of employment and housing to transit 
and services, and walk and bicycle characteristics of zones) are lack
ing in the mode choice, trip distribution, trip generation, and auto
mobile ownership steps. The Bay Area and Sacramento regions are 
able to represent, to some degree, the homogeneity and heterogene
ity of land uses, because they include a variable for employment in 
the zone of residence. All MPOs should replace CBD and other lo
cational variables with variables that represent regional accessibil
ity and improve the detail of their networks to represent the prox
imity of employment and housing to transit and services. The 
regions all use reasonably small zones in areas of dense land use. 

All the regions lack sufficient transportation and land use supply 
data, particularly related to zonal walk and bicycle characteristics. 
All have transportation supply data related to the transit and auto
mobile travel times, roadway lanes, park-and-ride lots, and transit 
stops. Only the San Diego region has data on intersection configu-
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rations, parking inventories, and walk and bicycle distance. All 
need data related to the character of sidewalks, bicycle paths and 
lanes, availability of secure bicycle parking spaces at transit stops, 
and roadway medians. 

For TCMs related to clean vehicle technology, all regions can 
calculate emission improvements from TCMs that affect the entire 
fleet in a uniform manner by substituting a revised set of composite 
factors. None has the capacity yet to evaluate partial fleet changes 
with regional models. However, some data are available on vehicles 
from the California Department of Motor Vehicles, which could be 
used in conjunction with the TRIPS model (and perhaps other mod
els) to evaluate the effects of this TCM (4). 

For categories of TCMs related to promotion of alternative 
modes and to the easing of activity constraints (e.g., flextime and 
telecommuting), all regions can use carefully interpreted case stud
ies to manually adjust their mode choice projections. All MPOs use 
case study data, but available documentation suggests that none, 
except the Southern California region, used them to manually adjust 
mode choice projections. 

Only the Southern California and Sacramento regions included 
TCMs intended to limit travel options. However, to model these 
TCMs, all the regions would need to improve the detail of their 
networks (i.e., obtain· a more detailed depiction of roadways in 
restricted areas) and use an adjustable choice set in their mode 
choice models. 

To assess secondary effects of changes in new residential and 
employment locations due to TCMs, only the Southern California 
region iterated the travel demand projections with land allocation 
model projections. The Bay Area and San Diego regions could do 
this, but they did not do so for their TCM analyses. The Sacramento 
region currently does not have a land allocation model. None of the 
regions used alternative land use projections as a TCM, although all 
of them have done such studies in the past. 

Planned Model Improvements 

The San Francisco Bay Area plans to pursue the following travel 
demand model improvements, which should improve their ability 
to analyze TCMs: (a) incorporate walk and bike accessibility (land 
use) variables in the trip generation step; (b) develop a mode of ac
cess to rail, investigate land use density effects on transit ridership, 
compare generic with mode-specific time and cost parameters, and 
examine HOV time saving coefficients in the mode choice step; (c) 
improve the forecasting method for projecting vehicle occupancy 
rates, especially for nonwork trips; and (d) develop time-of-day 
choice models (21). These changes should be incorporated into the 
TRIPS model if it is used for future TCM evaluations. 

The Sacramento region is currently undertaking a major update 
of its travel demand models and plans to incorporate the following: 
(a) an automobile ownership step that is sensitive to walk and 
bicycle accessibility (land use) variables and to transit access; (b) a 
trip generation step that is also sensitive to land use variables; (c) a 
mode choice step in which walk and bicycle modes are represented 
and zonal indexes of pedestrian and bicycle friendliness are incor
porated; (d) travel cost variables in all model steps; (e) a time-of
day choice model (22); and (f) more data related to the pedestrian 
and bicycle environment of zones (23). The Sacramento region is 
also considering a land allocation model and is gathering the needed 
land use data (23). 

The Southern California Association of Governments currently 
is preparing its strategic plan for improving its model, and thus the 
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TABLE 1 Improvements Needed in Regional Travel Demand Models To Evaluate Transportation Control Measures 

BAY AREA 

SACRAMENTO 

SOUTHERN 
CALIFORNIA 

SAN DIEGO 

CHANGE TRAVEL TIME, CHANGE TRAVEL COSTS, 
AND EXPAND TRANSIT OPTIONS 

1. improve access to transit an<l auto 
2. explicit comfort and reliahility variahles in mo<le choice 
3. fully iterate with a land allocation mo<lel 
4. signal and intersection capacity and delay separate from link 
5. time-of-day choice 

I . an auto ownership step 
2. travel time and travel cost in all steps 
3. recycle congested impedances hack to auto ownership 
4. explicit comfort and reliahility variahles 
5. retain income in final trip tahles 
6. signal and intersection delay separate from link 
7. time-of-day choice 
8. more detailed pricing data 
9. full iteration with a land allocation model 

L an auto ownership step 
2. travel time and travel cost in all steps 
3. recycle congested impedances back to auto ownership 
4. explicit comfort and reliahility variahles 
5. retain income in final trip tables 
6. signal and intersection capacity and delay separate from link 
7. time-of-day choice 

I. an auto ownership step 
2. travel time and travel cost in all steps 
3. recycle congested impedances hack to auto ownership 
4. explicit comfort and reliability variahles 
5. retain income in final trip tables 
6. time-of-day choice 
7. more detailed pricing data 

(continued on next page) 

association was able to provide us only with information about 
its proposed mode choice model improvements. It is considering 
incorporating the following into its mode choice step: (a) expanded 
subdivisions of modes, whereby transit may be subdivided into bus, 
commuter rail, and rail transit, for example (however, explicit walk 
and bicycle modes are not being considered because variables that 
influence their use are difficult to quantify); (b) improved represen
tation of highway terminal times, automobile and walk access to 
transit, automobile parking cost, and automobile operating costs; 
and (c) increased market segmentation, which may include ex
panded trip purposes, household income or automobile ownership, 
other household characteristics (e.g., household size, number of 
workers, and number of children), parking pricing, and travel time 
of day (24). 

CONCLUSIONS REGARDING MPOs' 
NEAR-TERM CAPABILITIES 

The Bay Area, using the TRIPS model and incorporating the 
model changes under way, will be the best equipped to capture the 
effects of TCMs involving changes in travel times and costs and 
expanded transit options, primarily because TRIPS incorporates 
travel time and travel cost in all model steps and recycles assigned 
impedances back through automobile ownership and subsequent 
steps. Generally, the other regions incorporate travel time and travel 
cost only in their mode choice and trip distribution steps, and 
assigned impedances are recycled, at best, only back through trip 
distribution. However, Sacramento and San Diego plan to expand 
their inclusion of travel time and cost in more model steps, as 
described above, which will improve their analyses of these TCMs. 
Both the Sacramento and Bay Area regions are taking steps to 
improve their models' depictions of peak spreading. Sacramento is 
also planning to develop an automobile ownership model. Items in 
the "Change Travel Time, Change Travel Costs, and Expand 
Transit Options" box in Table 1 that the regions still need to add 
to their programs for model improvements are as follows: Bay Area, 

The San Diego region planned, by the end of 1992, to (a) con
sider incorporating trip-chaining and accessibility in the trip gener
ation step; (b) include direct travel costs in impedance measures in 
the trip distribution step; (c) improve feedback mechanisms, where 
possible; (d) consider adding a light rail mode; (e) double modeled 
roadway mileage and code separate HOV facilities in the network; 
and if) add simultaneous HOV trip table assignment (25). 
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TABLE 1 (continued) 

CHANGE LAND USES 

BAY AREA I. fully represent walk and hike modes 
SACRAMENTO 2. walk, hike, and transit accessihility variahles in all model steps 
SOUTHERN CALIFORNIA 3. more transportation and land use supply data 
SAN DIEGO 4. regional accessihility variables, not CBD 

5. improve network detail 

CLEAN VEHICLE TECHNOLOGIES 

BAY AREA I . a model or data hase that links vehicle types to trip categories 
SACRAMENTO 
SOUTHERN CALIFORNIA 
SAN DIEGO 

EASE ACTIVITY CONSTRAINTS 

SOUTHERN CALIFORNIA I. when availahle, use model of human activity scheduling 

BAY AREA I. careful interpretation of case studies to manually adjust mode choice 
SACRAMENTO projections 
SAN DIEGO 2. when availahle, use model of human activity scheduling 

PROMOTION OF ALTERNATIVE MODES 

BAY AREA I. careful interpretation of case studies to manually adjust mode choice 
SACRAMENTO projections 
SAN DIEGO -

LIMIT TRAVEL OPTIONS 

BAY AREA I. improve network detail 
SACRAMENTO 2. use an adjus_tahle ch.nice set 
SOUTHERN CALIFORNIA 
SAN DIEGO 

2, 4; Sacramento, 4-6, 9; Southern California, all; and San Diego, 
1, 3, 4-7. 

Currently, all the regions have a limited ability to evaluate TCMs 
related to changes in land uses (i.e., improved walk, bicycle, and 
transit accessibility). In general, the MPOs can all improve their 
models' abilities to evaluate these TCMs by representing walk and 
bicycle modes in the mode choice step; including walk, bicycle, and 
transit accessibility variables in all model steps; and obtaining more 
detailed land use and transportation supply data. Sacramento plans 
to incorporate expanded land use variables in the automobile own
ership, trip generation, and mode choice steps, and the Bay Area is 
considering incorporating more land use variables in the trip gener
ation and mode choice steps. Sacramento is adding walk and bicycle 

modes. The other regions should attempt this. Sacramento should 
acquire a land allocation model. 

To evaluate TCMs related to clean vehicle technology, all the 
MPOs will have to develop a model or use a data base that can link 
vehicle types to trip categories. Available documentation suggests 
that none of the MPOs has plans to develop that capability. 

Carefully interpreted case studies can be used to manually adjust 
mode choice projections in evaluating TCMs that promote the use 
of alternative modes or that impose activity constraints. However, 
models of human activity scheduling should be used as they become 
available. Finally, all the MPOs should be able to model TCMs that 
limit travel options by increasing their network detail and using an 
adjustable choice set in the mode choice model. 



26 

ACKNOWLEDGMENTS 

We thank the California Energy Commission for sponsoring this 
work and the University of California, Universitywide Energy 
Research Group, for its support. Helpful comments were received 
from Greig Harvey and Leigh Stamets. 

REFERENCES 

1. Harvey, G., and E. Deakin. Toward Improved Regional Transportation 
Modeling Practice. National Association of Regional Councils, Wash
ington, D. C., 1993. 

2. Replogle, M. Best Practices in Transportation Modeling for Air Quality 
Planning. Silver Spring, Md., 1991. · 

3. Johnston, R. A., and C. J. Rodier. Critique of Regional Travel Demand 
Models in California. California Energy Commission, Sacramento, 
1993. 

4. Harvey, G. Screening Transportation Control Measures for the San 
Francisco Bay Area. Metropolitan Transportation Commission, Oak
land, Calif., 1989. 

5. Replogle, M. Improving Transportation Modeling for Air Quality Plan
ning. Presented at 72nd Annual Meeting of the Transportation Research 
Board, Washington D. C., 1993. 

6. Wachs, W. Policy Implications of Recent Behavioral Research in 
Transportation Demand Management. Journal of Planning Literature, 
Vol. 5, No. 4, May 1991, pp. 333-341. 

7. Stopher, P. R. Deficiencies of Travel-Forecasting Methods Relative to 
Mobile Emissions. Journal of Transportation Engineering, Vol. 119, 
No. 5, Sept. 1993, pp. 723-741. 

8. Bae, C. Air Quality and Travel Behavior, Untying the Knot. Journal of 
the American Planning Association, Vol. 59, No. 1, Winter 1993, pp. 
65-75. 

9. Cameron, M. Transportation Efficiency: Tackling Southern Califor
nia's Air Pollution and Congestion. Environmental Defense Fund and 
Regional Institute of Southern California, March 1991. 

10. Hartgen, D. Attitudinal and Situational Variables Influencing Urban 
Mode Choice: Some Empirical Findings. Transportation, Vol. 3, No. 4, 
1974,pp.377-392. 

11. Eisinger, D.S., E. A. Deakin, L.A. Mahoney, R. E. Morris, and R. G. 
Ireson. Transportation Control Measures: State Implementation Plan 

TRANSPORTATION RESEARCH RECORD 1452 

Guidance. Report SYSAPP-90/084. U.S. Environmental Protection 
Agency, 1990. 

12. Applied Development Economics and Deakin, Harvey, Skabardonis 
Inc. Socioeconomic Analysis of Proposed Regulation 13: Rule 1 Trip 
Reduction Requirements for Large Employers. Bay Area Air Quality 
Management District, San Francisco, Calif., 1992. 

13. Harvey, G., and E. Deakin. Transportation Control Measures for the 
San Francisco Bay Area: Analyses of Effectiveness and Costs. Bay Area 
Air Quality Management District, San Francisco, Calif., 1991. 

14. Air Quality, Congestion, Energy, and Equity Impacts of Market-Based 
Transportation Control Measures, Part 2: Technical Proposal. Deakin, 
Harvey, Skabardonis Inc., Berkeley, Calif., Oct. 1992. 

15. JHK & Associates. Draft Review ofTCM Impact Assessment Tools and 
Regional Travel Demand Modeling Capabilities. Southern California 
Association of Governments, Los Angeles, 1992. 

16. Regional Transportation Plan. Sacramento Area Council of Govern
ments, Sacramento, Calif., 1992. 

17. Regional Transportation Plan Technical Appendix. Sacramento Area 
Council of Governments, Sacramento, Calif., 1992. 

18. Air Quality Management Plan. South Coast Air Quality Management 
District, Los Angeles, Calif., 1991. 

19. 1992 Air Quality Strategy. San Diego Air Pollution Control District, 
San Diego, Calif., 1992. 

20. Sierra Research, Inc. User Manuals for Software Developed To Quan
tify the Emission Reductions of Transportation Control Measures. San 
Diego Association of Governments, San Diego, Calif., 1991. 

21. Research Design and Strategic Plan 1992-1995 Bay Area Regional 
Transportation Databasell'ravel Demand Models and Travel Forecast
ing. Metropolitan Transportation Commission, Oakland, Calif., 1992. 

22. OKS Associates. Technical Work Program. Sacramento Area Council 
of Governments, Sacramento, Calif., 1992. 

23. Workshop on the Sacramento Area Travel Demand Model and Land 
Use Model Issues. Sacramento Area Council of Governments, Sacra
mento, Calif., 1993. 

24. Cambridge Systematics, Inc. Southern California Association of 
Governments Regional Mode Choice Model. Southern California 
Association of Governments, Los Angeles, 1993. 

25. Transportation Model Revisions for Series 8 Forecasts. San Diego 
Association of Governments, San Diego, Calif. (undated). 

The views presented in this paper are solely those of the authors. 

Publication of this paper sponsored by Task Force on Transportation 
Modeling Research Needs. 



TRANSPORTATION RESEARCH RECORD 1452 27 

Simulation Model for Evaluating the 
Performance of Emergency Response Fleets 

K. G. ZOGRAFOS, C. 00ULIGERIS, AND L. CHAOXI 

A simulation model for evaluating the performance of an emergency 
response fleet of an electric utility company is presented. The proposed 
model considers the spatial, temporal, and severity distribution of calls 
and has the capability to simulate alternative configurations of service 
districts and dispatching policies of the emergency response fleet. A 
nonstadonary Poisson process is used to simulate the temporal distri
bution of service calls, whereas discrete simulation is employed for the 
spatial and severity distribution of the service calls. A mixed planar and 
network model is used to calculate the shortest travel time between the 
service calls and the location of emergency response vehicles. The 
model is validated on the basis of historical data. It is used to evaluate 
the relationship between fleet size and total incident service time and to 
compare alternative configurations of service districts for the same fleet 
size and dispatching policy. 

A central problem in managing spatially distributed emergency 
response operations, such as police, ambulance, fire, emergency 
repair, and roadway assistance, is to determine the number of 
mobile units (fleet size) that should be available to respond to emer
gency calls, the service territories, and the dispatching strategies of 
the Emergency Response Units (ERUs) (1,2). The primary measure 
of effectiveness of an emergency response system is the minimiza
tion of the average response time to emergency calls (1-3). Aver
age response time depends on the spatial, temporal, and severity dis
tribution of the service calls and the size and deployment strategy 
of the emergency response fleet (1,2). 

Thus, efficient deployment of an emergency response fleet 
requires examination of trade-offs between the cost of the emer
gency response fleet operations, that is, the number of ER Us avail
able for deployment, and resulting performance, or average re
sponse time. Examination of this trade-off requires development of 
analytical tools that will be able to evaluate the performance of an 
emergency response mechanism for various levels of expected 
work load and manpower availability. 

The objective of this paper is to present a simulation tool, devel
oped for evaluating the performance of alternative districting pat
terns and fleet size of an emergency response system. The paper 
focuses on the development of the simulation model and its appli
cation as an evaluation tool. The work presented is motivated by the 
emergency repair operations of a large utility company. The pro
posed simulation tool is part of an integrated decision support sys
tem ( 4) that was developed to help the service restoration managers 
improve the effectiveness of the utility's service restoration fleet. 

K. G. Zografos, Department of Transportation Planning and Engineering, 
National Technical University of Athens, Athens, Greece. C. Douligeris, 
Department of Electrical and Computer Engineering, University of Miami, 
Coral Gables, Fla. 33124. L. Chaoxi, Transportation Laboratory, University 
of Miami, Coral Gables, Fla. 33124. 

EMERGENCY RESPONSE FLEET OPERA TIO NS 

The need for emergency response services arises when incidents 
requiring prompt response and attention occur randomly in space 
and time. Depending on the type of incident, whether a fire, med
ical emergency, police emergency, emergency repair, or roadway 
incident, a mobile ERU should be dispatched to the scene of the in
cident to offer the necessary services. A crucial parameter involved 
in the design and evaluation of emergency response operations is 
the total incident service time (TIST). TIST is defined as the time 
elapsed between the occurrence of an incident and the completion 
of requested services (3,4). 

TIST consists· of four time intervals. The first interval, TI> the 
incident detection and identification time, is determined by the time 
elapsed between the occurrence of an incident and the arrival of a 
call at a dispatching center announcing the incident and requesting 
services. The duration of T1 depends on the technology used to 
detect the incident (5). For certain types of incidents, there are 
opportunities for automatic incident detection, depending on the 
capacity of the switchboard receiving the incident calls and the tech
nology used to associate calls with the location of the incident ( 6, 7). 

The second interval, T2, or the dispatch delay, is determined by 
the time elapsed between the detection and identification of the in
cident and its assignment to the first available ERU. The magnitude 
of a dispatch delay depends on the ER Us' degree of use. In the case 
of a congested system, when the utilization rate of the servers 
exceeds a threshold value, the dispatch time is the major determi
nant of response time (5-8). 

The third component, T3, is the time interval required by an ERU 
to. travel from its current location to the scene of the incident. The 
fourth interval, T4, involves the time that an ERU spends in provid
ing the requested services. The duration of the incident service time 
depends mainly on the severity of the incident (1). 

TIST, and consequently the performance of the emergency 
response system, can be enhanced substantially by reducing dis
patch delay (T2) and travel time (T3). Thus, any modeling effort 
regarding the improvement of the deployment of an emergency 
response fleet should take into account the interactions between the 
various components of the TIST and their effect on T2 and T3• 

PREVIOUS RELATED WORK 

Computer simulation methods have been used extensively to study 
the performance of emergency response systems and are described 
in the literature. Simulation models offer the capability to study the 
trade-off between the number of servers and TIST for complex, 
large-scale systems that are not amenable to exact queuing theory 
formulations .. In addition, simulation models can be used to evalu-



28 

ate the performance of alternative districting patterns generated by 
districting models. 

Savas (9) used simulation as a tool to perform a cost-effective
ness analysis of New York's emergency ambulance services, 
thereby linking operations research models, decision making, and 
computer techniques. 

Larson (10) used the hypercube queuing model, which incorpo
rates theoretical queuing theory results and simulation as a tool 
in dispatching of police patrol cars. Brandeau and Larson (11) 
extended the use of the hypercube model to the deployment of 
emergency ambulances. 

Ignall et al. (12) used simulation to suggest approximate analyt
ical models to be used for police patrol and fire operations in New 
York City. The link between simulation and analytical models has 
been analyzed further and evaluated in a paper by Shantikumar and 
Sargent (13), in which several uses of these hybrid models are 
suggested. 

Green and Kolesar (14) have used simulation as a tool to evalu
ate a multiple car dispatching model for police patrol. Their appli
cation involved the police patrol fleet of New York City. 

Zografos et al. (5) developed a simulation model for studying the 
trade-off between freeway incident delay and the size of a freeway 
emergency response fleet, and for studying the effect of alternative 
dispatching strategies on the performance of the freeway emer
gency response fleet. 

Goldberg et al. (15) developed a simulation model for evaluating 
alternative base locations for an emergency (paramedic) response 
fleet in Tucson, Arizona. 

Although emergency response systems share common character
istics, operations cannot be simulated in a generic sense. Evaluation 
of the performance of different emergency response systems 
requires the development of simulation models that can capture the 
particular administrative, organizational, technical, technological, 
and operational characteristics of the system under consideration. In 
the emergency repair operations of electric utility companies, for 
example, there is no patrolling as in police and freeway incident 
management operations; there is no multiple vehicle dispatching as 
in fire, police, and freeway incident management operations; and 
the service unit does not necessarily return to its home base as in 
ambulance and fire protection operations. 

RELATIONSHIP BETWEEN DISTRICTING AND 
SIMULATION 

The proposed simulation model is part of an integrated decision 
support system that was developed to help managers of emergency 
repair operations in the electric utility industry to rationalize the 
deployment of an emergency repair fleet. The integrated decision 
support system for emergency repair operations consists of two 
interrelated modules: a districting module and a simulation module. 

For a service area consisting of a number of elementary spatial 
units (atoms) with a given level of emergency repair activity, the 
objective of the districting module is to determine contiguous, 
nonoverlapping repair service areas, or "truck-areas," in such a way 
as to minimize the weighted distance between atoms belonging to 
the truck-area and the center of the truck-area. 

Two more criteria can be incorporated into the districting model. 
The first criterion expresses the requirement of a balanced work 
load assignment between truck-areas, whereas the second criterion 
requires that the area of each truck-area be within a given percent
age of the average. 
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The objective of the simulation module is to simulate service 
restoration operations within each truck-area generated by the dis
tricting module. The proposed simulation model uses historical data 
describing the spatial, temporal, and priority distribution of emer
gency repair calls and simulates alternative dispatching strategies 
for the emergency repair fleet. The output of the simulation module 
provides statistical information related to the performance of the 
service restoration units within each truck-area. The performance of 
the service restoration mechanism is evaluated in terms of the aver
age dispatch, travel, and repair (DTR) time (i.e., the time interval 
between the identification of the service call and the completion of 
service). T1 is not included in the performance analysis because it is 
not affected by fleet size or the shape of the districts. 

SPATIAL, TEMPORAL, AND SEVERITY 
CHARACTERISTICS OF SERVICE REPAIR CALLS 

An essential step in developing the proposed simulation model was 
to understand the operations and the behavior of the service restora
tion mechanism. That was done through an analysis of historical data 
describing the demand for repair services and the performance of the 
service restoration mechanism. The data base used for the analysis 
of the service restoration operations was provided by a major utility 
company. The data base included data covering a period of 1 year 
and each record of the data base corresponded to a call for an emer
gency repair. Each record contained information regarding the time 
that the service call arrived at the dispatching center, the time that a 
work order (ticket) was generated for the call, the time that the ticket 
was assigned to a field repair unit, the time that the field unit arrived 
at the scene of the incident, and the time that the repair was com
pleted. In addition, each record contained information describing the 
location of the call in terms of the X and Y coordinates of a major and 
a minor reference grid used by the company to identify its facilities 
and customers in the two-dimensional space. The size of the major 
grid was 1 mi2, whereas the size of the minor grid was 2,500 ft2

• 

Finally, each record included information describing the severity of 
the service call in terms of the type of the failure and the type of the 
equipment that failed. A separate data base providing information on 
the number of field units available on a shift basis per day was also 
provided by the same utility. 

Analysis of the data indicated statistically significant differences 
in terms of the spatial, temporal, and severity distribution of the ser
vice restoration calls. Important information regarding service 
restoration operations was obtained by analyzing the duration of the 
repair for work orders of different priorities. In this case, it was 
found that the duration of the repair time was related to the severity 
of the incident (4). 

Information obtained from analysis of existing data was used to 
develop probability density functions describing (a) the temporal 
distribution of the service calls, (b) the spatial distribution of the ser
vice calls, (c) the priority distribution of service calls, and (d) the 
distribution of the average repair time for service calls having dif
ferent priorities. In addition, the average travel time between the 
centroids of the major grid atoms was calibrated using travel time 
information provided by the data base. 

STRUCTURE OF PROPOSED SIMULATION 
MODEL 

The simulation module input consists of the geographic definition 
of the truck areas generated by the districting module and the travel 
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speed information for the links of the underlying transportation net
work. The input information is provided for all three shifts and for 
the entire area under consideration. The output of the simulation 
program provides the statistics describing the performance of the 
service restoration mechanism (i.e., the statistics of the total inci
dent response time and its components). Figure 1 shows the rela
tionship between the various components of the simulation module 
at a macroscopic level. 

The proposed simulation program offers the opportunity to sim
ulate a wide range of operational characteristics of the service 
restoration mechanism. The alternative simulations can be run by 
varying a set of control data in a control input file. 

On a more detailed level, the simulation module proceeds as fol
lows: from the given data base, the priority distribution of service 
calls per shift is calculated for the whole area under consideration. 
Furthermore, the priority and type of service call distributions are 
calculated for each shift. On the basis of the calculated distributions 
and information regarding geographic and operational characteris
tics of the subarea, which is provided in control parameter input 
files, the following are calculated: 

1. Repair time distribution for a given subarea, shift, priority, 
and type of service call; 

2. Spatial distribution of service calls for a given shift, priority, 
and type; 

3. Temporal distribution of service calls; and 
4. Travel time matrix for the three shifts. 

Once all the necessary distributions have been defined and cal
culated, the program proceeds with the generation of the following: 

1. Calls on a shift basis; 
2. Calls by priority; 
3. Calls by type; 
4. Call locations; and 
5. Exact service call coordinates within the corresponding atom, 

using a uniform distribution. 

I 
DATABASE 

I 

I 

CONFIGURATION -FOR SHIFT 1 

,. 

MAIN 
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The simulation program continues with the assignment of a ser
vice call to a particular service unit according to the defined dis
patching policy. The activity of the ERU is followed throughout its 
shift. Any unfinished work load is transferred to the next shift. Per
formance and utilization statistics are gathered throughout the 
process. Figure 2 shows the detailed structure of the proposed 
simulation model. A 10-min delay is assigned to each ticket to 
compensate for T0• Tickets are served according to their priority. 
Unserved tickets are transferred to the next shift. 

Temporal Generation of Calls 

Analysis of historical data describing the arrival of the service calls 
to the switchboard of the emergency repair system revealed that 
arrival of service calls can be described by a nonstationary Poisson 
process. 

Therefore, a nonstationary Poisson process with rate A.(t) was 
used to fit the service call arrival rate data (16). The rate A.(t) was 
expressed by a polynomial function of the form 

A(t) = !,a;t; 
i=O 

where the constants a; and the order n of the polynomial were cal
culated on the basis of the best fit to the historical data. 

The generation of the temporal distribution of the service calls re
quires the solution of the following problem: 

Given the instant t; of the arrival of the ith call, find t;+ 1 = t; +flt 
(i.e., find the time of the next service call arrival). 

From the nonstationary Poisson process, the distribution of an in
terval (t;, t ;+ 1) is given by 

[ ft+iit ] 
i; = F(t, flt) = 1 - exp -

1 

A(T)dT 

From the time interval distribution we get 

CONTROL 
PARAMETERS 
FOR 
SIMULATION 

I 
GEOGRAPHIC 
AND TRAFFIC - INFORMATION FOR 
SHIFT 1 

,, 

4-
GEOGRAPHIC 

CONFIGURATION ~ SIMULATION -
AND TRAFFIC 
INFORMATION FOR FORSHIFT2 ___. PROGRAM -

4- SHIFf 3 

t 
GEOGRAPHIC 

CONFIGURATION PERFORMANCE - AND TRAFFIC 
FOR SHIFT 3 - STATISTICS INFORMATION FOR 

TIST SHIFT 1 
AND ITS 
COMPONENTS 

FIGURE 1 Interdependencies in the simulation mode. 
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J
t;+L1t 

- ln(l - t) = >.:rdT 
t; 

TRANSPORTATION RESEARCH RECORD 1452 

BEGIN 

INPUT DATA 

CALCULATE TRAVEL TIME MATRIX FOR 3 SHIFTS 

GENERATE CALLS FOR ONE SHIFT 

FOR EACH CALL, GENERATE PRIORITY, TYPE 
OF TICKET AND LOCATION 

ADD THE UNFINISHED CALLS FROM LAST 
SHIFT TO THIS SHIFT 

DETERMINE THE AREA NO. FOR EACH CALL 

i=l 

NO 

THE AVAILABLE TIME 
FOR ERU i IS THE TIME 
NEXT CALL ARRIVES 

+IO MINUTES 

DETERMINE THE POLICY AND THE HIGHEST PRIORITY 
IN THE QUEUE 

SELECT THE CALL WITH THAT PRIORITY TO SERVE 

CALCULATE THE TRAVEL TIME AND DETERMINE i...--------' 
THE NEXT AVAILABLE TIME 

NO 

NO 

NO 
FINISH SIMULATION? 

RECORD STATISTICS 

FIGURE 2 Flowchart for the simulation of 1 day of operations. 

and the updating procedure of the algorithm. Let 6.t be a chosen 
small increment. 

3. On the basis of the chosen Mand Simpson's rule, calculate 

The following computational procedure was used to determine 
the interval M: 

1. Generate a uniform random number t. 
2. Calculate z1 = ln(l - t), and let z2 = 0, t;o = t;. These are the 

initialization conditions for dummy variables z2 and t;o, which are 
used subsequently for the determination of the stopping criterion 

Let Z2 = Z2 + 6.z2 and t;o = t;o + 26.t. 

4. If z2 2: Zi. there is a need to get a smaller increase by interpo
lation, then 
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else go to Step 3. 
5. End. 

The procedure described above provides a stable solution to the 
temporal generation of calls. 

Spatial Generation of Calls 

A two-step procedure was used for the spatial generation of the ser
vice calls. First, the atom to which a call belongs was specified, and 
then the exact location within a specific atom was determined. To 
generate service calls in atoms, a discrete probability distribution 
was used. 

The next step proceeds with the uniform generation of the service 
call within the specific atom of area A, as determined in the previ
ous step. A common procedure to generate a point uniformly in an 
atom of area A requires first the generation of a point within a rect
angle that covers the given region and then a check to determine 
whether the point is located within the specific atom (17). This two
step procedure is repeated until a candidate point is finally accept
able (i.e., located within the atom). 

For this paper, a new procedure is used, which assigns two ran
dom numbers to a corresponding point in the given atom of area A 
without the need for an iteration and checking procedure. 

Because most of the atoms met in practical problems can be 
described or closely approximated as polygons, the problem is for
mulated for a polygon, which is described by the N counterclock
wise-ordered vertices (xi. y 1), (x2, y2), ••• , (x;, y;), ... , (xN, YN). We 
assume that a point (x0, y0) can be selected within the polygon so 
that the segment line (x0, y0) - (x;, y;) is located within the polygon 
for i = 1, 2, ... , N (Figure 3a). A ray from (x0, y0) intersects the 
polygon at only one point. Let us denote the following: 

A; = area defined by the triangle with vertices at (x0, y0), (x;, y;), 
and (xi+i. Y;+ 1) (Figure 3b); 

A, = Lf=i A;, the total ~ea of the polygon; 
B; = (Lj= 1 Ai)IA,, the fraction of the polygon area in the first i tri

angles; and 
Bo= 0. 

The procedure is described as follows: First, generate a pair of 
uniformly distributed random numbers (Ri. R2) in (0, 1). Second, 
find the location of R1 among the B;. If B;- 1 :5 R 1 :5 B;, calculate 
a, x ', y' such that 

a= R1 -B;-1 
B;-B;-1 

x' = X; + a(X;+J - X;) 

y' = Y; + a(y;+1 - X;) 

The desired point (x, y) is given by 

x = Xo +\/R; (x' -xo), Y =Yo +\/R; (y' -yo) 
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(a) 

(x',y') 

(b) 

FIGURE3 Uniform generation of calls within an atom. 

This procedure directly generates points within the polygon with
out the need to check for acceptance or rejection of a certain point 
and the subsequently required iteration. 

Priority, Type, and Repair Time Generation of Calls 

A discrete distribution based on historical-data is used to generate 
the priority of the service calls, the type of service calls of a certain 
priority, and the repair time of the service calls for a given shift, 
priority, and type. 

Travel Time Estimation 

The travel time estimation involves two steps. First, the travel time 
between the centroid of the atom where an ERU is located and the 
centroid of the atom where the service call originated is calculated. 
Second, the travel time from the actual location of the ERU and the 
service call to the corresponding centroid is calculated. The calcu
lation of the travel time between the centroids of all atoms results 
in a travel time matrix whose elements are stored in a working file. 
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The matrix is calculated once for each shift. When a call is gener
ated, the program identifies the atoms where the call and the ER Us 
are located and reads the corresponding travel time from the travel 
time matrix. 

For the estimation of the shortest travel time matrix, all atoms are 
represented by the centroid (x*, y*) of the atom. 

Because of the nature of the underlying transportation network 
(i.e., regular grid pattern), the Manhattan metric was selected to 
represent the distance for the surface street system of the network 
(i.e., local streets and main arteries). When the assumption of the 
regular grid pattern is violated because of travel on freeways, the 
existence of barriers to movement, a rural area's sparse road net
work, or for other reasons, special links are defined, and the network 
that was created by the special links is superimposed on the plane. 
Special links for freeways were defined by nodes representing 
entrance points to the freeway and the centroids of the neighboring 
atoms of the freeway. Special links around barriers were generated 
by a procedure described by Larson and Li (18). 

Travel speed data for local streets, arterials, and freeways were 
collected for different hours of the day. For the surface street sys
tem, average travel speeds for each shift along the two major direc
tions in the area (vx, vy) (the X axis corresponds to an east-west 
movement and the Y axis to a north-south movement) were obtained 
from the utility's personnel. 

Arterial street speeds first were translated into equivalent local 
street speeds. 

For freeway links, an average travel speed, v, for each shift 
was used; whereas for the special links, an average speed, Va, for 
each shift was used. An algorithm is used to find the shortest travel 
time between all pairs of nodes and to determine the travel time 
matrix. 

Given the atom center coordinate (x;, y;), the average travel speed 
(vx;• vy) within the atom, the coordinates of freeway points, and the 
allowable travel directions on it (entrance, exit, or both), the aver
age travel speeds between two freeway points, special link infor
mation, and the travel speeds on special links, the following 
algorithm determines the travel time matrix, 

1. Initialize travel matrix: TiJ = oo. 

2. Calculate the travel time for each link. 

For link i-j connecting the centroids of atoms i and}, we use the 
weighted travel speeds: 

where a.; is the percentage of the distance between the two atom cen
troids that belongs to atom i (2). 

For atom i with centroid coordinates (x;, y;) to freeway point 
link} with coordinates (xj, y) (note that freeway points are treated 
as centroids ~f atoms), use the average speed (vxi' vy) within the 
atom: 

For a freeway point link connecting points (x;, y;) to (xj, y), use 
given speed v: 
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For special links connecting points (x;, y;) to (xj, yj), use given 
average speed va: 

V (x; - xj)2 + (y; -yj)2 

Tij= ~~~~~~~~-
Va 

3. Find the shortest way between all pairs of nodes using Floyd's 
algorithm (a node is the centroid of an atom or a freeway point). 

CASE STUDY 

The simulation model described in the previous section was used to 
examine the trade-off between the number of available ERUs and 
the service restoration time and to evaluate the effectiveness of alter
native dispatching and districting patterns produced by the solution 
of the districting problem. Initially, the simulation model was vali
dated in terms of its capability to reproduce the inputs of the simu
lation process (i.e., temporal, spatial, and priority distribution of 
calls and distribution of the duration of the repair time). Statistical 
significance tests were performed to compare the means of the sim
ulated and observed data for various shifts and districts of the study 
area. The results of the tests suggest that there is no statistically 
significant difference between the observed and simulated data. 

The model is applicable to any type of area, transportation net
work, and population density. The calibration of the specific pa
rameters is subject, however, to a case-by-case validation. 

The validated model was used to study the relationship between 
the number of available ERUs (the fleet size) and the performance 
of the service restoration mechanism, as it is manifested by the 
duration ofDTR time and its components T2 , T3 , and T4 • First-come
first-served (FCFS) and nearest neighbor (NN) policies were used 
for the evaluation. Two distinct districting procedures were evalu
ated: constrained districting and unconstrained districting. Accord
ing to constrained districting, the whole districting was divided by 
the utility personnel in three subdistricts, which satisfied their pre
vious organizational and managerial structure, and then the model 
was used independently in each subdistrict. In unconstrained dis
tricting, the whole district was divided optimally into truck areas 
according to our model. 

Figures 4 through 7 summarize the results of the evaluation for a 
particular district, for various numbers of ER Us, and compare them 
with results for the current districting pattern. The results presented 
involve Shift 1 (7 a.m.-3 p.m.) and are run for N = 11-17. The cur
rent districting pattern has N = 14. A first result emerging from this 
analysis is that the average total DTR time decreases as the number 
of servers increases. The reduction is attributed mainly to the 
reduction of the dispatch delay (T2) component. The equalization of 
work load achieved by the districting module has a very clear 
impact on T2; reductions in travel time are not that significant. The 
differences in average time shown in these figures were found to be 
statistically significant at the a. = 0.05 level. 

The results of the comparisons suggest that the new districting 
patterns lead to a more efficient performance of the service restora
tion mechanism, which is manifested through a statistically sig
nificant (a. = 0.05) reduction of the average DTR time for the 
same number of servers. In most cases, as many as two ERUs can 
be removed before any change in quality of service, as it is mani
fested by the value of DTR. Given the cost of operating each ERU, 
one can easily determine the cost savings from observed reductions 
in fleet size. 
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FIGURE 7 Relationship between DTR and number of ER Us (constrained 
districting, NN, Shift 1). 

A comparison of the results of constrained and unconstrained dis
tricting indicates that unconstrained districting (Figures 4 and 5) 
provides better performance than constrained districting (Figures 
6 and 7). 

A comparison of the results of FCFS and NN policies indicates 
that NN gives consistently better results than FCFS, especially when 
the work load becomes very high (as with a small number of trucks). 

CONCLUDING REMARKS 

A simulation model for evaluating operations of the emergency re
pair fleet of an electric utility company was presented. The proposed 
simulation model has the capability to simulate alternative dis
patching strategies (i.e., FCFS, NN, and their combinations). It is 
able to evaluate the performance of the emergency repair fleet in 
terms of the duration of DTR time. The model provides utility com
panies with an effective analysis and decision-making tool. Sample 
applications of the simulation model include an examination of the 
trade-offs between fleet size and duration of DTR, evaluation of 
alternative designs of service restoration districts, and examination 
of the effectiveness of alternative dispatching policies under 
various conditions of temporal, spatial, and severity distributions of 
service calls. 
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Vehicle Sizing Model for Bus 
Transit Networks 

MAO-CHANG SHIH AND HANI S. MAHMASSANI 

An iterative procedure to select vehicle sizes for the routes of a bus sys
tem with a given network configuration and origin-destination demand 
matrix is presented. The procedure starts by assigning a set of initial 
route service frequencies to compute route-level descriptors through a 
transit trip assignment model. The vehicle size for each route is com
puted analytically by a mathematical model that minimizes the total cost 
(operator cost and user cost) of each individual bus route. Revised fre
quencies are determined by applying a maximum allowed load factor 
consistent with the calculated vehicle sizes. The procedure terminates 
when frequencies of two consecutive iterations converge. The model is 
illustrated through a case application to the existing transit system in 
Austin, Texas. The result confirms the potential benefits of using vari
able vehicle sizes on different ·routes. However, the number of vehicle 
sizes in a system should be limited to avoid operational complexity and 
associated maintenance costs. In general, it appears that smaller buses 
could be operated on most of the bus routes in most North American 
cities ~o provide better service quality and lower operator cost. 

Although both vehicle size and route frequency are important ele
ments of bus service plans, most previous bus network design pro
cedures treat vehicle size as a fixed value and compute route fre
quency either to achieve a minimum total generalized cost or to 
provide the capacity needed during peak-hour operation. Examples 
of these models ate given elsewhere (J-3). The use of a fixed vehi
cle size simplifies the network design procedure, but it precludes the 
simultaneous consideration of various vehicle sizes in the bus sys
tem design and thus may result in ineffective resource allocation. 

Because of high labor costs, transit operators in both Europe 
and North America tend to use fewer and larger buses to provide 
the capacity required during peak-period operation. Although 
smaller buses cost more to operate per seat, their use may offer 
several advantages. Glaister ( 4) argued that using small vehicles 
favors the provision of higher service frequencies, lowering aver
age wait times and increasing operation speed; the improved ser
vice levels can be expected to generate new demand for bus transit. 
Furthermore, smaller buses may be better suited to some types of 
service, such as low-demand, low-occupancy, high-quality, or spe
cial transit, as Oldfield and Bly suggest (5). Smaller vehicles are 
more acceptable to residents of certain low-density neighborhoods 
and tend to inflict less damage on city street surfaces. Other sug
gestions for using different vehicle sizes are given elsewhere (6-9). 
To the extent that a given service area includes zones of different 
demand densities, allowing different vehicle sizes to operate on dif
ferent bus routes and offer various types of services provides the 
transit operator with an additional choice dimension in designing 
the service configuration to better meet user needs and desired 
service levels. 

Department of Civil Engineering, University of Texas at Austin, Austin, 
Tex. 78712-1076. 

Only in a few studies have vehicle sizes been computed explic
itly. Glaister (9) developed a simulation model to compare system 
operation under two vehicle sizes, a large vehicle (88 seats) and a 
small vehicle (15 seats). Results of the simulation suggest that buses 
seating 35 to 45 riders are likely to be most suitable for service in 
Aberdeen. Its level of detail notwithstanding, the computer simula
tion model does not describe explicitly the relationship between bus 
size and factors such as level of demand, operator cost, and load 
factor. Analytic models for finding optimal vehicle sizes have been 
developed for this purpose. 

Previous analytic models include those of Jansson (10), Walters 
(J J), Oldfield and Bly (5), and Chang (12). Jansson argued that 
previous analyses overweighted the producers' costs and under
estimated the users' cost. He presented a model that minimizes 
total social cost (operator cost, passenger waiting time, and pas
senger riding time), subject to a peak capacity constraint satisfy
ing a maximum occupancy rate (the ratio of the mean passenger 
flow to the product of the vehicle size and the service frequency). 
Jansson concluded that the optimal bus size determined by mini
mizing social cost tends to be smaller than that under the current 
practice of using a given vehicle size and setting the number of 
buses to achieve an average occupancy rate at or below a given 
maximum value. 

Walters presented a simpler model that examines the trade-off 
between waiting time and labor cost. He also suggested that bus size 
should be considerably smaller than typically is used in Western 
European and North American cities. Gwilliam et al. (13) and 
Oldfield and Bly (5) argued that the waiting time assumption in 
Walters' model is questionable and thus yields an implausible rela
tionship between optimal bus size and demand. Oldfield and Bly's 
model assumes elastic demand and determines the optimal bus size 
by minimizing total social cost. In addition, the average passenger 
waiting time in their model accounts for situations in which pas
sengers are unable to board the first bus to arrive because it is full. 
They concluded that"the optimal size lies between 55 and 65 seats 
(70-seat buses are most existing systems in the United Kingdom). 
Current cost structures could be changed to favor operation of 
smaller buses, but the optimal size seems unlikely to fall below 40 
seats. Chang (12) presented analytic models to compare vehicle size 
for fixed route conventional bus with that of a flexible route sub
scription bus system. He concluded that the optimal vehicle size is 
less sensitive to the demand density for flexible route service than 
for fixed route service. 

All the previous analytic models focus on the optimization of 
vehicle size for an individual bus line, which is treated indepen
dently of other lines in the network. In other words, demand on a 
particular bus line will not be affected by the optimal bus sizes and 
associated route frequencies of other bus lines. This is an incorrect 
assumption because, in a bus system, passengers may have several 
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paths on which to complete their trips. Changes in bus sizes alter the 
route frequencies and should lead to a redistribution of passenger 
flows on the bus network. Jansson' s and Walters' s models consider 
demand on each given route to be known and constant. Although 
Oldfield and Bly's as well as Chang's models consider demand to 
be elastic to account for the change in route demand resulting from 
changes in bus size, they do not consider the systemwide effects of 
changes in vehicle size. 

This paper presents a vehicle sizing procedure in the context of a 
design procedure for bus networks and service plans. Instead of 
assuming the demand on each bus line to be known and given, as in 
all previous models, the model presented here solves for the route 
demands by assigning the trips in a given origin-destination 
(0-D) demand matrix, using a transit trip assignment model. The 
trip assignment model also computes the maximum link flow on 
each bus route. The resulting maximum link flow is more reliable 
than the value obtained as the product of a maximum occupancy 
rate and vehicle seating capacity. Both the route demand and the 
corresponding maximum link flow then form the basis for obtain
ing a set of optimal bus sizes and the associated route frequencies 
that minimize a generalized cost function. 

OPTIMAL VEHICLE SIZE FOR 
SINGLE ROUTE WITH GIVEN DEMAND 

The well-known square-root rule for setting frequencies on bus 
routes is based on the minimization of the sum of operator cost and 
passenger waiting time. Major weaknesses of the square-root for
mulation are that it does not account for bus capacity constraints and 
that it assumes demand is independent of service frequency. In the 
transit industry, the frequency of service on a bus route commonly 
is set to achieve an applicable maximum allowed load factor (14) 
and can be written as 

where 

fk = route frequency for route k, 
(Qk)max = maximum hourly link flow of route k, 
LF max = maximum allowed load factor, and 

sk = vehicle size. 

(1) 

According to the frequency formulation, transit operators can 
select the desired load factor to meet operational considerations, 
such as comfort. Different load factors may be set for different 
subsets of bus routes, depending on the type of service provided, 
service area, and other special considerations reflecting local 
political preferences. Of course, when the frequency generated from 
the equation is unacceptably low because of low patronage, a 
minimum frequency policy commonly is applied in practice, as 
recognized in the design procedure developed by Baaj and 
Mahmassani (15). 

The approach to determining the optimal vehicle size for each 
individual route is similar to the generalized cost approach used to 
obtain the square-root expression for frequency setting. However, 
instead of considering the frequency as the decision variable and the 
vehicle size as a constant, the vehicle size is taken as the decision 
variable, and the frequency is set as a function of the vehicle size 
consistent with Equation 1. 
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For a given demand level on a bus route k, the optimal vehicle 
size is obtained by minimizing the generalized cost Ct. which con
sists of the operator cost Cko and the user cost Cku (i.e., Ck = Cko + 
Cku)· The derivation of the optimal vehicle size is based on peak
hour operation, which is the most critical period for determining the 
required fleet size of the system. 

Oldfield and Bly (5) presented a reasonable and simple approxi
mate formulation that expresses total operator costs as a linear func
tion of vehicle size, as follows: 

(2) 

where 

as 

a = constant that adjusts the overall cost level, 
b = constant that captures the relative rate of increase in cost 

with increasing vehicle size, and 
VMk = total vehicle miles per hour operated on route k. 

The total vehicle miles per hour for each route k can be expressed 

(3) 

where fk is the frequency of service on route k and RTMk is the 
round-trip miles for route k. 

If the function fk is set according to the equal peak-hour load 
factor rule (Equation 1), the operator's cost can be expressed as 

C = a( 1 + bS )RTM (Qk)max 
ko k k LFmaxSk (4) 

From the passengers' point of view, the total user cost, Cku• 
for route k consists of three components: waiting cost (WCk), in
vehicle travel cost (IVTTCk), and access cost (ACk), as proposed by 
Chang (12). 

(5) 

Under the assumptions that (a) passengers arrive at random (uni
formly), (b) passengers can always board the first available bus, and 
(c) vehicles arrive at constant headways, the average waiting time 
for passengers using route k is taken as half of the route's headway. 
Assuming that waiting time is valued linearly (an assumption that 
may be relaxed if alternative value functions are calibrated from 
empirical behavioral data), the total waiting time for passengers 
using route k can be expressed as 

(6) 

where w is the value of waiting time and TPTk is the total passenger 
trips (demand) per hour using route k (which is computed in the trip 
assignment procedure). 

The expected transit passenger waiting time in an actual system 
depends on both the reliability of the bus schedule and the distribu
tion of the passenger arrival times. Under the assumption of uni
formly distributed random passenger arrivals at bus stops, the aver
age passenger waiting time increases as bus headways become less 
regular because more passengers on average arrive during longer 
intervals and fewer arrive during shorter intervals (16,17). How
ever, passengers may not arrive randomly in all cases. Some transit 
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users tend, to some extent, to coordinate their arrivals with pub
lished schedules, if available, especially for routes with long head
ways. Bowman and Turnquist (18) have derived an expression for 
the expected wait time when the population of users is a mixture of 
"scheduled timers" and "random arrivals." The resulting waiting 
time function is highly system dependent and should be calibrated 
for each system, possibly for each bus route. However, the effect of 
schedule timing is offset to some extent by schedule unreliability, 
making the half-headway assumption an acceptable compromise. 
More important, from a design and frequency-setting standpoint, 
although "scheduled timers" may not incur an actual physical wait 
time at the stop, they incur a schedule delay relative to the actual 
time they would have wanted to depart. From the user cost stand
point in a design procedure, it is this schedule delay cost that must 
be included in the objective function, not the actual time at the stop. 
Evaluating waiting time on the assumption that users time their 
arrivals to coincide with the schedule can seriously underestimate 
user costs and lead to designs that do not meet user needs. This 
study uses a constant waiting value, w, for different modes (e.g., at 
home, at bus stop, or in office). Nevertheless, the procedure pre
sented herein can be adapted easily to any waiting cost function 
specified by the model user, should sufficient justification and 
empirical support be available. 

The in-vehicle travel cost is assumed independent of vehicle size, 
primarily because in-vehicle travel cost savings from using smaller 
buses are insignificant compared with the waiting-time cost savings. 
In-vehicle travel cost reduction may arise mostly from the possibly 
different average speeds of vehicles of different sizes. Smaller buses 
may provide faster service for two reasons: they have better ma
neuverability and fewer people are getting on and off them. Because 
bus speed is highly dependent on traffic conditions along the route, 
any improvement in the in-vehicle travel time cost of smaller buses 
usually is limited and insignificant relative to the potential waiting
time cost savings. 

Another consideration of the constant IVTTCk assumption is the 
difficulty and resulting complexity of incorporating IVTTCk as a 
function of vehicle size in the cost function. The relationship 
between vehicle speed and vehicle size is difficult to specify an
alytically, especially in light of vehicle speed variation under dif
ferent traffic conditions. Furthermore, vehicles of the same size 
with different engines may have different acceleration and deceler
ation characteristics. Therefore, it hardly seems worth the effort to 
incorporate route-dependent and condition-dependent IVTTCk. 

Using the above results and assumptions, the generalized cost Ck 
can be rewritten as follows: 

Note that ACk and IVTTCk are independent of vehicle size. The 
optimal bus size s; for given route demand levels can be obtained 
by setting dCJdSk = 0, and it can be expressed as 

(8) 

The relation indicates that the optimal vehicle size for a given 
demand level on a route is proportional to the level of the maximum 
link flow, (Qk)max. and varies as the square root of round-trip miles 
of the route, RTMk. The optimal vehicle size is inversely propor
tional to the load factor, LF mm as well as the square root of the total 
number of passenger trips, TPTb and the value of waiting time, w. 
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In Equation 8, the total cost (and associated optimal vehicle size) 
for a given route depends on the flow level, TPTk. However, the lat
ter is itself the result of the users' path choice through the network, 
which is a function of the vehicle sizes and frequencies, not only 
on the given route k, but on all network routes, k = 1, ... , K. The 
flows, TPTb k = 1, ... , Kare given by an assignment procedure, 
reflecting a passenger path choice rule, which distributes a given 
peak-period 0-D trip matrix to the various bus routes. In our pro
cedure, the vehicle sizes on each route (and associated frequencies) 
are set on the basis of route flows that are consistent with the vehi
cle sizes and frequencies through the iterative application of an 
assignment algorithm along with the vehicle sizing formula devel
oped in this paper. However, the vehicle sizes obtained by this pro
cedure are not necessarily optimal for the network as a whole. In 
other words, we do not seek to explicitly minimize the systemwide 
cost, C = I~=I Cb subject to consistency with a given assignment 
rule. Because of the network-level interactions described earlier, 
the objective function is not separable on a route-by-route basis. 
The resulting problems would be formidable because the assign
ment procedure used cannot be expressed as a well-behaved math
ematical formulation. Instead, we propose a practical procedure 
that achieves an internally consistent solution that improves on ex
isting methods. 

VEHICLE SIZING PROCEDURE 

The vehicle sizing procedure starts by assigning an initial set of fre
quencies to the bus routes. The 0-D trip demand matrix for the bus 
system is then assigned to the bus routes using a transit trip assign
ment model. The transit trip assignment model computes both TPTk 
(total passenger trips per hour using route k) and (Qk)max (the high
est hourly link volume of route k): TPTk and (Qk)max are then applied 
in Equation 8 to determine the locally "optimal" bus size for each 
route. To ensure that the resulting vehicle size remains within the 
range of buses under consideration, minimum and maximum size 
constraints are imposed. The vehicle size is then used in Equation 1 
to compute the route frequency for each route. Note that for less 
congested bus lines the peak load factor method may generate fre
quencies that are lower than what riders can reasonably expect. In 
that case, a minimum frequency policy that sets route frequencies 
to a preset minimum value would be used instead. 

The transit trip assignment model used in this study is described 
by Baaj and Mahmassani (19) in their transit network analysis pro
cedure, TRUST. The model considers two main criteria: the num
ber of transfers necessary to reach the destination and the trip times 
incurred with alternative path choices. The transit passenger is 
assumed to attempt to reach his or her destination by following the 
path that involves the fewest possible transfers. If two or more fea
sible paths are available with the same number of transfers, passen
gers are assumed to consider only those alternatives with trip times 
within a particular range. A "frequency-share" rule is then applied 
to assign trips according to the relative frequencies of service on the 
alternative paths. A more detailed description of the model can be 
found elsewhere (2). 

Because the frequencies change from the initial values to new 
values, the demand of the bus system needs to be reassigned con
sistently with the new frequencies, and the optimal vehicle sizes and 
route frequencies then need to be recomputed as well. This proce
dure continues until two consecutive sets of route frequencies con
verge. This heuristic has exhibited convergence in all test cases 



38 

conducted to date. Figure 1 shows the flowchart of the bus sizing 
procedure. 

In summary, the procedure consists of the following steps: 

Step 0. Assign an initial set of route frequencies. 
Step 1. Compute TPTk and (Qk)max using the trip assignment 

model. 
Step 2. Determine vehicle sizes using Equation 8. If the optimal 

vehicle size is less than the minimum vehicle size, set the vehicle 
size equal to the minimum vehicle size. 

Step 3. Set route frequencies using Equation 1. If the resulting 
frequencies are less than the minimum frequency, set the frequen
cies to the minimum frequency. 

Step 4. Check whether two consecutive sets of route frequencies 
converge. If yes, stop; otherwise, go to Step 5. 

Step 5. Use route frequencies determined _in Step 3, and go to 
Step 1. 

The vehicle s1zmg model has been implemented as part of 
AI-BUSNET, an artificial-intelligence-based bus network design 
computer program that initially was developed at the University of 
Texas at Austin by Baaj and Mahmassani (19). The program is writ
ten in Lisp because its list data structure capabilities provide an 
effective data representation to support extensive path search and 
enumeration in the bus network design problem. The program runs 
on an Apple Mac-II with MicroExplorer, a Lisp language compiler. 

ILLUSTRATIVE APPLICATION 

The transit network of the Austin, Texas, urban area was selected to 
illustrate the above vehicle sizing procedure. The transit network 
consists of 40 routes with fixed schedules, operated by the Capital 
Metropolitan Transit Authority (Capital Metro). Express routes, UT 
shuttle routes, and 'Dillo routes, whith reflect different service and 
operations concepts, are not considered in this application. Buses 

Assign iniLial 
rouLe frequencies 

TransiL Trip AssignmenL 
• cornpule TPTk. and 
• cornpule (Qk)max. 

Delennine OpLirnal 
Vehicle Si1.e 

Compute Route 
Frequencies 

STOP 

FIGURE 1 Vehicle sizing 
procedure. 
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with 37 or 43 seats are used by the system for peak-hour operation. 
Required inputs for this study include data on the network connec
tivity, nodal composition for each bus route, and a peak-hour tran
sit 0-D demand matrix. A total of 177 nodes are defined to describe 
the service area and associated network connectivity. Table 1 gives 
the numbers of the network routes, the node composition of each 
route, and the associated service frequency. The information is pre
sented in.list form as input to the analysis. The transit peak-hour de
mand matrix for the Austin area is generated using daily boarding 
and alighting data provided by Capital Metro. The resulting 0-D 
trips are not necessarily those actually using the system. The system 
serves approximately 5,800 trips during peak-hour operation. 

Table 2 summarizes the parameters used to determine optimal 
vehicle size and the associated route frequency for each bus route. 
(Values attached to the parameters are discussed later.) The coeffi
cients, a and b, in the operator's cost function are derived from the 
operator costs associated with different bus sizes provided by Cap
ital Metro. The operator cost parameters should be recomputed for 
other cities because wage rates and gasoline cost vary from city to 
city. The maximum load factor for peak-hour service is set at 1.25 
(i.e., up to 10 standing passengers are allowed at any time if the bus 
seating capacity is 40 passengers), which is suggested by NCHRP 
Synthesis of Highway Practice 69 (1980). The waiting cost coeffi-

TABLE 1 Bus Route Service Frequencies and Nodal Compositions 

Route Name 

RI 
R2 
R3 
R4 
R5 
R6 
R7 
R8 
R9 
RIO 
Rl l 
Rl2 
Rl3 
Rl4 
Rl5 
Rl6 
Rl7 
Rl8 
Rl9 
R20 
R21/22 
R23 
R25 
R26 
R27 
R28 
R29 
R30 
R31 
R32 
R33 
R37 
R38 
R39 
R40 
R41 
R42 
R43 
R44 
R46 

Frequem:y 

7.5 
4.0 
4.0 
4.0 
3.0 
4.0 
4.0 
2.0 
1.82 
4.0 
1 .. 5 
3.0 
4.0 
1.5 
4.0 
4.0 
4.0 
4.0 
1.5 
3.0 
2.14 
2.0 
2.0 
2.0 
4.0 
2.0 
1.5 
2.0 
1.33 
1.71 
2.0 
2.0 
2.0 
2.0 
1.71 
1.0 
2.0 
3.0 
1.0 
2.0 

Nodal Composition 

(123456789) 
(13 12 11 10 I) 
(1415316171819) 
(25 24 23 22 15 21 10 20) 
(I 2 26 5 27 6 28 29 19) 
(I 2 10 30 313233) 
(I 2 34 35 36 8 37 38 39) 
(40 41 42 43 44 45 46 36 8 19) 
(I 2 3 47 48 49 50 51) 
(IO I 52 53 54 55 56 57) 
(I 15 10 34 58 59 60 61) 
(2 64 65 66 67) 
(73 72 71706968 I 2 3) 
(78 77 76 75 63 21 10 74) 
(I 2 62 79 61 80 36) 
(84 83 82 81 I 2 62) 
(89 88 87 41 86 63 21 3 85) 
(90 I 0 20 91 43 92 93) 
(99 98 97 96 95 94 16 15 I) 
(I 15 62 59 100 IOI 102) 
(Im 8() 59 104 105 17 106 107 108) 
( I 9 I 09 I I 0 I I I ) 
( 19 I 12 I 13 I 14 I 15) 
(I 19 I 18 25 I 17 I 16 I 2 26) 
(73 1217812012 1074) 
(78 69 54 83 66 122 123) 
(85 21 63 124 125) . 
(123 128 127 126 52 2 74) 
(65 129 68 40 130) 
(36 80 131 42 132 133 134) 
(135 136 137 138 139 72 73) 
(140 21 10 141 142 45 IOI 143 144) 
( 145 138 84 65 64 140 21 10 141) 
(36 146 46 147 148) 
(8 114 149 150) 
(1511521539852154) 
(8 I 14 155 156 157 158) 
(159 160 67) 
( 161 162 163 164 19) 
(19 165 166 167) 
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TABLE 2 Parameters Used in the Model and Values Assumed for the Application 

Parameter Definition Value 

a coeffic.:icnt on c.:ost function $ 2.96 I vehicle-mile 
A Ck total passenger a<.:cess cost or route k 
b relative gradient of cost function with 0.0078 

vehide size 
Ck 
Cko 

generalized c.:ost for each route k 
operator cost 

Cku user c.:ost 
fk 
IVTTCk 
LFmax 
(Qk)max 
RTMk 
Sk 

route rrequenc.:y for route k 
total in-vehicle travel <.:OSt Of route k 
the maximum allowed load factor 1.25 
the highest peak hour link volume on route k 
round trip miles for route k 
vehicle size for route k 

TPTk total numher or passengers using route k 
during the peak hour 
average hus speed for route k 12 mph vk 

VMk peak hour vehicle miles operated on route k 
w value or waiting time $ 9, 12, 15/hour 
WCk total passenger waiting cost or route k 

cient, w, is somewhat difficult to define. This application considers 
three values ($9/hr, $12/hr, and $15/hr). The minimum service fre
quency is set to be one bus per hour. A minimum vehicle size 
(10 seats) is selected when the calculated optimal vehicle size is less 
than that value. 

Table 3 presents the resulting vehicle size and associated route 
frequency for each bus route in all three cases. Figure 2 shows the 
distribution of resulting vehicle sizes for all three waiting time 
values. In the case with the lowest waiting time value (w = $9/hr), 
37 out of the 40 bus routes have an optimal bus .size below 25 seats. 
Compared with the current bus system, this solution results in much 
lower passenger waiting cost ($7,616/hr versus $9,206/hr), with 
only slightly higher operator cost ($6,747/hr versus $6,6664/hr). 
For 15 out of 18 routes that currently operate with a frequency 
higher than two buses per hour, the model results provide for higher 
route frequencies relative to the current service. That is reasonable 
because the use of smaller buses usually requires higher service fre
quencies. Half of the 12 routes currently operating with a frequency 
of two buses per hour receive higher route frequencies. Only 1 of 
10 routes currently operating with frequency less than two per hour 
receives a higher frequency in the model, suggesting that the cur
rent system uses higher minimum policy frequencies for routes with 
low passenger demand levels. In the two other cases with higher 
waiting time values, a smaller vehicle size is obtained for each bus 
route than in the case with the lowest waiting time value. 

The result also demonstrates that the optimal vehicle sizes in the 
system are spread over a wide range. The use of a fixed vehicle size 
for the whole system is not an appropriate approach. Whereas it is 
infeasible to operate too many vehicle sizes in a system because of 
the resulting operational complexity and associated maintenance 
costs, meaningful benefits could be observed with a relatively small 
set of discrete values. For example, we reanalyzed the system under 
the assumption of only three commercially available vehicle sizes 
(37, 27, and 15 seats) and allocated those to each route using a sim
ple nearest feasible integer heuristic. For the lowest waiting time 
value ( w = $9/hr), the solution suggests that 32.2 percent of the sav
ings in user costs (relative to the fixed size case) could be attained 
with just these three sizes. In addition, the operator cost in this case 
has been improved by a saving of $442/hr, as opposed to a loss of 
$83/hr in the optimal vehicle size case. Note that the operator cost 

savings are actually greater for the three sizes considered here than 
in the previous case because very small bus sizes are now avoided. 

In general, bus systems operating a larger vehicle size have a 
lower operator cost. In Austin, larger vehicles (37 and 43 seats for 
peak-hour operation) are used on most bus routes. To provide acer
tain level of bus service, the bus system provides relatively high bus 
frequencies, resulting in higher operator cost. In addition, bus routes 
are operated with relatively low average load factors. Figure 3 
shows that 34 out of 40 routes operate with load factors less than 
0.75 in the Austin transit network. Similar situations are encoun
tered in most North American cities. Capital Metro has recognized 
this fact and has been operating smaller buses on certain lower
demand suburban-oriented routes. For design purposes, vehicle 
sizes and service frequencies ar,e selected to achieve the maximum 
allowed load factor. Therefore, only routes set at the minimum fre
quency because of low demand will have load factors below the 
maximum allowed. 

CONCLUDING REMARKS 

In this paper, an iterative procedure to determine the vehicle size 
accounting for the systemwide change in route demand resulting 
from changes in bus size is presented. An analytic formulation is 
derived to compute the locally optimal vehicle size by minimizing 
the total cost (operator cost and user cost) associated with each 
route. Bus route demand and the route's maximum link flow are 
critical to a determination of the optimal vehicle size. The demand 
and the maximum link flow are determined for each route by a trip 
assignment model that recognizes the operating· characteristics 
associated with different vehicle sizes on each route. 

The application shows that carefully selecting vehicle sizes will 
benefit both transit providers and users. In mo~t North American 
cities, a large portion of routes is provided to low-demand areas to 
ensure users' mobility. Larger vehicles are still operated on these 
routes, resulting in either poor service quality or low vehicle occu
pancy rate. Clearly, a smaller vehicle size should be used on such 
routes. Because each bus system may include zones of different 
demand densities, various vehicle sizes should be used depending 
mainly on the bus route demand. However, the number of vehicle 
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time values. 
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sizes in a system should be limited to avoid high maintenance cost 
and operational complexity. Incorporating variable vehicle sizes in 
the transit network design model will contribute to better and more 
realistic solutions to the problem. Although this paper demonstrates_ 
only the application of the vehicle sizing procedure to an existing 
bus system, the procedure has been implemented to enhance the 
network design procedure, AI-BUSNET. 

Of course, the framework presented here incorporates a number 
of assumptions and relations that may be less applicable to certain 
locations than to others. These include the cost function compo
nents, such as relative waiting time and time cost of various opera
tions. The methodology presented here provides a flexible frame
work to incorporate alternative assumptions and functional relations 
that may be tailored for specific cities. In future research, the pas
senger boarding and alighting time that affects the speed of differ
ent vehicle sizes will be considered. The optimal vehicle size that 
could be operated in different periods of the day will be investigated 
as well. 
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Real-Time Incident-ResponSive System for 
Corridor Control: Modeling Framework and 
Preliminary· Results 

GANG-LEN CHANG, JIFENG Wu, AND HENRY LIEU 

An integrated optimal control model has been formulated to address the 
dynamic freeway diversion control process. An effective and efficient 
approach is developed for simultaneously solving div~rsio~ control 
measures, including on-ramp metering rates, off-ramp diversion rates, 
and green/Cycle ratios for traffic signals on a real-time basis. By ap
proximating the flow-density relation with a two-segment linear func
tion, the nonlinear optimal control problem can be simplified into a set 
of piecewise linear programming models and solved with the propo~ed 
successive linear programming algorithm. Consequently, an effective 
on-line feedback approach has been developed for integrated real-time 
corridor control. Preliminary simulation results with INTRAS for a 
sample network have demonstrated the merits of the proposed model 
and algorithm. 

Real-time traffic control for freeway corridors has been the subject 
of increasing research in recent years because of nonrecurrent traf
fic congestion, especially that due to incidents. For a typical freeway 
corridor system consisting of a mainline freeway, a parallel surface 
street, and ramps, an integrated traffic control scheme should 
include three basic elements: (a) on-ramp metering, (b) off-ramp di
version, and ( c) signal timing at surface street intersections. Another 
possible control measure, segmentwide speed limitation, has also 
been studied by European researchers (J,2). However, this measure 
appears impractical and is not recommended in the United States. 

Although ramp metering and signal timing at street intersections 
have received much attention both in theoretical research and in 
real-world applications, relatively few attempts at real-time diver
sion control have been made. In fact, during a severe freeway inci
dent, on-ramp metering usually is not adequate to relieve conges
tion effectively. Diverting some traffic to the parallel surface street 
to make full use of available corridor capacity will be necessary. 
However, to determine the optimal time-varying diversion flow 
rates when an incident is detected is a challenging task. Effective 
integration of on-ramp metering, off-ramp guidance, and signals on 
surface streets will be essential to ensure successful operation of the 
entire freeway corridor. 

A review of the literature yielded some studies on corridor con
trol. Cremer and Schoof (1) formulated a comprehensive corridor 
control model and proposed a heuristic on-line control algorithm on 
the basis of off-line solutions. Chang et al. (3) developed a prototype 
model for dynamic system-optimal control that provides coordi
nated operation between mainline and surface streets, but off-ramp 
flow diversion was not treated as a control measure. Earlier studies 
conducted by Gartner and Reiss (4) and Reiss et al. (5-7) made sig
nificant contributions to this topic, applying a creative multilevel 

G-L. Chang and J. Wu, Department of Civil Engineering, University of 
Maryland, College Park, Md. 20742. H. Lieu, IVHS Division, HSR-10, 
FHW A, 6300 Georgetown Pike, McLean, Va. 22101. 

control structure; however, no specific on-line diversion strategies 
at off-ramps were investigated. Other studies conducted by Gold
stain and Kumar ( 8), Papageorgiou (9, 10), Papageorgiou et al. (11), 
and Payne et al. (12) addressed only mainline freeway control. 

Evidently, all three corridor control measures should be inte
grated in formulating corridor traffic models to achieve an optimal 
control. At the same time, an efficient solution algorithm must be 
designed for real-time applications. Only Cremer and Schoof (1) 
have developed an integrated optimal control model that includes 
all control variables. However, their proposed model is very diffi
cult to solve, because it turns out to be a large-scale, nonlinear, 
mixed integer optimization problem, and thus real-time applications 
are precluded. As a result, their proposed solution algorithm is not 
able to handle all the control variables simultaneously. Hence, the 
model has to resort to a two-stage optimization procedure in which 
the upper level is made for route diversion and the lower level for 
ramp metering, speed limitation, and signaling of surface street 
intersections. 

The need to make a decision in real time may dictate the selec
tion of traffic models and an optimization algorithm. A certain 
trade-off between computational effort and an affordable level of 
modeling details is inevitable. Whereas analytical linearization 
techniques can be used to tackle nonlinear models, such algorithms 
generally are not efficient because of the intensive computation re
quirements. Hence, development of an effective algorithm is also at 
the core of an on-line diversion control system. 

The purpose of this research is to formulate a set of linear or 
piecewise linear models that address all issues in an integrated 
incident-responsive corridor control system. The framework of a 
real-time corridor control system is outlined in the next section. By 
adopting a two-segment linear flow-density model, a set of piece
wise linear optimal control models was developed, including 
on-ramp metering rates, off-ramp diversion rates, and green/Cycle 
(g/C) ratios for surface street signals. An efficient solution algorithm 
was developed that makes the proposed diversion control model suf
ficiently fast for use in real-time applications. Finally, an illustrative 
example conducted with a corridor simulation model (INTRAS) is 
outlined to demonstrate the efficacy of the proposed approach. 

SYSTEM DESCRIPTION 

Consider a typical freeway corridor, consisting of a unidirectional 
freeway segment, a parallel surface street/arterial, and a number of 
on- and off-ramps. The entire corridor is divided into N small seg
ments, each having the same topological structure as shown in Fig
ure 1 and containing only one pair of on- and off-ramps and one 
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FIGURE 1 Arguments of Segment i and their notations. 

crossing street. The off-ramp naturally divides the whole segment 
into two subsegments, the left part and the right part. Whereas each 
parallel street segment is divided into three subsections, it is 
assumed that (a) each on-ramp is close to its upstream surface street 
intersection and the distance between them is negligible from the 
congestion control perspective and (b) the distance between each 
street intersection and its adjacent upstream off-ramp intersection is 
short so that the link free flow time is negligible (but its waiting time 
may be significant because oflimited street storage). Hence, for each 
surface street segment, the analysis of traffic dynamics may be 
focused mainly on two aspects: queuing at its downstream intersec
tions and flow transition from the upstream to the downstream. 

As indicated previously, metering at the on-ramps may not be 
sufficient if the incident is severe. Diverting freeway traffic via 
off-ramps may be necessary. However, the fraction of traffic to be 
diverted needs to be determined so that the prespecified system 
objective (e.g., corridor throughput) can be optimized. At the same 
time, signal timing at street intersections should be responsive to the 
diverting traffic to best serve traffic in the entire corridor. Hence, in 
the proposed model, we focus on formulating the interactions 
between those key control elements. All continuous variables are 
discretized into small equal intervals for analyses. The duration of 
each time interval is denoted as T. Notation and definitions of all rel
evant variables and parameters used hereafter are given in Table 1. 
With these defined variables, the principal issue is to solve the 
optimal on-line control strategies {R;(k), d;(k), B;(k), j3;(k)} accord
ing to traffic surveillance data and all other available information. 

DYNAMIC TRAFFIC MODELS 

Mainline Traffic Dynamics 

If an equilibrium flow-density relationship prevails for each seg
ment i, the traffic state on a segment can be represented with the 
mean segment density. A dynamic density evolution equation, 

according to the flow conservation law, can be formulated as 
follows: 

. T 
pf{k) = pf{k - 1) + ----zI_ [qf _ 1(k) + e;(k)R;(k) 

L;l; 

- f;(k)d;(k) - 0;(k)Qf (k) - qf{k)] 

T 
pf(k) = p1(k - 1) + UP [qf{k) - qf(k)] 

l l 

(1) 

(2) 

where e;(k)R;(k) andf;(k)d;(k) express the actual flow rates at the 
entry on-ramp and exit off-ramp, respectively, of mainline Segment 
i, with e;(k) andf;(k) representing the actual system compliance pa
rameters to the control measures R;(k) and d;(k). It is notable that 
0;(k)Q/ (k) is the regular flow rate exiting at off-ramp i, whereas 
f;(k)d;(k) is the additional flow rate that needs to be diverted. 

To capture the dynamic interrelations between adjacent segment 
flows, the transition flow between adjacent segments is taken as the 
average of the two adjacent segment boundary flows. More specif
ically, it is given by 

qf{k) = ~ {[1 - 0;(k)] Qf(k) - f;(k) d;(k) 

+·Qf(k)} l$:i$:N 

qf(k) = ~ (Qf(k) + Qf +1 (k) - e; +1(k)R;+1(k)] 

1 $: i $: N-1 

q~(k) = Q1/v(k) 

(3) 

(4a) 

(4b) 

where Equation 4b, describing the mainline downstream boundary 
flow, is a special case. 
· · Generally, the density dynamic equations are nonlinear because 
flow rate, Q;(k), is usually a nonlinear function of density, p;(k). That 
limits most of the equations' networkwide applications t6 off
line cases or to small networks because of considerable compu-
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TABLE 1 Definition of System Variables 

Network geometric and physical data 

LiL: physical length (miles) of the left-section of freeway Segment 

liL: number of lanes of the left-section of freeway Segment i 

LiR: physical length (miles) of the right-section of freeway Segment 

liR: number of lanes in the right-section of freeway Segment 

Lis: physical length (miles) of street Segment i 

uiL, vi1.: parameters of flow-density relationship for the left section of freeway Segment 

uiR, viR: parameters of flow-density relationship for the right section of freeway Segment 

per: critical density (vehicle/lane/mile) at which freeway flow reaches its maximum 

pmax: jam density (vehicle/lane/mile) of the freeway 

Vi: normal flow speed (mph) of street Segment i 

Rimax: maximum metering rate (mph) for On-ramp i 

Ri"i": minimum metering rate (mph) for On-ramp i 

bi"11
: maximum number of queue vehicles permitted on On-ramp i 

bi"rr: maximum number of queue vehicles permitted on Off-ramp i 

biR: maximum number of queue vehicles permitted on the right section of arterial street Segment i 

biL: maximum number of queue vehicles permitted on the left section of arterial street Segment i 

C/'rr: queue discharge rate (vehicle/green-hour) of Off-ramp i 

CiR: queue discharge rate (vehicle/green-hour) at the crossing intersection of arterial street Segment i 

C;L: queue discharge rate (vehicle/green-hour) at the off-ramp intersection of arterial street Segment i 

Dynamic traffic demand 

q0R(k): flow rate (vph) entering the upstream end of freeway Segment 1 during interval k 

B1(k): flow rate (vph) entering the upstream end of street Segment 1 during interval k 

Di(k): flow rate (vph) approaching the corridor from the crossing street of segment i during interval k 

8 i(k): proportion of traffic leaving freeway via off-ramp i (not including the diverted portion) during interval 

k 

\(k): the fraction of through traffic of Di(k) 

Incident data 

aiL(k): capacity reduction factor due to an incident on the left section of freeway segment i,and [l-ai1.(k)]lOO% 

representing the reduced percentage of capacity 

aiR(k): capacity reduction factor due to an incident on the right section of freeway segment i, and [l

a; R(k)] 100 3 representing the reduced percentage of capacity 

(continued on next page) 

tational complexity. However, if a linear or piecewise linear Q;(k) 

- p;(k) approximation is acceptable, it is obvious that the dynamic 
density equations (Equations 1 and 2) and the flow-density relations 
(Equations 3 and 4) become linear or piecewise linear, and the com
putational burden associated with the nonlinearity can be substan
tially alleviated. In fact, a two-segment linear flow-density model 
provides a good fit for freeway traffic operations according to recent 
research results (13,14). Figure 2 shows such a two-segment linear 

function, where per represents the critical density at which the flow 
rate reaches its maximum and pmax is the jam density value. 

Now suppose a two-segment linear flow-density function has 
been calibrated for each freeway Segment i: 

Qt(k) = [i/r(p) + uf{p) · pf(k)]at{k) 

QJ(k) = [vf (p) + uf (p) ·pf (k)]af(k) 

(5) 

(6) 
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TABLE 1 (continued) 

Traffic Volumes (average flow rates in vph) 

qiL(k): flow rate from left section to right section of freeway Segment i during interval k 

qiR(k): flow rate from freeway Segment i to Segment i + 1 during interval k 

QiL(k): flow rate of left section of freeway Segment i during interval k 

QiR(k): flow rate of right Section of freeway Segment i during interval k 

ri(k): 

si(k): 

B;(k): 

A;(k): 

Zi(k): 

E;(k): 

Yi(k): 

P;(k): 

flow rate entering the freeway from on-ramp i during interval k 

, flow rate (involving diverted traffic) leaving the freeway via off-ramp i during interval k 

flow rate entering upstream of street Segment i during interval k 

flow rate on the left section of street Segment i approaching the off-ramp junction during interval k 

flow rate discharging from the off-ramp intersection on street Segment i during interval k 

flow rate discharging from downstream intersection of street Segment i during interval k 

flow rate discharging from downstream Off-ramp i and merging into arterial street during interval k 

mean flow rate entering on-ramp i from the arterial street during interval k 

System Parameters 

-yi(k): proportion of the arterial street traffic entering on-ramp i during interval k 

ei(k): ratio of actual flow rate entering the freeway to the metering rate for on-ramp i during interval k 

fi(k): ratio of actual diverting flow rate to the calculated diversion rate for off-ramp i during interval k 

ai(k): platoon dispersion parameter of street segment i 

77i(k): fraction of through traffic from street segment i to street segment i + 1 

ti(k): mean travel time to traverse the left section of street segment i during interval k 

Control Variables to Be Solved 

R;(k): 

di(k): 

metering flow rate (vph) for On-ramp i during interval k 

flow rate (vph) for freeway diversion at off-ramp i not including normal turning traffic during interval 

k 

6i(k): g/c ratio for signal timing at off-ramp intersection i for the arterial traffic during interval k 

~i(k): g/c ratio for signal timing at crossing street intersection i for the arterial traffic during interval k 

State Variables 

P;L(k): mean density (vehicle/lane/mile) of the left section of freeway Segment i during interval k 

piR(k): mean density (vehicle/lane/mile) of the right section of freeway Segment i during interval k 

xi0 "(k): average number of vehicles on on-ramp i during interval k 

xtrr(k): average number of vehicles on off-ramp i during interval k 

XiR(k): 

X;L(k): 

average nl!mber of vehicles on the right section of street Segment i during interval k 

average number of queuing vehicles on the left section of street Segment i during interval k 

Ramp Traffic Dynamics 
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where each of the coefficients v/(p), u/(p) and v/(p), u/(p) take 
two different values, depending on which regime the density values 
fall into, and a}(k) and cr/(k) represent the corresponding capacity 
reduction factors due to the incident. For those segments not 
affected by the incident, parameters al and a/ naturally equal 1. 
Thus, Equations 1 through 6 constitute a set of piecewise linear 
models for the mainline segment density dynamics. 

To simplify the presentation, the lengths of all the ramp links are as
sumed to be relatively short, and thus the traffic state at ramps can 
be represented with its dynamic queuing length evolution. If the 
travel time on any ramp is not negligible, a flow transition equation 
using Robertson's platoon dispersion model (15) can be employed 
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a 

0 p 

FIGURE 2 Two-segment linear flow-density 
model. 

to capture the traffic variation as used for arterial segments. With 
such simplifications, the on-ramp queuing length dynamics can be 
formulated as follows on the basis of the conservation law: 

xf0 (k) = xf0 (k - 1) + ['YiCk)B;(k) 

- e;(k)R;(k)]T 1 :s i :s N (7) 

where B;(k) is the oncoming fl.ow rate at the upstream end of sur
face street segment i and 'Y;(k) is the decimal proportion of B;(k). 

Similarly, the queuing length dynamics for off-ramps can be 
given by 

x?ff(k) = x?ff(k - 1) + [f;(k) d;(k) + 0;(k)Q1;(k) 

- Y;(k)]T 1 :s i :s N (8) 

The downstream off-ramp discharging fl.ow, Y;(k), is affected by 
the signal timing at its downstream junction with the arterial. As
suming that a two-phase signal timing is applied for each off-ramp 
intersection and each crossing street intersection, the g/C ratios as
signment { 8;(k)} is the only control variable to be optimized. Given 
an off-ramp capacity, the average off-ramp discharging fl.ow can be 
computed by 

Y; (k) = min{ [1 - 8;(k)]Cfff, 

x?ff (k - 1) + [f;(k) d;(k) + S;(k)Qf(k)] T} 
. T 

(9) 

where the last item on the right-hand side expresses the average 
fl.ow rate, if the queue on the off-ramp i can be cleared at the end of 
time interval k. 

Surface Street Traffic Models 

For each surface street segment i, the queues due to incidents shall _ 
be considered at both the segment's downstream off-ramp junction 
and the crossing street intersection. We assume that all intersections 
are under two-phase signal control. The g/C ratios for the arterial 
traffic, 1-8;(k) and 13;(k), .are thus the two key control parameters 
to be optimized. 

For the left-hand-side section of arterial segment i, it can be seen 
that the downstream fl.ow A;(k), approaching the off-ramp junction, 
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is determined to some extent by the upstream· fl.ow rate 
[1- 'Y;(k')]B;(k') over the previous time interval k'. One of the most 
commonly used formulations for such a relation is the following 
platoon dispersion model (15, 16): 

A;(k) = [1 - cx;(k)]B((k) + cx;(k)A;(k - 1) l :s i :s N (10) 

where 

B((k) = {l - 'Y;[k - t/(k)]B;(k ~t;(k)]} l:Si:SN (11) 

and t/ (k) is the closest integer to the value 0.8t; (k)IT; t; (k) is the 
average travel time required for traversing surface street segment i 
when joining the queue within interval k; <X;(k) is the dynamic 
smoothing parameter. 

With Equations 10 and 11, we can establish the interrelation be
tween upstream and downstream flows on arterial segment i. 

Similar to Equations 7 and 8, the queuing length dynamics for 
both possible downstream queues can be modeled as follows: 

xf(k) = xf(k - 1) + [A;(k) - Z;(k)]T (12) 

xf(k) = xf (k - 1) + [Z;(k) + Y;(k) - E;(k)]T 1 :s i ::5 N (13) 

In the same fashion as Equation 9, discharging flows at the down
stream end can be expressed with the following: 

Z;(k) =min[ 8;(k)Cf, xf(k - 1i + A;(k)T] 1 ::5 i ::5 N (14) 

E;(k) = min{l3;(k)Cf, xf(k - 1) + l{:;(k) + Y;(k)T} 

1 :s i :s N (15) 

Finally, the interactions between surface street flows in neigh
boring segments can be established through the following fl.ow con
servation relation at intersections: 

B;+ 1(k) = D;(k)[l - X.;(k)][l - 13;(k)] 

+ TJ;(k)E;(k) (16) 

where 

D;(k)[l - X.;(k)] = demand flow rate entering the corridor from 
the crossing street i during interval k, 

[1 - 13;(k)] = g/C ratio for crossing street i, and 
TJ;(k) = proportion of through traffic at the down

stream end of surface street segment i during 
interval k. 

FRAMEWORK OF REAL-TIME 
CONTROL APPROACH 

Dynamic System Evolution 

Using the notation defined previously, the dynamic state of the 
· entire corridor (see Figure 3) at any time interval can be repre

sented as 

W(k) = F[W(k -1), C(k), G(k), H(k)] 
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Control Variables 
C(k) 

l 
Demand & Incident i--.. ~ 

H(k) 
Old State 
W(k-1) 

F New State 
W(k) 

t 
System Parameters 

G(k) 

FIGURE 3 Dynamic traffic state evolution mechanism. 

where 

W(k) = {pt{k), p1(k), x?n (k), xr (k), xf(k), xf (k) I for all i} rep
resents the traffic state at interval k, 

C(k) = {R;(k), d;(k), 8;(k), ~;(k) I for all i} denotes all control 
measures to be optimized, 

G(k) = { 'Y;(k), e;(k),f;(k), a;(k), Tl;(k), t;(k) I for all i} denotes the 
time-dependent system model parameters, 

H(k) = {D;(k), A;(k), 0;(k), a7{k), af(k) I for all i} includes both 
the real time travel demand pattern and incident infor
mation; and 

F = function determined by Equations 1 through 16. 

The interrelations between principal modules as well as the con
trol logic are shown in Figure 4. Key functions of each principal 
module are presented. 

Optimal Control Model 

The real-time incident-responsive control problem is to determine 
optimal control measures C(k) (i.e., on-ramp metering rates, off
ramp diversion flow rates, and g/C ratios for surface street signals) 
for time interval k and its subsequent intervals, at the beginning of 
each time interval k, with the given time~varying travel demand pat-
tern and incident information {H(t)}. · 

Depending on an operation agency's major concern, one may 
choose different control objectives, for example, to minimize the 
total travel time, waiting time, delay, vehicle-hours, vehicle-miles, 

Demand &Incident 
data H(k+m) for 
horizon m= 1,2 •.• ,M 

Control 
Strategy 
C(k) 

Current Demand 
& Incident data H(k) 

System 
Parameters 
G(k+m), 
m=l,2, ... ,M 

System 
L arametersl....,..•----•I 
Prediction G(k) · Updating 

FIGURE 4 Flowchart of real-time corridor control logic. 

or pollutant emissions. In this study, we select the total corridor 
throughput as the only measure of effectiveness, because it is the 
primary concern after an incident. The total corridor throughput in
cludes vehicles exiting the corridor at surface street intersections 
and at the last control segment of both the freeway and the arterial. 
A mathematical expression of the corridor throughput is given by 

~ (,~ {[! - 1J; (k)]E,(k) +[I - (3,(k)]ll.,(k) D,(k))T 

+ [qn(k) + BN+1(k)]T) (17) 

Assuming that all the related parameters are available, an optimal 
control model can then be calibrated and executed to maximize the 
objective function, subject to the dynamic constraints (Equations 1 
through 16) and the boundary constraints given in Equations 18 
through 25. Equation 18 represents metering rates, Equation 19 
represents diverting flows, Equations 20 through 23 represent queu
ing lengths, and Equations 24 and 25 represent g/C ratios in signal 
timing. 

(18) 

0 $ d;(k) $ qff - 0; (k)QF{k) (19) 

(20) 

(21) 

0 $ x/(k) $bl (22) 

(23) 

0 $ 8;(k) $ 1 (24) 

0 $ ~;(k) $ 1 (25) 

Because the proposed model has addressed all essential aspects 
of corridor control, theoretically one can extend the optimal time 
horizon to the entire control period of interest. However, because of 
the computing burden and the increasing uncertainty for predicted 
demands, we recommend that optimal control be extended at a short 
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time interval preceded by a commonly used rolling time horizon 
method (17-19). 

Parameter Updating and Prediction 

Under nonrecurrent freeway congestion, most system parameters 
may vary substantially with time, especially those represented in 
G(k). Those parameters must be identified and predicted before the 
optimization of the control measures C(k). 

A large body of dynamic prediction methods, such as time-series 
analysis and the Kalman filtering algorithm, which allow for per
forming parameter estimation and updating with the on-line sur
veillance data, exists in the literature. Example applications of these 
techniques in traffic analysis can be found elsewhere (20,21). 

Optimization Algorithm 

The above optimal control model formulated with Equations 17 
through 25 is basically a nonlinear programming (NLP) problem. 
However, because these nonlinear constraints as well as the ftow
density relation can be viewed as two connected linear functions in 
nature, the complex NLP becomes a series of linear programming 
(LP) models on alternative linear constraint regions and thus can be 
solved with efficient LP algorithms. To ensure that all optimal con
trol measures can be generated in a sufficiently short time for real
time applications, a successive linear programming (SLP) algo
rithm was developed for this study. Step-by-step procedures for 
implementation follow. 

SLP Algorithm 

Step 1 

• According to the current traffic state, W(k - 1 ), and the last 
control measure, C(k - 1), select the appropriate linear segment for 
use in Equations 5, 6, 9, 14, and 15 

• Impose the region constraints for the equivalent LP model 
based on the selected segment of each two-piece function. 

• Solve the LP model to produce a control solution, C(k). 

Step 2 

Compute the resulting traffic state, W(k), with this initial control 
measure, C(k). 

Step 3 

Check whether any of Equations 5, 6, 9, 14, or 15 yields the identi
cal value with either of its two functions under the projected W(k) 

and the implemented C(k). If not, this solution C(k) is optimal and 
the search process terminates. Otherwise, go to Step 4. 

Step4 

• Replace those inequality constraints for any of Equations 5, 6, 
9, 14, or 15 with their complement piece of functions. 

• Solve the modified LP model to generate a new C(k). 
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Step 5 

Check whether the objective function value (i.e., total throughput) 
has been improved after changing the constraints. If not, the current 
measure, C(k), is the optimal solution, and the search process can 
be terminated. Otherwise, return to Step 2. 

Discussion of SLP Algorithm 

The algorithm starts with an initial LP model that is based on the 
current traffic state. Appropriate linear flow-density functions are 
then determined for Equations 5 and 6 according to the current link 
density. If the density is less than its critical value, per, the left
segment linear function is selected; otherwise, the right-segment 
linear function is used. Similarly, in Equations 9, 14, and 15, the 
algorithm will select one of two complement functions that reduces 
its value with the current traffic state data. The initial LP model thus 
can be constructed by incorporating the boundaries of the selected 
linear functions (i.e., Equations 14 and 15) into its constraints. 

To examine whether the initial LP formulations actually yield the 
optimal solution, Step 3 is taken to compare the resulting values 
from both of the two linear functions in Equations 5, 6, 9, 14, and 
15, according to the traffic state projected in Step 2 with the initial 
control measure, C(k). If none of the two linear functions in these 
equations are equal, the imposed linear constraint region contains 
the optimal solution, and therefore the obtained LP solution is the 
optimal control measure. However, very often some of the two 
complement linear functions may yield the same value as the given 
LP solution, indicating that some of the incorporated boundaries for 
the linear functions become binding constraints at the solution 
point. Apparently, the optimal control solution is not within the im
posed linear region; it may lie on the boundaries or beyond the lin
ear region. Therefore, Step 4 is executed to check whether the opti
mal solution point is on any of the boundaries. Through replacement 
of the binding inequality constraints, Step 4 and Step 5 are executed 
to see whether some improvement can be made. If not, the previ
ously obtained LP solution is optimal and is located on a boundary 
point of the imposed linear region. The proposed algorithm repeats 
this procedure to successively solve a series of LP problems until 
the optimal control solution is reached. 

The following key features make the SLP algorithm especially 
suitable for use in real-time implementations: 

• It is convenient to implement because only LP problems need 
to be solved, and its formulation need not have any derivatives. 

• The LP solution improves monotonically from one iteration to 
next. 

• The algorithm often terminates within a small number of iter
ations and no loop may exist during the iteratio~ process. 

The SLP approach has been calibrated and tested successfully for 
use on an integrated real-time ramp metering control system (22). 

Refined Real-Time Feedback Control Procedure 

As indicated in Figure 4, by computing the control measures C(k), 
the system parameters G(k + m) (m = 0, 1, ... , M - 1) will all be 
updated and predicted with real-time surveillance data. That feed
back is necessary to achieve adaptive on-line control. Such feed-
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back information is critical, especially when nontrivial bias exists 
for previously predicted parameters. 

According to the rolling time horizon logic, if the accuracy of 
predicted parameters is within an acceptable range, the optimization 
need not be executed in subsequent intervals within the time hori
zon. The control logic, along with the implemented rolling time 
horizon concept, is shown in Figure 5. 

NUMERICAL EXAMPLE 

To illustrate the proposed model as well as the solution algorithm 
for potential real-time applications, an example scenario with sim
ulation was developed. 

Simulation Tool 

To evaluate the proposed real-time incident-responsive control, a 
traffic simulation model must be used to provide the surveillance 
data required by the control model. The microscopic simulation 
model INTRAS (23), developed by FHW A for freeway corridor 
simulation analysis, was selected for preliminary evaluation. In the 
numerical example, INTRAS was used to execute the control mea
sures generated by the SLP algorithm, including on-ramp metering 
rates, off-ramp diversion rates, and g/C ratios for surface street sig
nals. Interactively, the on-line surveillance data produced by 
INTRAS are fed back to the SLP algorithm to compute the new co1;1-
trol measures for subsequent time intervals. The INTRAS model 
also provides all the most commonly used measures of effectiveness 
(MOEs) for evaluation. 

Network and Case Design 

Figure 6 shows a sample corridor network. The network consists of 
four identical segments. Each contains a two-lane freeway with 
auxiliary lanes, a three-lane arterial street, one on-ramp, one off
ramp, and one crossing surface street. All street intersections are 
signal controlled. 

Each time interval is 3 min long. A total of 20 time intervals were 
used in the INTRAS simulation runs. An incident was assumed to 
occur on the downstream end of-the second segment from time in
tervals 3 to 8. A detailed description of the experimental design and 
its implementation on INTRAS can be found elsewhere (24). 

Initialization · t := 0 

Input demands and Pr ct parameters for 
incident data for time time intervals t+l ... t+M 
intervals t+l, ... ,t+M 

Implement optimization modul 
to compute control C(k) 

for time mtervals t+ 1 ... t+ M 

No 

Project traffic flows for 
time intervals t+ 1, ... ,t+M 

No 

FIGURE 5 Refined real•time feedback control logic. 
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The following three cases with different freeway traffic loadings 
were simulated in the experiment: Case 1, high freeway demand 
(3,300 vph) with a severe incident (50 percent reduction in capac
ity); Case 2, moderate freeway demand (3,000 vph) with a severe 
incident (50 percent reduction in capacity); and Case 3, low free
way demand (2,600 vph) with a minor incident (25 percent reduc
tion in capacity). 

On surface streets, an entry volume of 1,200 vph is assumed at 
the upstream control boundary of the arterial street. On each cross
ing street, the entry flow is assumed to be maintained at 600 vph, 
with 30 percent of vehicles turning right to the arterial street. For 
evaluation of the model's effectiveness, four scenarios were devel
oped for each case: (a) no control, (b) on-line strategy produced by 
the proposed model, (c) moderate control (Control A), and (d) in
tensive control (Control B). Control A and Control B for each case 
are briefly described: 

Freeway 11 11 II 

1ou·uou·uouua 
::: : : : : : : : : : : : : : : :e:::: e: :/::::: ·::.:::::::::: :•:::: :e.: /:::::::::.:::::::::: e:::: •: :/· · · ·:::::::: ·. ·: ::: 
_.. Arteri81 street It ... · tf t[... ..... 

- Segment 1 f- Segment 2 Segment 3 -/- Segment 4-

CD - ···Signal 

FIGURE 6 Corridor network example. 
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TABLE 2 Total Throughput from Simulation Results 

Case 1 Case 2 Case 3 
Scenarios 

throughput throughput throughput throughput throughput throughput 
increase 

No control 6893 0 6616 

Control -A 6936 43 6624 

Control -B 6936 43 6610 

On-line control 7218 325 6849 

• Case 1: Control A is a moderate diversion control, whereby the 
first two on-ramps are closed and 10 percent of freeway vehicles are 
assumed to divert via the off-ramps of the first two corridor seg
ments. The g/C ratio of traffic signals is adjusted accordingly to re
spond to the diverting traffic. For the intensive control case, Con
trol B, 20 percent of freeway traffic will divert at the second. two 
subsequent off-ramps. 

• Case 2: Control A represents a moderate diversion control 
under which the first two on-ramps are closed and 10 percent of 
freeway traffic will divert via the second off-ramp. The g/C ratio of 
traffic signals is adjusted accordingly to respond to the diverting 
traffic. For the intensive control case, Control B, 20 percent of free
way traffic will divert at the second off-ramp. 

• Case 3: Because of the light freeway traffic demand and the 
minor incident involved, only the second on-ramp will be closed for 
Control A. As for Control B, in addition to the ramp closure, 5 per
cent of freeway traffic will divert at the second off-ramp. The g/C 
ratios of traffic signals are adjusted to respond to the diverting 
traffic. 

All diverted freeway traffic is assumed to reenter the freeway at 
the nearest downstream on-ramp beyond the incident, if the on
ramp capacity allows. If the nearest on-ramp reaches its capacity, 
diverted traffic will proceed on the surface street and reenter the 
freeway via the next available on-ramp. Note that neither Control A 
nor Control B, in any case, was randomly selected for evaluation. 
Each actually represents a reasonable control plan produced by se
nior freeway operation engineers. In addition, g/C ratios of all traf
fic signals are adjusted or optimized on the basis of expected di
verting traffic patterns. 

Simulation Results 

Although a wide variety of MOEs, including total vehicle-miles, 
total vehicle-minutes, average travel speed, and total delay, are 
available in the output of INTRAS, most of them have some limi
tations for use in guiding real-time corridor control. For instance, 
high vehicle-miles may be accompanied by high vehicle-minutes or 
a low average speed. Similarly, the objective of maximizing speed 
or minimizing total delay may imply fewer vehicles being served. 
Therefore, total corridor throughput remains a more reasonable 
MOE for evaluation. Table 2 indicates the total corridor throughput 
resulting from the simulation runs for all cases and scenarios. 
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It is evident that the proposed on-line control algorithm produced 
the highest total corridor throughput in all cases (Table 2). 

FIGURE 7 Cumulative throughput increase versus no 
control. 
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"Throughput increase" in Table 2 denotes the total corridor 
throughput increases for each scenario compared with the no
control scenario at the end of the 60-min control period. To better 
demonstrate the superior performance of the proposed approach, the 
time-varying cumulative throughput increase for 20 time intervals 
in four control scenarios is presented in Figure 7, for the three 
illustrative cases. Except for Case 3 (low freeway traffic demand 
with a minor incident) and Control B of Case 1, all control scenar
ios produce higher corridor throughput than the no-control case 
during the incident period. Among the four scenarios, the on-line 
control performs best during the entire control period. 

CONCLUSIONS 

A modeling framework, as well as formulations for its use for real
time freeway incident control, was presented. The proposed model 
is capable of generating the optimal control target for all available 
control measures, including on-ramp metering rates, off-ramp 
diversion fractions, and signal timing plans at surface street inter
sections in an entire corridor. By approximating the nonlinear 
flow-density relation with two linear complement functions, the 
study developed an efficient algorithm, named SLP, to solve the 
proposed integrated freeway diversion control model. Preliminary 
results from the numerical example with INTRAS have demon
strated the potential efficacy of the proposed modeling system as 
well as algorithm. 

Further research along this line, conducted at the University of 
Maryland, incorporates an advanced signal control at surface inter
sections and extension of control boundaries to multiple surface 
streets. Thus, both freeways and surface street networks can be op
erated under a consistent control strategy. 

REFERENCES 

1. Cremer, M., and S. Schoof. On Control Strategies for Urban Traffic 
Corridors. In Proceedings of IFAC Control, Computers, Communica
tions in Transportation, Paris, 1989. 

2. Cremer, M., and S. Fleischmann. Traffic Responsive Control of Free
way Networks by a State Feedback Control. In Transportation and 
Traffic Theory (Gartner and Wilson, eds.), Elsevier, New York, 1987, 
pp. 213-219. 

3. Chang, G.-L., P.-K. Ho, and C.-H. Wei. A Dynamic System-Optimal 
Control Model for Commuting Traffic Corridors. Transportation Re
search C, Vol. lC, pp. 1-12. 

4. Gartner, N. H., and R. A. Reiss. Congestion Control in Freeway Corri
dors: The IMIS System. In Flow Control of Congested Networks (A. R. 
Odoni et. al., eds.), Springer-Verlag, 1987. 

5. Reiss, R. A., et al. Development of Traffic Logic for Optimizing Traf
fic Flow in an Intercity Corridor. Final report. U.S. Department of 
Transportation, 1978. 

51 

6. Reiss, R. A., et al. Algorithm Development for Corridor Traffic Con
trol. In Traffic, Transportation, and Urban Planning (Vol. 2), George 
Goodwin, London, 1981. 

7. Reiss, R. A., N. H. Gartner, and S. L. Cohen. Dynamic Control and 
Traffic Performance in a Freeway Corridor: A Simulation Study. Trans
portation Research A, Vol. 25A, 1991, pp. 267-276. 

8. Goldstain, N. B., and K. S. P. Kumar. A Decentralized Control Strategy 
for Freeway Regulation. Transportation Research B, Vol. 16B, 1982, 
pp. 279-290. 

9. Papageorgiou, M. A New Approach to Time-of-Day Control Based on 
a Dynamic Freeway Traffic Model. Transportation Research B, Vol. 
14B, 1980,pp.349-360. 

10. Papageorgiou, M. A Hierarchical Control System for Freeway Traffic. 
IEEE Transactions on Automatic Control, Vol. AC-29, 1983, pp. 
482-490. 

11. Papageorgiou, M., J.-M. Blosseville, and H. Hadj-Salem. Modeling and 
Real Time Control of Traffic Flow on the Southern Part of Boulevard 
Peripherique in Paris; Part II: Coordinated On-Ramp Metering. Trans
portation Research A, Vol. 24A, 1990, pp. 361-370. 

12. Payne, H.J., D. Brown, and J. Todd. Demand Responsive Strategies for 
Interconnected Freeway Ramp Control Systems, Vol. 1: Metering 
Strategies. Verac Inc., 1985. 

13. Hall, F. L. Empirical Analysis of Freeway Flow-Density Relationships. 
Transportation Research A, Vol. 20A, 1986, pp. 197-210. 

14. Banks, J. H. Freeway Speed-Flow-Concentration Relationships: More 
Evidence and Interpretations. In Transportation Research Record 1225, 
TRB, National Research Council, Washington D.C., 1989, pp. 53-60. 

15. Robertson D. I. TRANSIT: A Traffic Network Study Tool. Road Re
search Laboratory Report LR253, Crowthome, England, 1969. 

16. Axhausen, K. W., and H.-G. Korling. Some Measurements of Robert
son's Platoon Dispersion Factor. In Transportation Research Record 
1112, TRB, National Research Council, Washington D.C., 1987, pp. 
71-77. 

17. Boillot, F., et al. Optimal Signal Control of Urban Traffic Networks. 
Proc. 6th International Conference on Road Traffic Monitoring and 
Control, IEE, London, 1992. 

18. Gartner, N. H. OPAC: A Demand-Responsive Strategy for Traffic Sig
nal Control. In Transportation Research Record 906, TRB, National 
Research Council, Washington D.C., 1983, pp. 75-80. 

19. Henry, J. J., et al. The PRODYN Real Time Traffic Algorithm. Proc., 
4th IFAC-IFIP-IFORS Conference on Control in Transportation Sys
tems, Baden-Baden, Germany, 1983. 

20. Lu, J. Prediction of Traffic Flow by an Adaptive Prediction System. In 
Transportation Research Record 1287, TRB, National Research Coun
cil, Washington D.C., 1991, pp. 54-61. 

21. Stephanedes, Y. J., E. Kwon, and P. Michalopoulos. On-Line Diversion 
Prediction for Dynamic Control and Vehicle Guidance in Freeway Cor
ridors. In Transportation Research Record 1287, TRB, National Re
search Council, Washington D.C., 1991, pp. 11-19. 

22. Wu, J. Development and Evaluation of Real-Time Ramp Metering Al
gorithms. FHW A, U.S. Department of Transportation, 1993. 

23. Wicks, D. A., and E. B. Lieberman. Developing and Testing of INTRAS, 
a Microscopic Freeway Simulation Model. Report FHW A/RD-80/106-
109, Vol. 1-4, FHWA, U.S. Department of Transportation, 1980. 

24. Lieu, H. C. An Integrated Diversion Control System for Freeway Cor
ridors. Ph.D Dissertation. Department of Civil Engineering, University 
of Maryland, College Park, 1993. 

Publication of this paper sponsored by Committee on Transportation Sup
ply Analysis. 



52 TRANSPORTATION RESEARCH RECORD 1452 

Fully Incremental Model for Transit 
Ridership Forecasting: Seattle Experience 

YOUSSEF DEHGHANI AND ROBERT HARVEY 

Traditionally, comprehensive multimodal regional models have been 
developed to conduct travel forecasts for both highway and transit proj
ects in major metropolitan areas throughout the United States. These 
models generally have failed to provide accurate, detailed forecasts for 
existing and proposed facilities, and unrealistic expectations can be 
placed on these comprehensive (super) regional models. Most of the 
large regional models in the United States are based on scanty transit 
ridership information compared with the amount of data available for 
the predominating automobile users. Transit-component validation of 
the models usually has been for aggregate market shares and volumes 
at a few screenlines. Under these circumstances, it is no wonder that 
comprehensive regional models fail to provide accurate ridership fore
casts for specific transit lines. The transit ridership modeling for the Re
gional Transit Authority (RTA) in Seattle overcomes usual limitations 
by relying on comprehensive regional models only for regional growth, 
highway congestion, and regional model coefficients. RTA modeling is 
structured so that transit ridership results are based on observed origins 
and destinations of transit users, observed transit line volumes, and a re
alistic simulation of observed transit service characteristics. External 
changes, in demographics and in highway costs, are staged into the 
process in distinct phases before estimating the impacts of incremental 
changes in transit service. The RTA transit ridership model is simple 
and fully incremental. The modeling system was validated on the basis 
of base year comparisons with transit ridership counts, and on a 1992 to 
1985 backward "forecast" of transit demand. 

This paper describes a fully incremental transit ridership model de
signed for efficient and expedient evaluation of transit project plan
ning and ridership forecasting analyses for the Regional Transit 
Authority (RTA) in Seattle. The RTA model is simple and uses 
incremental methods to estimate new shares both for primary modes 
(i.e., automobile and transit) and transit submodes (i.e., automobile 
and walk access). The incremental form is highly desirable because 
it is directly based on observed data that describe current conditions, 
instead of relying solely on models to estimate these conditions. The 
model can be used to conduct systemwide or corridor-level transit 
planning and patronage forecasting analyses. The RTA modeling 
system does not require any mode choice model calibration; it is an 
adjunct to the existing regional model with locally appropriate time 
and cost coefficients. 

The incremental model is more realistic than the comprehensive 
regional synthetic models for: transit ridership forecasting analysis 
because it 

• Is based directly on observed instead of estimated baseline 
travel patterns of transit users; 

• Allows concentration of effort on transit network analysis for 
studies whose primary goals are questions about alternative transit 
networks; 

Y. Dehghani, Parsons Brinckerhoff, Inc., 999 Third Avenue, Suite 801, 
Seattle, Wash. 98104. R. Harvey, Regional Transit Authority, 821 Second 
Avenue, Seattle, Wash. 98104. 

• Is more conducive to separate evaluation of changes in popu
lation and employment, highway congestion and cost, and transit 
services through the three stages of the forecasting process; 

• Lends itself readily to intermediate evaluation by focusing on 
direct comparison instead of complete simulation of travel behav
ior; and 

• Eliminates often laborious and time-consuming calibration of 
subchoice models because it does not require replication of base 
year travel patterns. 

A model validation effort was conducted to address two points in 
time, 1985 and 1992. It included a validation of 1992 conditions as 
well as a backcast from 1992 to 1985. 

The paper includes a discussion of the role of regionally based 
synthetic models and the history of staged incremental transit mod
eling at Seattle Metro. The RT A three-staged fully incremental rid
ership forecasting model is described, and results of the base year 
1992 validation and 1985 backcast analysis are presented. Finally, 
some conclusions and incremental model limitations, as well as a 
few areas of future research, are offered. 

ROLE OF REGIONALLY BASED 
SYNTHETIC MODELS 

Traditionally, synthetic models have been used to predict multi
modal travel demand on various highway and transit facilities. The 
conventional four-step synthetic method entails using separate 
models for (a) determination of total person trips in each zone, (b) 
distribution of total interzonal trips, ( c) prediction of share of travel 
by each mode, and (d) estimation of demand volumes on transit and 
highway facilities. Supplementary subarea models and procedures 
are usually used to generate detailed link-specific travel demand 
forecasts. The subarea (synthetic) models use incremental methods 
to the extent that they directly use available base year traffic counts 
in their application phases. 

In the Puget Sound region, there are about 15 separate but inter
dependent transportation models. Only one, maintained by the Puget 
Sound Regional Council (PSRC), is a regional synthetic model, 
complete with feedback loops on land use. The remaining subarea 
models provide focused analysis on local transportation supply is
sues, primarily those related to street and highway capacity. 

Unrealistic expectations are often placed on comprehensive 
(super) regional models. At its best performance, a regional model 
can be expected to generate reasonably reliable travel forecasts only 
along supercorridors and among very large districts. The inability 
of regional models to produce detailed project-specific travel de
mand forecasts probably has been a major factor in the proliferation 
of subarea models. 
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Previous research findings indicate that generation of reasonable 
land use forecasts is possible only at a superdistrict level (1). Con
sequently, breaking a geographic area into several smaller districts 
does not necessarily lead to a more accurate regional model. Past re
search (2,3) also indicates that the larger (level) district regional 
models will facilitate efficient integration of appropriate algorithms 
to allow full interactions and equilibrium among land use, travel 
time, and cost variables, as well as resulting travel demand. 

The practical function of superregional models appears to be as 
a base for input to more focused application models, instead of for 
direct application to transportation studies. An auxiliary function of 
the superregional models has been to systematize a regional infor
mation data base, including land use and demographic data and 
forecasts. Direct application of the models to transportation studies 
increasingly has been limited to "big picture" questions on regional 
air quality, regional travel demand, or long-term land use visions. 
Because of the limitations of supermodels, the need to develop 
simple models that are operationally more efficient and sensitive to 
project settings-as well as able to produce more realistic detailed 
travel demand forecasts on both transit and highway facilities-has 
become more evident than ever. 

HISTORY OF STAGED INCREMENTAL TRANSIT 
MODEL AT SEATTLE METRO 

Work by Brand and Benham (4) led, in 1985, to the Metro staff's 
consideration of a "quick-responsive incremental travel demand 
forecasting method" based on the concept of staged forecasting 
analysis. In 1986 Metro installed "logit mode-choice equations for 
pivot-point analysis" on EMME/2 software (R. Harvey, unpub
lished data, 1986). These equations were translated from descrip
tions by Ben-Akiva and Atherton (5), Koppleman (6), Nickesen et 
al. (7), and many others. 

In 1988, Metro clarified the relationship between its incremental 
transit forecasting model and the regional model at PSRC (R. Har
vey, unpublished data, 1988). At that time, the method included (a) 
four distinct stages for ridership forecasting analysis, (b) an incre
mental mode-of-access component, (c) the use of regional person 
trip tables to represent growth (in lieu of a Fratar-type calculation), 
and (d) direct use of the regional model coefficients on travel time 
and cost variables (R. Harvey, unpublished data, 1989). 

In 1991 a team of Metro staff and Parsons Brinckerhoff consul
tants updated the process for the Regional Transit Project, resulting 
in a Travel Forecasting Methodology Report (8) in October 1991. 
Changes included (a) synthetic access-mode and automobile
occupancy submodels with borrowed and adjusted coefficients, 
(b) return to a Fratar-type matrix balancing for growth, (c) con
solidation of cost and highway time impacts in the staged forecast
ing analysis, (d) an increase in the number of zones, and (e) more 
emphasis on trip purpose in the model structure. The 1991 version 
of the RT A model was a combination of incremental approaches 
previously used by Seattle Metro and J.M. Ryan of Parsons Brinck
erhoff, Inc. Before the Seattle application (8), Ryan had used incre
mental methods for ridership forecasting analysis in a number of 
cities in the United States, including San Francisco (9), Baltimore 
(10), and Honolulu (11), for evaluation of major transit investments. 

In 1993, the process was again refined, reflecting a renewed com
mitment to integration with the regional model. Transit operators 
completed a new set of comprehensive ridership surveys and 
counts, providing a new base for the model. Refinements included 
(a) use ofregional model coefficients for consistency, (b) return to 

53 

regional trip tables for consideration of regional growth, (c) addi
tion of a fully integrated incremental model to represent transit and 
automobile submodes, and (d) further refinement of the zone 
structure. An updated Travel Forecasting Methodology Report 
(12) summarizing these changes and the new transit surveys was 
published in November 1993. 

Presently, there are well-established markets for park-and-ride 
and group ride activities in the Seattle area. Potential difficulties 
with the use of an incremental transit access component, usually 
considered to be related to zero or 100 percent shares in the cells, 
are not problematic with the RTA model application. The follow
ing factors allow the RT A model to avoid the problem: 

• There are more than 50 park-and-ride lots within the RTA area. 
• The automobile-access definition used from the surveys in

cluded all automobile access to transit. 
• There is extensive peak-period coverage with local bus service 

throughout the RTA area. Almost all park-and-ride service is pro
vided by groups of separate local routes that come together at lots 
before beginning the express portion of the trip. 

• Mode-of-access shares were calculated from the aggregation 
of survey data to larger districts, especially at the attraction ends. 

• A boundary has been used (i.e., 10 to 90 percent) for calcula
tion of the access shares. The precaution is both practical and rea
sonable because of the four considerations just noted. 

The reasons for changing the transit access submodel to an in
cremental form again in 1993 related primarily to difficulties 
encountered in trying to match base access shares to important 
markets, such as downtown Seattle, with a synthetic component (8). 
The availability of a new set of access-mode share data from the 
1992 surveys suggested that an incremental approach would be 
preferable. 

STAGED INCREMENTAL FORECASTING 
ANALYSIS 

Underlying methods and assumptions used in the 1993 RTA three
stage fully incremental ridership forecasting model are now de
scribed. 

Incremental Logit Model Equations 

The incremental form of the logit model is derived from the stan
dard logit formulation. Ben-Akiva and Lerman state: 

... using elasticities is one way to predict changes due to modifica
tions in the independent variables. For the linear-in-parameters multi
nomial logit model there is a convenient form known as the incre
mental logit which can be used to predict changes in behavior on the 
basis of the existing choice probabilities of the alternatives and 
changes in variables that obviates the need to use the full set of inde
pendent variables to calculate the new choice probabilities. (13) 

Mode-specific constants in a synthetic model theoretically repre
sent the effects of unmeasurable attributes and usually capture more 
than two-thirds of explanatory power in logit models (14, 15). In ac
tuality, these constants are quite large, and they compensate for all 
types of errors in synthetic models, even network coding idiosyn
crasies. They are used as overall adjustment factors to move the 
model results close to targeted regional totals; they typically range 
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as high as 50 to 150 min. of equivalent in-vehicle time. Without 
these constants, synthetic models could never replicate even the re
gional totals for a base year. The mode-specific constants fall out of 
the computations in the incremental logit model. 

Recursive Logit Model 

The recursive "nested" form of the logit model is less restrictive; 
therefore, it is more attractive than the simultaneous structure to 
travel demand practitioners. However, there is no convincing 
statistical evidence or professional consensus on using a particular 
recursive (nesting) structure. 

In the absence of a theoretically sound behavioral theory to 
describe mode choice formation and a consensus on the form of a 
recursive logit model, the RTA uses an implicit recursive structure 
only, because of computational convenience in using the incremen
tal logit model to estimate new shares for both the primary and 
subchoice modes. The RTA model also uses a coefficient of 1.0 for 
the LogSum variable, which is consistent with the PSRC simulta
neous logit model forms. 

For an incremental logit model application, primary modes (i.e., 
transit and automobile) are represented by subchoices. For the tran
sit mode, the subchoice is between access to transit by walking or 
by automobile. For the automobile mode, the subchoice is between 
single and multiple occupancy for commute trips. For noncommute 
trips, all automobile submodes are combined into a single automo
bile mode. 

LogSum Variable 

The natural logarithm of the denominator of the standard logit 
model is a single "inclusive" index, Im, (16), indicating the desir
ability of main mode m, taking into account the attributes of access 
modes. This index is often called LogSum and calculated from 

LogSum =log {SUMt [exp(~)]} 

where ~ is the utility of mode i in choice set m (j = 1, 2, 3, 
. . . , i, ... , m) and contains measurable components of transporta
tion systems, such as travel time and cost as well as socioeconomic 
attributes of trip makers. 

Derivation of Changes in LogSum Variable 

Contrary to a synthetic subchoice model, new shares for submodes 
are computed using incremental methods. That requires derivation 
of an appropriate formula to compute the difference in the values of 
the LogSum variable for submodes (e.g., DIFF LogSumt for the 
mode of access). The derivation process starts by using the defini
tion of difference in the LogSum values and ends up with a simple 
formula, as follows: 

DIFF LogSumm = ln {Sumf[S; *exp (DIFF V;)]} (1) 

where 

DIFF LogSumm = difference (future - base year) in LogSum 
term for mode m, 

V; = utility of submode i (e.g., walk or drive access 
attributes) within subchoice n (i.e., automo
bile or transit), 
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S; = base year observed share of using submode i 
(e.g., walk or drive access), and 

DIFF V; = difference (future - base year) in the utility 
(e.g., travel time) of submode i. 

Model Specification and Coefficients 

The RT A model includes 

• Transit travel time and cost (i.e., in and out-of-vehicle times 
and transit fare) variables in the utilities of the transit submodes, 
walk and drive access; and 

• Automobile travel time and cost (i.e., parking and automobile 
operating) variables in the utilities of the automobile submodes. 

The cost variable is normalized with respect to zonal median 
income. This composite variable is constructed by dividing the 
automobile cost components (i.e., sum of automobile operating, 
parking, and ownership costs) and transit fares by the ratio of zonal 
median income over the base year regional median income. The 
PSRC mode choice model coefficients are used in the incremental 
mode choice models. 

Base Mode Shares 

Application of the incremental logit model requires a reasonable 
estimate of existing shares for each alternative mode. The census 
journey-to-work data provide an excellent source of automobile, 
carpool, and transit shares for commute trips. Even with those data, 
however, there are many zone-to-zone interchanges with no 
reported shares. Base mode shares, therefore, are computed by 
aggregating shares to 26 summary districts at the work ends only. 
The shares at home ends are calculated at a 219-FAZ (PSRC 
forecasting analysis zones) level. 

For derivation of the base year park-and-ride shares, a procedure 
similar to that just mentioned is used to aggregate the shares. 
Specifically, base year park-and-ride shares are calculated at 26-
district-to-219-F AZ interchanges using the transit on-board origin 
and destination data . 

Surveys Conducted in 1985 and 1992 

The 1985 survey conducted by Seattle Metro and the 1992 surveys 
conducted by the four transit operators (Metropolitan King County, 
Pierce County, Everett Transit, and Community Transit) provided 
a complete cross section of representative transit trips for two 
separate years. The 1985 survey was limited to only one county 
(King); the 1992 surveys covered the three-county RTA area shown 
in Figure 1 (see Table 1). 

Transit operators also provided detailed ridership counts by route 
and time of day, which were the basis for expanding the surveys· to 
100 percent of the transit travel. 

Time of Day and Trip Type Hierarchy 

For the project planning studies, the RT A assumes that most ques
tions to be addressed by the modeling effort would require tests of 
alternate transit service instead of alternate external environments. 
Variables affecting ridership are more related to time of day than to 
trip purpose for these questions. For example, both fares and service 



FIGURE 1 Ten districts within the RTA area. 
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TABLE 1 On-Board Transit Surveys 

King Seattle 

Count~ CBD 

Month Conducted May-92 Fel:r93 

Responsible Metro Metro 
Agency 

Approximate 
Response Rate 40% 20% 

Percent of 
3-County Ridership 75% 8% 

vary by time of day, not by trip purpose. In fact, service variability 
by time of day is quite extreme in the Seattle area. The RTA model 
simulates afternoon peak and off-peak transit travel patterns. 

Rider response to on-board survey questions on trip purpose is 
not as strictly controllable as are travel diary surveys or interview
based surveys. Therefore, the RTA model uses a simple catego
rization of trips, "commute" versus "noncommute." 

RTA Staged Forecasting Analysis 

Stage 1: Changes in Demographics 

The RTA model uses PSRC trip tables to change surveyed transit 
demand from a base year to a forecast year. Because there are many 
mismatches due to the occurrence of zeros within any two trip ta
bles, some aggregation is necessary to ensure reasonable applica
tion of cell-to-cell growth factors. The RT A model calculates fac
tors at the level of 219-FAZs. The RTA modeling effort will retain 
the Fratar method as a backup to using regional trips from the PSRC 
trip distribution model. The calculation is 

Tripsr 
Stg 1 Tm = SurvTrn X . b 

Tnps 

where 

StglTrn =Stage 1 transit trip forecasts (737 X 737 zones), 
SurvTrn = base year surveyed transit trips (737 X 737 zones), 

Tripsr =forecast-year PSRC travel demand (219 X 219 
FAZs), and 

Tripsh =base-year PSRC travel demand (219 X 219 FAZs). 

The results of the Stage 1 analysis are the transit trips for a future 
year assuming nothing changes but population and employment. 
Secondary impacts of growth on transit demand, such as increased 
highway congestion, are not accounted for in Stage 1. 

Stage 2: Changes in Highway Congestion and Cost 

Stage 2 considers influences on mode choice due to changes in high
way congestion, automobile costs (including parking costs), transit 
fares, and income. 
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Pierce 
Pierce Seattle Everett Community 

Count~ Ex~ress Transit Transit 

Sep-92 Apr-92 Nov-92 Nov-92 

Pierce Pierce Everett Community 
Transit Transit Transit Transit 

30% 60% 50% 50% 

8% 1% 2% 6% 

In all of the ridership analysis done in the Puget Sound region, 
transit fares have been held constant across alternative transit net
works. Should that approach change, it would be advantageous to 
shift consideration of transit fares to Stage 3, where the fare policy 
could vary with each transit network. 

PSRC is responsible for all regional highway modeling. RT A 
patronage forecasts use PSRC estimates of highway travel times. 
The times are tabulated in the form of 219 X 219 FAZ-to-FAZ 
matrices for each highway network. When a transit alternative 
significantly affects the highway system (e.g., taking of freeway 
lanes for transit facilities), additional PSRC future highway net
works and congestion analysis are required. 

Stage 2 transit trip forecasts are calculated using the following 
incremental logit equation: 

Stg2Trn = Stg 1 Tm 
Sr+ (1 - Sr)* [exp(B * DIFF LogSuma)] 

where 

Stg2Trn = Stage 2 transit trip forecasts, 
Stgl Tm = Stage 1 transit trip forecasts, 

Sr = observed transit shares from census data for 
base year, 

B = LogSum variable coefficient (equal to 1.0) for 
the automobile subchoice, and 

DIFF LogSuma = difference in the LogSum values due to 
changes in highway congestion and costs 
(future - base year) [census data (for the 
baseline share), highway skims and costs, and 
fares are used in Equation 1 to estimate DIFF 
LogSuma representing drive alone and group 
ride submodes]. 

Stage 2 transit share forecasts (Stg2Shr) are calculated as follows: 

St 2Shr = Stg2Trn * Sr 
g StglTrn 

Results of Stage 2 analysis are the transit trips for a future year, hav
ing accounted for factors external to the transit service itself. The 
results serve as a platform for analysis of ridership on alternative 
transit networks. 
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In most project planning ridership forecasting, Stages 1 and 2 
need not be calculated as often as Stage 3. Only when a transit al
ternative is presumed to have a strong effect on land use or the re
gional highway network, for example, would the entire process 
have to be cycled through. Guidelines published by Ff A (17) dis
courage such cycling in the evaluation of transit investments. 

Stage 3: Changes in Transit Service 

In the third and final stage of the forecasting analysis, incremental 
changes in the transit level of service are taken into consideration. 
The change is reflected in resulting relative values of the LogSum1 

variable using the base year and future transit networks. Stage 3 
transit ridership forecasts, Stg3Tm, are calculated as follows: 

S 3 
Stg2Tm *[exp (B * DIFF LogSum1

)] 

tg Tm= 
Stg2Shr *[exp (B * DIFF LogSum1

)] + (1 - Stg2Shr) 

where 

B = Logsum variable coefficient (equal to 1.0) for 
the transit subchoice, and 

DIFF LogSum1 = difference in LogSum values due to changes in 
transit level of services (future .:__ base year). 
Base year observed shares for park-and-ride 
and changes in transit level of services are 
used in Equation 1 to estimate DIFF LogSum1 

representing walk- and automobile-access 
submodes. 

RT A ridership analysis involves preparation of summary informa
tion on the three-stage incremental forecasting process for each al
ternative plan. Sample trip ends for p.m. (noon-to-midnight) origin 
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districts (see Figure 1 for the district definition) are indicated in 
Table 2. Information presented in Table 2 facilitates separate ex
aminations of the potential impacts of incremental change in each 
variable at each stage of the ridership forecasting analysis. 

MODEL VALIDATION AND BACKCAST RESULTS 

RT A model validation analyses were conducted for both the base 
year 1992 and the 1985 backcast. 

Route-Level Validation Results 

Figure 2 shows the model's replication ofroute-level boardings for 
1992. The surveyed and expanded transit trips were assigned to the 
model network to validate boardings and transfer penalties. Figure 
2 shows a regression of total boardings on 342 lines against the au
tomated passenger counter (APC) boardings on these lines. The R2 

of 0.91 and standard deviation of 369 daily boardings indicate a re
markably close match. 

No boarding counts by route are available for 1985 because the 
APC system was not operational at that time. Boardings for Pierce 
County and Snohomish County routes are from driver counts. 

Observed versus Estimated 1985 Backcast Results 

Table 3 compares observed and estimated 1985 transit trips. A com
parative analysis is possible for trips within King County (exclud
ing intra-central business distinct) because of the availability of ob
served 1985 transit trips from the King County 1985 transit survey. 
No comparison can be made for other counties because no survey 
was conducted in 1985 for those transit markets. Overall, the RTA 

TABLE2 Sample Build-Up/Down Analysis: 1992to1985 p.m. Daily Transit Trips by p.m. Origins 

1992 1985 1985 1985 Stage 3 
.Observed Stage 1 Stage 2 Stage 3 % Change 

PM Origins Trips Trips Trips Trips From 1992 

1 Everett 4,060 3,160 3,260 3,880 -4.4% 

2 SW Snohomish County 1,620 1,160 1,390 1,410 -13.0% 

3 Shoreline 920 830 900 930 1.1% 

4 North Seattle 21,370 20,120 18,880 18,470 -13.6% 

5 Seattle CBD 53,270 45,010 46,620 46,700 -12.3% 

6 South Seattle 25,470 25,000 26,880 27,490 7.9% 

7 Eastside 4,840 3,350 3,640 3,770 -22.1% 
8 South King County 6,560 5,620 6,270 6,360 -3.0% 

9 Tacoma 7,570 7,000 7,880 7,680 1.5% 

1 O Pierce County 2,150 1,850 2,190 2,170 0.9% 

Total (Noon-to-Midnight) 127,830 113,100 117,910 118,860 -7.0% 

% Change Relative 
to 1992 Observed Trips 0.0% -11.5% -7.8% -7.0% 

% Change Relative 
to Previous Step 
in Build-Up/Down Analysis -1.1.5% 4.3% 0.8% 
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FIGURE 2 Daily transit line boarding comparison for 1992. 

model has produced accurate 1985 backcasts for about three-fourths 
of the markets with over 1,500 daily transit trips (at least in King 
County). Those results are based on using the EMME/2 matrix bal
ancing method to generate Stage 1 forecasts. Use of regional trip 
distribution estimates from the PSRC model resulted in worse 1985 
backcasts for most markets (12). Comparative analyses of the 
EMME/2 matrix balancing (Fratar) method and trip distribution 
gravity model will be the subject of a future paper by the authors. 

Results from Highlighted Changes in Transit Service, 
1992to1985 

In evaluating RT A model performance, one useful criterion is 
whether the model replicated ridership response to measurable 
changes in the transit systems between 1992 and 1985. The existing 
fully incremental RTA model has been responsive to measurable 
changes in transit systems between 1992 and the 1985 backcast 
year. There have been only a few changes in transit service between 
1985 and 1992. Distinct and measurable changes in transit service 
between 1985 and 1992 include 

• Change in park-and-ride express bus services from Snohomish 
County to Seattle, 

+ 

+ 

+ 

8000 10000 
UT3 

LINES: 
all 

342 LINES 
RECR: Y•A+BX 
A• 123.8513 
B= .888872 
R2• .90942 
STD• 369. 0455 

• Change in park-and-ride express bus services from Pierce 
County to Seattle, 

• Opening of the Downtown Seattle Transit Tunnel, and 
• Introduction of the U-PASS Program in the University of 

Washington district. 

The U-PASS program is a transit pass that makes transit virtu
ally free for University of Washington students and some staff. 
These changes should have caused an increase in 1992 rider
ship relative to 1985 within these markets. The RTA model has 
responded correctly to the changes, as reflected in the resulting 
1985 transit trip estimates (see Table 4). In summary, the RTA 
model has estimated 

• 23 percent fewer p.m. peak automobile-access transit trips 
between downtown Seattle and Snohomish County in 1985; 

• 36 percent fewer p.m. peak automobile-access transit trips 
between downtown Seattle and Pierce County in 1985; and 

• 13 percent fewer intra-Seattle central business district, 
off-peak, noncommute trips in 1985. 

Additional results pertaining to changes in intercounty park-and
ride express service during the 7-year interval are summarized in 
Table 5. 



TABLE3 Comparative Analysis of 1985 Estimated and Observed Daily Transit Trips by Origin and Destination (King County 
Districts Only) 

Destination District 
Origin District 2 3 4 

Shoreline Estimated 201 

Observed 264 

2 North Seattle Estimated 933 16,449 

Observed 1,052 14, 125 

3 Seattle CBD Estimated 1,675 10,923 n/a 

Observed 1,669 11,667 n/a 

4 South Seattle Estimated 551 10,897 19,265 25,415 

Observed 733 9,472 21,632 24,554 

5 Eastside Estimated 194 1,759 4,469 2,070 

Observed 175 2,074 5,211 1,734 

6 South King County Estimated 95 1, 153 4,980 3,352 

Observed 164 1,239 5,223 3,500 

*Numbers on the observed rows represent 1985 transit trips from Metro King County on-board Survey. 

TABLE4 Model Performance in Response to Highlighted Transit Changes Between 1992 and 1985 

1992 

Transit Observed Estimated 
Highligtited Change Trip Type To Trips Trips 

Increase in Cross-County PM Peak Snohomish 2,500 1,900 
Express Bus Service Paf1(-and-Ride County 

to New Pam-and-Ride 

PM Peak Pierce 1,000 600 
Paf1(-and-Ride County 

Opening of Downtown Off-Peak Seattle CBD 8,900 7,720 
Transit Tunnel Non Commute (Intra-Trips) 

TABLE 5 Model Performance in Response to Intercounty Park-and-Ride Express Service (Daily Transit Volumes) 

Screenline Location 

Pierce County Line: 

Snohomish County-Line: 

1992 

Observed 

2,600 

8,700 

1992 
Estimated 

2,700 

9,000 

5 

2,511 

3,346 

772 

753 

1985 

%Change 

From 1992 

-24% 

-40% 

-13% 

1985 
Observed 

1,000 

5,800 

6 

6,028 

6,869 

Actual 
Change 

-30% 

-50% 

Not 

Available 

1985 
Estimated 

1,000 

5,600 
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CONCLUSIONS AND AREAS OF 
FUTURE RESEARCH 

The incremental model presented in this paper is simple and can be 
easily applied to other projects for a more efficient and accurate 
transit ridership forecasting analysis. Implementation of the RTA 
fully incremental model became possible because of the availabil
ity of new surveys covering well-established markets of all transit 
riders, including park-and-ride users in the Seattle area. The inte
gration of incremental subchoice models should be a noticeable im
provement compared with traditional synthetic methods. Initial re
sults from the validation analyses have clearly demonstrated 
responsiveness of the RTA model to changes in transit service, al
though limited, between 1985 and 1992. 

The incremental RT A transit model is more efficient for transit 
planning analysis, because it 

• Is simple and is directly based on observed travel, not esti
mated travel; 

• Is an adjunct to the existing regional model and requires no 
model calibration; 

• Has been responsive to highlighted changes in transit service 
from 1992 to 1985; 

• Ha~ reproduced observed travel patterns for park-and-ride 
transit users; 

• Concentrates efforts on transit network analysis for studies 
whose primary questions are about alternative transit networks; 

• Highlights error sources effectively whether in networks or in 
trip data; and 

• Is a cost-effective and transparent staged forecasting process. 

Incremental Model Limitations 

The incremental model also has some limitations, because it 

• Requires observed baseline travel pattern of transit trips; 
• Is applicable only to areas with relatively good existing transit 

coverage; 
• Would require a synthetic submodel for areas without well

established park-and-ride markets or transit in general; 
• Requires availability of a regional model for nontransit input 

data and for interfaces with highway analysis; 
• Is not well-suited for comprehensive analysis of major struc

tural changes, such as land use visions involving feedback loops to 
transportation investments; and 

• Requires good coordination with regional modeling staff and 
local traffic modeling staff for evaluation of transit improvement 
impacts on highway facilities. 

Areas of Future Research 

Presently, the incremental method is not useful for long-range mul
timodal corridor studies, comparing simultaneous transit and high
way improvement strategies. Research should be directed toward 
developing methods such as the gradient approach suggested by 
Spiess (18) for estimation of base year origin to destination trip ta
bles, possibly for all modes, from the existing actual counts of pas
sengers and vehicular traffic. Such counts are usually collected by 
transit operators, cities, counties, and state transportation depart
ments. Availability of base year trip tables for both transit and au-
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tomobile modes will extend application of the incremental method 
not only to traffic forecasting but also to multimodal modeling 
analyses. Use of incremental models will not only simplify the ex
isting travel demand modeling practices but also greatly enhance 
efficient generation of detailed project- and subarea-specific travel 
demand forecasts. 

Currently, the incremental method depends on trip-based defini
tion instead of activity-based definition. That limitation can be rec
tified by incorporating pertinent findings from new research into 
existing regional synthetic models before incremental methods are 
applied. 

Finally, research also should be directed toward either limiting or 
eliminating conventional zone definition in transportation modeling 
and forecasting processes. Trips or activities should be geocoded to 
their actual surveyed household and destination locations rather 
than using traditional origin and destination zones. That concept 
will allow the transformation of modeling from a matrix-calculation 
environment to the calculation of incremental equations directly on 
the survey records, including use of trip-specific, as opposed to 
zone-specific, data for the level-of-service attributes. Limited ex
periments by the authors on a no-zone concept in incremental tran
sit modeling have been encouraging but require additional research 
on representation of access-mode choices. 
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Will Multimodal Planning Result in 
Multimodal Plans? 

JAMES L. COVIL, RICHARDS. TAYLOR, AND MICHAEL C. SEXTON 

As the multimodal planning and programming processes that are 
encouraged by the Intermodal Surface Transportation Efficiency Act of 
1991 are developed, potential effects of open competition upon the mix 
of project types need to be recognized. Inherent differences between 
modes, as well as between different types of projects within a mode, 
mean that a comprehensive evaluation process will be necessary. Fur
ther, analytical processes alone cannot be relied on in weighing the rel
ative merits of competing projects. Instead, judgments about the values 
attached to a variety of evaluation parameters will have to be made. The 
way that is done clearly will have profound effects on the mix of proj
ects that survive the planning and programming process. To get the 
proper mix, some bias was introduced into what initially was intended 
to be an unbiased evaluation of project worthiness. That is, a high value 
was placed on the social, energy, and environmental qualities if certain 
candidate projects were to compete successfully against projects that 
had superior transportation mobility and cost-effectiveness characteris
tics. Consequently, for the foreseeable future, a combination of analyti
cal processes and value judgments will be necessary in developing mul
timodal plans that encompass the full range of modes and project types. 

Intermodal Surface Transportation Efficiency Act (ISTEA) re
quirements stipulating that every state implement a multimodal 
planning process are well known to transportation planners. ISTEA 
is, without question, the most profound transportation legislation 
that Congress has enacted since the legislation that produced the In
terstate system. It is also most significant that the U.S. Department 
of Transportation chose to give considerable flexibility to each state 
and metropolitan planning organization concerning compliance 
with ISTEA. The federal rulemaking process is refreshing because 
it embodies the philosophy that "one size does not fit all" and ac
knowledges that processes adopted by individual jurisdictions 
should not be forced into a rigid, "no deviation allowed" format. 
The federal process is also challenging because each jurisdiction 
must select multimodal planning and programming processes that 
are effective and practical for it. The task is made difficult because 
our profession has limited experience with multimodal planning, 
whereby choices are made between a variety of transportation al
ternatives. 

For many of us, IS TEA affords a most welcome and long-awaited 
environment in which to conduct multimodal planning and pro
gramming. However, there are some potential pitfalls that could be 
encountered unless we identify them now and take steps to avoid 
them. 

PRE-ISTEA PLANNING PHILOSOPHY 

It is critical to understand the past to plan for the future. In fact, it is 
the past that explains why the old ways of doing transportation 
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planning and programming produced results that are not entirely 
satisfactory, and why we transportation planning professionals see 
opportunities in ISTEA. 

Not very long ago, it was recognized that, in terms of ground 
transportation, highways dominated the transportation system. 
Instead of undertaking comprehensive multimodal planning, the na
tion chose to do primarily modal planning, whereby candidate pro
jects compete with similar projects within a particular mode. Certain 
kinds of projects did not emerge as winners in the new planning and 
programming processes. For example, given open competition, 
most rail-highway grade crossing projects were not winning out 
against capacity-enhancement highway projects, nor were most bi
cycle projects or highway safety projects considered high priorities. 

It became clear that if the United States were to have a trans
portation system that met a wide range of transportation needs, spe
cial provisions would be needed to recognize the value of each kind 
of transportation project in the planning and programming process. 
Value judgments were made that said a certain portion of funds 
would be used for different kinds of projects. The process led to 
more and more categorical programs. Finally, multimodal plans 
arose by structuring the fund allocation process to yield a variety of 
project types. That did not necessarily result in "balanced" or opti
mal multimodal plans; although plans contained certain elements 
for each mode, they were in reality a collection of modal plans. 

ISTEA REQUIREMENTS AND PROGRAMMING 
CATEGORIES 

ISTEA indicates clearly that any new plans are to be multimodal in 
nature, and much attention has been focused on the expanded fund
ing flexibility provided by ISTEA. However, we still have what 
amounts to categorical programs. ISTEA provides for safety and 
transportation enhancement set-asides and maintains the separate 
bridge program. These features clearly inhibit the extent to which 
projects will be allowed to compete on their own merits with other 
types of projects. 

Neither ISTEA nor the final rules prescribe how the multimodal 
planning process is to be structured other than through specifi
cations for public involvement and the consideration of specific 
factors in evaluating projects. Nevertheless, there are strong indica
tions that previous programming processes, in which suballocations 
of funds to different types of projects are made to ensure that some 
projects of each type are actually selected, will not be permitted. 

EXAMPLES OF MUL TIM OD AL PLANNING 

TRB has sponsored several efforts to identify good examples of 
multimodal planning. At a TRB conference in Seattle in 1993, 
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Michael Meyer reported he was able to find only two examples of 
"illustrations of close-as-you-get multimodal planning." One ex
ample was the I-15 Corridor Alternative Analysis in Salt Lake City 
(1). The cited process involved a project level analysis wherein 
more than 50 performance and impact measures were developed for 
12 highway and transit alternatives. 

The second study cited by Meyer was the Maryland Commuter 
Assistance Study, a study of 14 corridors to determine "how best 
to move people given the varied nature of commuter problems 
statewide" (2). Alternative improvements included express bus 
service, highway access control, roadway widening, shoulder bus 
lanes, exclusive bus roadways, high-occupancy vehicle (HOV) 
lanes, commuter rail, and light and heavy transit. 

Although it was not noted in Meyer's paper, the process used by 
the Metropolitan Transportation Commission (San Francisco Bay 
Area) is probably one of the most noteworthy of the multimodal/ 
intermodal trade-off analyses. Technical aspects of the process 
involve an initial screening of potential projects on the basis of se
lected criteria. Projects that pass the screening are processed using a 
scoring system that includes performance-based standards. Finally, 
projects are subjected to various "programming criteria to ensure 
that the program of projects increases mobility, cleans the air, lever:.. 
ages the most State and Federal resources, and is equitable" (3). 

Another regional planning process that has been cited as state
of-the-practice in multimodal evaluations (unpublished report of 
NCHRP Project 20-5) is the Hali 2000 Study (4). It was conducted 
to update Oahu's Long-Range Transportation Plan; it reviewed all 
major travel corridors and addressed the full range of transportation 
alternatives, including transportation system management, HOV, 
bus, light rail, rapid transit, and highway improvements. The evalu
ation matrix contained a mixture of more than 60 quantitative and 
qualitative factors. Evaluation criteria focused on (a) cost
effectiveness, (b) community and institutional acceptance, and (c) 
measures of effectiveness related to transportation goals and 
objectives. 

The cited examples suggest that in the foreseeable future multi
modal processes will require a combination of analysis and judg
ment to produce multimodal transportation plans. 

PUBLIC INVOLVEMENT 

Whatever multimodal planning process eventually is adopted, 
ISTEA requires that it be a much more open process than some 
planning agencies may have undertaken in the past. We need to con
sider carefully how that might influence the content of the multi
modal plans we are to prepare. 

Ohio was awarded one of the six grants provided by FHW A for 
the development of a "model intermodal planning process." As con
sultants to Ohio Department of Transportation (ODOT), Wilbur 
Smith Associates participated in a two-part series of outreach meet
ings. What the company heard from the general public, public offi
cials, and special interest groups was very revealing. For example: 

In rural areas, the dominant message was "highways, highways, high
ways" .... In contrast, ODOT' s metropolitan customers were far more 
interested in other modes-particularly public transportation and 
rail. (5) 

A similar experience in Des Moines, Iowa, involved the primary 
question of how to move people and goods between the suburbs and 
downtown. Because there is a history of using highways to solve 
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problems in the community, "pro-highway" people tended to take 
the outcome of the study for granted and not attend study meetings. 
However, "no growth" and transit proponents were less apathetic. 
Only by conducting home telephone surveys did we determine that 
support at public hearings was skewed toward certain modes. 

Although 71 meetings were held in connection with the "Access 
Ohio" project, the overwhelming majority of input received dealt 
with the transportation of people. Although letters of invitation 
were sent to freight transportation interests, typically they either did 
not attend or, if they did, they did not assert their positions. Only by 
direct contact with the freight interests was significant input ob
tained. Their lack of participation appears related to the historical 
overemphasis on highways during previous planning efforts and 
their reluctance to discuss private business in public. It is true that 
"people vote, freight does not," yet planning processes should ade
quately consider freight because of its importance to the country's 
economy. 

A multimodal planning process should recognize the consider
able differences in messages received as part of a public involve
ment program and ensure that they are put into proper context. 

CONCERNS THAT MUST BE FACED 

Some believe that the current modally oriented approach to trans
portation planning is the preferred approach. They reason that each 
mode is so different that mixing them together is technically im
possible. 

Let's assume that we have determined we want to do truly mul
timodal planning. Further, let's assume that the multimodal plan
ning process involves throwing all transportation projects into a 
common pot and requiring them to compete on an unbiased basis 
with other transportation projects. If we decide that multimodal 
planning is to be conducted in this manner, what are the potential 
challenges? 

What Would Be the Balance Between Freight and 
Passenger-Oriented Projects? 

There is the possibility that projects that are concerned primarily 
with the transportation of people will dominate the program of 
selected projects, because of the emphasis they receive in public 
outreach processes. Historically, transportation agencies have had 
little experience with freight transportation, and there often is an 
attitude that freight transportation concerns should be addressed by 
the private sector. 

Evidence of this problem already has surfaced in Florida and 
California, where metropolitan planning organizations have shown 
preference for local roadway and signalization projects over port ac
cess projects or deemed port projects "not a proper use" of federal 
monies, even though ISTEA specifically mentions port access. 
Whereas government officials state in public that all projects are 
weighed equally, privately they admit that public pressure for local 
improvements means more at decision time. (6). 

What Will Be the Balance Between Rural and 
Urban Projects? 

Given the great differences in the intensity of use, there is a poten
tial that, in taking a "common pot" approach, urban projects will 
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dominate. Many rural projects have been justified in the past pri
marily on the basis of providing minimum access to all parts of an 
area, and federal funding programs have been designed accordingly. 
ISTEA anticipated the problem and included provisions that guar
antee funds to areas with a population of 5,000 or less, on the basis 
of previous secondary funding. Thus, regardless of the transporta
tion benefits of the project, geographical allocations are required. 

How Would Pedestrian and Bicycle Projects Fare? 

Relatively low utilization of bicycle and pedestrian modes could re
sult in such projects being at a disadvantage in the programming and 
prioritizing processes. This may be why ISTEA still has vestiges of 
the old categorical funding program, specifically requiring that 
plans include bicycle and pedestrian elements, including provisions 
for enhancement projects that encompass bicycle elements. 

Would Safety Projects Be Able To Complete Well with 
Other Projects? 

Certainly, safety projects have significant benefits; however, they 
never got much attention until categorical programs that focused 
attention on them were instituted. Apparently, those who wrote 
ISTEA thought that such projects might get less attention if a true 
multimodal approach were adopted. ISTEA includes requirements 
for a 10 percent set-aside of surface transportation programming 
funds for safety construction projects. Indeed, ISTEA gives even 
more attention to safety projects by requiring implementation of a 
safety management system. 

What Would Be the Balance Between Transit and 
Highway Projects? 

In terms of balancing transit and highway projects, it is less clear 
what a true multimodal process will yield. A major influence is the 
Clean Air Act Amendments of 1990. In addition, funding flexibil
ity in ISTEA provides that approximately $103 billion of the $151 
billion provided by ISTEA can be spent on transit. These provisions 
could shift the balance toward transit projects, particularly in the 
larger urban areas. 

Some argue that the environmental justification for this shift is 
minimal. In testimony before the U.S. House of Representatives 
Public Works and Transportation Subcommittee on Surface Trans
portation, Pennsylvania Secretary of Transportation Howard 
Y erusalim commented on a Bay Area $11 billion investment: "Mas
sive shifts in transportation investment from highways to tran
sit ... only works at the margins of the clean air problem." Further, 
he stated that many people 

promote Transportation Control Measures (TCM)-things like 
ridesharing programs, transit improvements, park-and-ride facilities, 
and bike/pedestrian programs-as an answer to air quality ... in fact, 
there is evidence that the impact of traditional TCMs such as these is 
so small, that it is below the accuracy of our measuring ability. ( 7) 

A similar experience in the Puget Sound area indicated that 
extensive use of TCMs and the construction of an $11.5 billion rail 
transit system could achieve only a 2 percent reduction in motor 
vehicle travel. 
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Would the Balance Between Bridges and Other 
Highway Elements Shift? 

There are different kinds of projects within each mode. Under 
ISTEA, there are constraints on the amount of competition to which 
bridge projects can be exposed because the Bridge Replace
ment and Rehabilitation Program has been continued. That is, 
completely open competition will not occur under ISTEA. One 
wonders what would happen if bridge projects did not enjoy this 
special recognition. 

What Would Be the Balance Between Port, Rail, and 
Aviation Projects Relative to Highway and 
Transit Projects? 

ISTEA essentially addresses only highway and transit modes and 
some intermodal facilities. Public funding for port and rail projects 
often has been limited because such projects are considered com
mercial undertakings. Overall, there is less reluctance to fund air
port projects with public funds, despite the commercial features that 
are apparent. If projects for these three modes were required to com
pete with highway and transit projects for the same funding, a 
change in the balance would be almost sure to occur, simply be
cause we currently fund these projects in very different ways. 

How Will the Balance Be Affected by Conflicting Goals? 

Clean air concerns will drive alternative analyses toward more fuel
efficient modes or modal options. The urban transit-automobile 
relationship already has been mentioned. On the freight side, water 
and rail present viable alternatives from a clean air perspective, but 
not from a service-oriented shipping community viewpoint. Alter
natively, longer combination highway vehicles could promote fuel 
efficiency, among other production enhancements, but they raise 
considerable safety concerns. 

At the heart of this issue are two key public policy questions that 
are often in conflict. First, should government merely respond to 
market demands for certain transportation improvements, or should 
government force the public to alter existing travel preferences to 
create greater efficiencies? Second, should transportation planning 
be used to solve various social ills? 

LESSONS LEARNED THUS FAR 

Because this is a fairly new undertaking for most of us, the lessons 
we have learned have been a bit limited. Nevertheless, they are quite 
profound and include, at a minimum, the following key points: 

• There are few working examples of successful multimodal 
planning processes. 

• The old approach of fund allocations to each mode and to 
project-type category programs should not be used. 

• The public involvement process cannot be relied on com
pletely to reflect all of the value systems that should be embodied 
in a multimodal process. 

• Most of us are relatively inexperienced with approaches that 
include private interests in the multimodal planning process. 

• Because past planning and funding patterns were heavily 
slanted toward highway solutions, historical trends might be mean-
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ingless in identifying future demands and solving transportation 
problems. 

• If a balanced approach to multimodal planning is to be 
achieved, multimodal alternatives must be compared truly and an 
unbiased technical evaluation of each mode's potential contribution 
conducted. 

• Technical analyses are only part of the answer. Value judg
ments are another crucial element. 
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