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Stochastic traffic simulation models, such as TRAF-NETSIM, use random number seeds to generate variables to describe driver, roadway, and traffic characteristics. In analyzing outputs from these models, one should consider the variability of the responses. The variability of NETSIM’s output using the methods of replication and batch means was explored. For the batch means method, it is proposed to compute the measures of effectiveness (MOEs) for intermediate time intervals using a proposed interval calculation (PIC) procedure. The MOEs were evaluated at the network, intersection, and link levels of aggregation. Depending on the MOE and level of aggregation, the two methods yielded significantly different results. Hence, depending on the study objective, outputs may need to be examined at different levels of aggregation to obtain meaningful results. The practical implications of the variability are also discussed, and statistical approaches are proposed to deal with output variability. Auto- and cross-correlations must be examined explicitly, particularly when dealing with link MOEs resulting from very short simulation time. Ignoring positive cross-correlation is not detrimental but leads to more conservative confidence intervals. Either the batch means with PIC method or replication method must be used to build confidence intervals. NETSIM’s direct output for intermediate time intervals should not be used to build a confidence interval unless an autocorrelation analysis is done. Not using proper statistical procedures can lead to erroneous and misleading conclusions.

Computer simulation models have been used, as a decision tool, to evaluate the effects of alternative traffic control strategies. Simulation results, however, will vary when either the sequence of the random numbers used (internal variables) or the input variables (external variables) are changed. Stochastic traffic simulation models, such as TRAF-NETSIM (henceforth NETSIM) (1), use random number seeds (RNSs) to generate random variates to describe roadway, traffic, and driver characteristics. Using a different RNS changes the outcome of the simulation model.

Misleading and erroneous conclusions may be obtained if the variability in NETSIM’s output is not considered, especially when alternative measures are being evaluated or the effects of certain traffic-related changes are being quantified. There is, however, no clear guideline on ways to handle the output variability, the length and number of runs needed, and the magnitude of the effects of internal variables on the simulation results. This paper presents a practical approach to deal with these issues. It also examines auto-correlation and cross-correlation issues in NETSIM.

PROBLEM STATEMENT

Consider a situation in which one wants to compare two conditions, such as assessing the traffic impact of a new office park on an existing network, using NETSIM. When running a stochastic simulation model such as NETSIM, a few options are available. The easiest and the most widely used option is running NETSIM for conditions “with” and “without” the office park traffic and comparing the results. However, one may get misleading results using this approach, as illustrated by the following example. Assume that the measure of effectiveness (MOE) used is the average delay per vehicle. Assume that the delay for the base condition is X and that when the office park traffic is added to the network the delay is Y. Does (Y - X) provide enough information to assess the impact of office park traffic? If it does, how large should (Y - X) be to be considered a significant impact?

These questions appear to apply when other software, such as Highway Capacity Software (HCS) (2,3), is used for impact assessment. However, a major difference between NETSIM and models such as HCS is that the former is a stochastic model and the latter is a deterministic model. Thus, for a given traffic and roadway condition, HCS results do not vary when the sequence of vehicle arrivals is changed. However, NETSIM’s results do vary when the sequence of random events (e.g., sequence of arrival of vehicle) is changed even though traffic and roadway conditions remain unchanged.

In NETSIM the characteristics of a vehicle-driver unit are assigned randomly upon arrival of that vehicle into the system. Assume that using an RNS, the sequence of arrival of vehicles on a given approach is red car, blue car, and white car. Using a different RNS (while keeping traffic and roadway conditions the same) may result in the sequence white car, red car, and blue car. Running NETSIM with these two sequences of arrivals yields different results. It should be noted that in both runs, all input data remain the same except the cars’ order of arrival.

Considering that NETSIM’s outputs vary due to changes in the internal variables, one should not rely on the difference between Y and X without knowing the variability caused by the change in the sequence of random events. One cannot assess the impact of the office park correctly by getting two delay values from two long runs of NETSIM. Another important question is whether the impact should be assessed at the network level, intersection level, or approach level. If link and intersection data are used, which link or intersection should be used to represent the impact of the office park traffic? If network data are used, how large should the network be?

There are several approaches to dealing with output variability (4); the two most widely used are replication and batch means. For several well-known queueing and inventory systems, Law com-
pared the batch means and replication methods and concluded that batch means was superior (5). However, Law’s findings are not directly applicable to traffic simulation models because traffic flow in urban networks does not necessarily resemble queue behavior.

Gafarian and Halati indicated that developing a confidence interval on the basis of a single run of NETSIM (batch means method) is extremely complex because it involves estimating auto- and cross-correlations of numerator and denominator variables (6). This is so because certain NETSIM MOEs, such as average speed, are estimated on the basis of ratios of sample means of observations that are auto- and cross-correlated. They analyzed the output directly produced by NETSIM (henceforth BM/direct) for a single intersection and recommended not using the batch means method. They suggested using the replication method and considering the covariance of the numerator and denominator variables. (It should be noted that the direct NETSIM outputs are cumulative statistics that are inherently correlated.)

Chang and Kanaan applied NETSIM to a congested isolated intersection to assess the variability of NETSIM’s output (7). They used replication and BM/direct approaches and suggested using the approach given by Fishman (8) to find the appropriate batch size. The procedure is complex because it needs an autoregressive analysis. The use of the direct method could explain, at least partly, the correlation that existed among the data that Chang and Kanaan used. Thus, it is not clear when and how the batch means or replication method may be used.

BACKGROUND

The applications of NETSIM have been numerous and diverse, ranging from simulation of complex conditions (9) to simulation of simple systems such as alternative control strategies at single intersections (10). NETSIM proved to be a very powerful and flexible tool for the entire range of applications. Several case studies involving NETSIM have demonstrated clearly that the program can be used effectively to simulate unconventional settings in which traffic other than automobiles, buses, or trucks is involved (11-13).

The NETSIM applications can be grouped into three general categories:

1. Studies evaluating traffic control and geometric alternatives.
2. Studies assessing alternatives as well as NETSIM itself.
3. Studies focusing on NETSIM. Studies in this category can be divided into three general subcategories: those aimed at
   – Addressing the degree of accuracy of NETSIM by either comparing its results with results from other software or validating them in the field,
   – Dealing with the issue of variability of NETSIM’s output, and
   – Exploring NETSIM’s potential and flexibility as well as its strengths and weaknesses.

This classification is subjective and some studies may fit into more than one group.

Category 1 includes studies that used NETSIM to evaluate different geometric alternatives (14) and different signal control strategies and timing plans to optimize travel time and fuel consumption (11,15-19). Yauch et al. (12) used NETSIM to assess the impact of drawbridges, and Luedtke (13) used it to simulate the impact of light rail transit on signal operations. Others used it to compare the results from different software with those of NETSIM (20,21). Rath and Lieberman used NETSIM to evaluate the potential effects of restricting traffic flow on approaches to a congested urban street network (9). Papacostas and Willey used NETSIM for analyzing the traffic impact of a real estate development (22). Only in limited cases were field observations taken to verify the results. For the most part, however, little or nothing was done to address or account for the issue of variability of the program’s output.

Category 2 includes studies that had focuses similar to those of Category 1, except NETSIM itself was of equal importance as some efforts were made to verify or validate the simulation results. Hurley and Radwan used NETSIM to study different aspects of traffic flow and to estimate the impact of various traffic control settings on fuel consumption and delay (23). Wong compared field observations with capacity and level of service estimates from NETSIM and HCS (24). Radwan and Hatton used NETSIM to simulate traffic operations at conventional and single-point diamond interchanges (25). Ten replications were used to minimize the effect of variation. Kim and Messer used NETSIM to evaluate different control strategies for saturated signalized diamond interchanges (26).

To account for output variability, the same RNSs were used for the paired simulation trials. Torres et al. (27) used NETSIM to estimate the impact of lane obstruction on arterial streets. To account for output variability, three replications were used to quantify the significance of any particular combination of factors.

The first subcategory includes those studies that aimed at evaluating NETSIM by comparing its results with those of other programs or with field data. Yagar and Case addressed the issue of sensitivity of NETSIM/UTCS-1 to aggregation of traffic flows and to the RNS (28). Davis and Ryan used NETSIM to estimate delay and queue length at an isolated intersection (10).

The second subcategory includes those studies that dealt specifically with variability of the NETSIM’s output. This issue has come up in several of the studies that used the model, but for the most part the users did not address it. Those who did mostly used multiple runs (19,21,25-27). However, the degree of success in neutralizing the effect of variability was hardly addressed. Recent acceptance and widespread use of NETSIM, along with improved features of the program gave rise to new efforts aimed at reducing or otherwise dealing with such variability through variance reduction techniques.

Variance reduction techniques were applied to NETSIM to assess their effectiveness. Rathi and Santiago used the common RNS (29), and Rathi and Venigalla applied antithetic variates techniques (30). Regardless of the variance reduction issue, the authors stressed that statistical analysis must be used to interpret the simulation output data properly. It should be noted that in applying the variance reduction techniques to TRAF-NETSIM, they assumed that the desired correlations (e.g., synchronization) are attainable with the way TRAF-NETSIM generates random variables.

The last subcategory includes studies that aimed at exploring NETSIM’s potential and flexibility as well as drawing attention to its strengths and weaknesses. Wong used the detailed simulation capabilities and graphics of NETSIM to estimate capacity and level of service (31). Very few guidelines, however, were given on ways to run TRAF-NETSIM and to deal with the output variabilities.

STUDY APPROACH

Analysis Approach

Batch means and replication methods were used to assess the variability in NETSIM’s MOEs due to changes in the internal variables.
These methods were applied to two cases: the base condition (Case 1) and the base condition with volume added (Case 2). For each case, the MOEs for the network, a typical link, and a typical intersection were analyzed using the two methods.

The results for the replication method were obtained by running NETSIM 24 times each for 10 min. The independent replications were achieved by using 24 RNSs from a random number table (32). The selected seeds satisfied the NETSIM's requirements for RNS. The results from the batch means were obtained by running NETSIM once for 4 hr, with intermediate results computed every 10 min (batch size = 10 min) using the proposed interval calculation (PIC) procedure.

**Proposed Interval Calculation Method**

If the true variability of the different MOEs among the intermediate intervals of a long run is to be determined, the statistics must be calculated for the individual batches. The PIC method computes such MOEs. In the PIC method, vehicle trips and phase failures are computed by finding the differences between successive batches. Delays and speeds are computed as described in the following.

To compute the average delay per vehicle for each batch, the total time—which is the sum of the link travel times for all vehicles in that batch—is divided by the number of vehicle trips in that batch. To find the number of vehicle trips or the total travel time for a specific batch, the previous intermediate output values are subtracted from the current output values.

To find the average speed of vehicles during each batch, the total number of miles driven within that batch is calculated and then divided by the total time the vehicles spent during that batch to complete those miles. For illustration, batch statistics for the average delay time and speed are calculated here using direct NETSIM statistics given in Table 1.

PIC delay = \((44.54 - 22.07) \times \frac{60}{(2,227 - 1,110)} = 1.207\text{ min/veh-trip}\)

PIC speed = \((1,053.03 - 529.36)/(79.64 - 39.71) = 13.11\text{ mph}\)

NETSIM's direct results (BM/direct) were not used. The BM/direct method gives the mean MOEs for the entire simulation run up to that time, not the mean MOEs for each batch. Since confidence intervals and statistical tests cannot be constructed for the BM/direct method, it is dropped out of any further discussion. In some graphs the results from the BM/direct method are shown for comparison.

**Description of Network**

The batch means and replication methods were implemented on a nine-intersection network in downtown Champaign, Illinois (Figure 1). Dummy nodes were introduced to collect statistics at entry links. Traffic signals had cycle lengths of 60 sec, and the overall network was not congested.

**MOEs Used**

Three MOEs will be examined: average delay, average speed, and vehicle trips. In NETSIM, delay time is defined as the difference between the actual time that a vehicle spends in the system and the ideal amount of time based on free-flow speed. Speed is defined as the ratio of the total distance traveled by all vehicles in the system to their total travel time. A vehicle completes a trip on a link when it passes the stopline.

**Statistical Methods**

**Batch Means Method**

The batch means method is performed by running the simulation model for one long run and then dividing it into smaller time intervals (batches). For each batch, statistics are collected and variability among batches is used to build a confidence interval on the simulation output. If the batches are long enough, the means from the batches may be uncorrelated. Increasing the length of the batches may reduce their autocorrelation. The advantage of batch means over the replication method is in having only one initialization period. However, the correlation problem between batches, the length of each batch, and the number of batches must be determined carefully.

**Replication Method**

The replication method is performed by running the simulation for a number of independent runs. The independent simulation runs are made for the same roadway and traffic conditions. Each run will have an initialization time until the system reaches equilibrium condition. After the warm-up time, statistics on system performance are collected. The advantage of this method is that the autocorrelation is eliminated. However, one must know the length of each run and the number of replications. These will depend on the range of variability of the responses. One obvious disadvantage of this method is that each run needs its own initialization period. However, with the speed of today's computers, the initialization for each run may not be prohibitive.

**Correlation Among Batches**

Two methods are proposed for dealing with the correlation issues among batches. One is using time series analysis, and the other is checking the correlation coefficient. When a long run of NETSIM is divided into batches, statistics for these batches may be treated as stationary time series data. A time series is considered stationary when statistical properties (e.g., mean and variance) of the time series are essentially constant over time. Plot of the mean value for each batch against time will help to determine visually whether the time series is stationary. Analytical techniques can also be used to determine whether a time series is stationary.

---

**TABLE 1 Direct NETSIM Statistics Used To Calculate Average Delay Time and Speed**

<table>
<thead>
<tr>
<th>Time</th>
<th>Vehicle-mi</th>
<th>Trips</th>
<th>Delay Time (veh-hr)</th>
<th>Total Time (veh-hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0:10:00</td>
<td>529.36</td>
<td>1,110</td>
<td>22.07</td>
<td>39.71</td>
</tr>
<tr>
<td>0:20:00</td>
<td>1,053.03</td>
<td>2,227</td>
<td>44.54</td>
<td>79.64</td>
</tr>
</tbody>
</table>
For a stationary time series of $Z_b, Z_{b+1}, \ldots, Z_m$, the sample autocorrelation at lag $k$, denoted by $r_k$, is computed from the following equation (32):

$$r_k = \frac{\sum_{t=b}^{n-k} (z_t - \bar{z})(z_{t+k} - \bar{z})}{\sum_{t=b}^{n} (z_t - \bar{z})^2}$$

where

$$\bar{z} = \frac{\sum_{t=b}^{n} z_t}{(n - b + 1)}$$

$r_k$ measures the linear relationship between time series observations separated by a lag of $k$ time units. The value of $r_k$ will be between $-1$ and $1$. When $r_k$ is close to $-1$ or $+1$, the observations separated by a lag of $k$ time units have a strong tendency to move together in a linear fashion (33).

The standard error of $r_k$ is

$$S_{r_k} = \sqrt{\frac{1 + 2 \sum_{j=1}^{k-1} (r_j)^2}{(n - b + 1)^{1/2}}}$$

The $t_k$ statistic is

$$t_k = \frac{r_k}{S_{r_k}}$$
**Table 2** Autocorrelations for Average Delay for Lags 1-12

<table>
<thead>
<tr>
<th>Lag</th>
<th>( r_k )</th>
<th>( S_k )</th>
<th>Lag</th>
<th>( r_k )</th>
<th>( S_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.00939</td>
<td>.20412</td>
<td>2</td>
<td>-.08439</td>
<td>.20414</td>
</tr>
<tr>
<td>3</td>
<td>.12182</td>
<td>.20539</td>
<td>4</td>
<td>.06076</td>
<td>.20858</td>
</tr>
<tr>
<td>5</td>
<td>-.15485</td>
<td>.20931</td>
<td>6</td>
<td>-.14545</td>
<td>.21403</td>
</tr>
<tr>
<td>7</td>
<td>-.08791</td>
<td>.21811</td>
<td>8</td>
<td>-.01030</td>
<td>.21813</td>
</tr>
<tr>
<td>9</td>
<td>-.26227</td>
<td>.21815</td>
<td>10</td>
<td>.05152</td>
<td>.23091</td>
</tr>
<tr>
<td>11</td>
<td>.17652</td>
<td>.23139</td>
<td>12</td>
<td>-.14364</td>
<td>.23694</td>
</tr>
</tbody>
</table>

**Intersection 6**

<table>
<thead>
<tr>
<th>Lag</th>
<th>( r_k )</th>
<th>( S_k )</th>
<th>Lag</th>
<th>( r_k )</th>
<th>( S_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.14666</td>
<td>.20412</td>
<td>2</td>
<td>-.29162</td>
<td>.20847</td>
</tr>
<tr>
<td>3</td>
<td>.25660</td>
<td>.22482</td>
<td>4</td>
<td>-.05741</td>
<td>.23662</td>
</tr>
<tr>
<td>5</td>
<td>-.03321</td>
<td>.23720</td>
<td>6</td>
<td>-.07393</td>
<td>.23740</td>
</tr>
<tr>
<td>7</td>
<td>-.21173</td>
<td>.23835</td>
<td>8</td>
<td>-.00162</td>
<td>.24607</td>
</tr>
<tr>
<td>9</td>
<td>.08054</td>
<td>.24607</td>
<td>10</td>
<td>-.05383</td>
<td>.24716</td>
</tr>
<tr>
<td>11</td>
<td>.02738</td>
<td>.24765</td>
<td>12</td>
<td>-.07025</td>
<td>.24778</td>
</tr>
</tbody>
</table>

For the network and link delay \( r_k \) and \( S_k \) values are given in Table 2. The values indicate that there was not a strong correlation at any lag. Lag 1 particularly is of interest to us, because it would indicate how strongly the adjacent batches are correlated. Furthermore, the \( r_k \) values are smaller than 1.6. The \( r_k \) values greater than 1.6 are considered to be statistically large for lags of 1, 2, and perhaps 3 (33). This indicates that there are no spikes at any lags in the data.

Another way of checking correlation between adjacent batches is looking at the correlation coefficient. A procedure that is much simpler than the time series analysis is suggested to examine the correlations among batch means. Correlation coefficient and Lag 1 autocorrelation would provide the same results. Thus, one may compute correlation coefficient \( r \) if dependency between adjacent batches are considered. The \( r \)-values will be between -1 and +1. Finding \( r \) and interpreting it is much easier than autocorrelation analysis.

**Discussion of Results**

Table 3 contains a summary of the differences between the two methods or cases at the three levels of aggregation. The Yes or No entries indicate whether or not the differences between the values shown were statistically significant. Figures 2 and 3 depict the results graphically for the network and Link 9-6, respectively. Only discussion is provided for Intersection 6.

**Case 1: Base Network**

**Average Delay**

The average delays from the BM/PIC method were significantly higher than those from the replication method. Delay from the BM/direct method appears to converge to a constant value as the duration of the simulation increases. Some authors incorrectly considered this to be a sign of the stability of NETSIM's output (30,34). The convergence does not indicate that a "stable" condition is reached. This convergence is not a real phenomenon in the simulation model or real-world traffic; it occurs because the delay is computed from cumulative statistics. In fact, it is more realistic to have fluctuation in delay than the convergence. The delays computed by the BM/PIC method clearly show that NETSIM does not converge to a value. The cumulative statistics used in the direct method conceal this fluctuation.

**Average Speed**

The mean speeds estimated by the PIC method exhibited wider range and larger variance. The average speeds estimated by the PIC method were significantly lower than those from the replication method. Similar to delay, speeds from the direct method do not show the true speed fluctuation among batches. It is incorrect to assume that speed reaches a constant value when the duration of simulation is long. The relative speed differential between the two methods is much more pronounced at the link level than at the network level.

**Vehicle Trips**

The vehicle trips data are important because they are used to compute many of the NETSIM MOEs. At the network level, vehicle trips estimated by the replication method were significantly lower than those estimated by the BM/PIC method. At the link level, the estimated vehicle trips from the BM/PIC and replication methods did not show a statistically significant difference. At the intersection level, the mean vehicle trips estimated by the BM/PIC method are slightly higher than the replication method, but the difference is not statistically significant.

**Case 2: Base Network with 120 Through Vehicles Added**

The results for Case 1 indicated that the two methods, for the most part, give different results, even though the differences may seem small for practical purposes. The absolute difference between the two methods is not as important as the relative difference, which shows how much more traffic should be added to the network to increase the delay by the amount equal to the difference between the two methods. In fact, one needs to find out how much additional traffic would cause changes similar to those noted between the two methods, and how much added traffic can be "handled" within the internal variability of NETSIM.

In practical terms, one can ask whether NETSIM is sensitive enough to be used for traffic impact studies. Of particular importance is whether the impact assessment should be measured at the...
network, link, or intersection level. To answer these questions, 120 through vehicles were added to all northbound links composing Neil Street. The number was selected such that all of the added vehicles will go through the links without oversaturating them. Output for network, Link 9-6, and Intersection 6 with the 120 vehicles added (henceforth BM/PIC) were used for comparison purposes.

At the network level, adding 120 vehicles greatly affects average delay, average speed, and number of vehicle trips. For Link 9-6, however, contrary to expectations, the changes in delay and speed are not significant, whereas changes in vehicle trips and phase failures are. At the intersection level, adding 120 vehicles has a significant impact on the three MOEs. Further examination of the other links indicated that the added volume affects the MOEs at links that did not receive additional traffic. This unrealistic effect is due mainly to the effects of external variables on the internal variables in NETSIM.

It should be noted that for any pair of comparisons, the MOEs either decreased or increased at all three levels. However, the amount of increase or decrease was markedly different. Although the changes in delay and speed for Link 9-6 due to the 120 added vehicles were not significant, the same changes attributed to the change of procedure (replication versus BM/PIC) were significant. It is conceivable that the reserved capacity of Link 9-6 may have partly concealed the impact of the 120 vehicles.

**Practical Implications and Proposed Approach**

The results presented in this paper have significant implications to the users of NETSIM. Such issues as the method to use (replication, BM/direct, or BM/PIC), the length and number of runs, and the amount of error to be tolerated were shown to be relevant. Given the stochastic nature of NETSIM, it may not be possible, or even necessary, to provide ready-to-use answers to all of these questions, but there should at least be some guidelines. The following section provides one possible approach to dealing with such issues.

The first question is that of which method to use: batch means (direct and PIC) or replication. Since statistical tests and confidence intervals cannot be performed easily with the BM/direct method, the question becomes whether to use the replication or BM/PIC method.

Other factors to be considered in selecting a method include human resources, computer time (both initialization and simulation), size of system, and previous experience with NETSIM. For large networks in which the initialization period is likely to be longer, it would be inconvenient and time-consuming to use the replication method. Replication will require more runs and may need more human resources, although this can be overcome with some programming. Currently, both methods require considerable time to perform statistical analyses. For the typical uncongested traffic system, neither method offers a clear advantage. The number of technical considerations could be the deciding factor.

**Replication Method**

The replication method has the advantage in that autocorrelation is eliminated as independence of observations is ensured through the use of different RNSs. The questions, then, are on the number and length of the runs—which are related characteristics. Answering the first question will automatically answer the second.

To start with, users can make $X$ (say 10) runs of reasonable length. The length of each replication run would depend mainly on the size of the network and traffic conditions. In general, it should

---

**TABLE 3** MOEs for Three Levels of Aggregation and Results of Comparisons Between Different Methods or Cases

<table>
<thead>
<tr>
<th>Method/Case</th>
<th>Delay</th>
<th>Speed</th>
<th>Vehicle Trips</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Network (sec/v.trip)</td>
<td>Link 9-6 (sec/v.trip)</td>
<td>Intersection 6 (sec/v.trip)</td>
</tr>
<tr>
<td>Replication</td>
<td>73.2</td>
<td>29.66</td>
<td>37.33</td>
</tr>
<tr>
<td>Replication Compared to BM/PIC</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>BM/PIC</td>
<td>75.0</td>
<td>32.09</td>
<td>42.82</td>
</tr>
<tr>
<td>BM/PIC Compared to BM/PIC-Added</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>BM/PIC-Added</td>
<td>83.4</td>
<td>35.83</td>
<td>43.06</td>
</tr>
</tbody>
</table>

Yes\(^1\): Difference is statistically significant.
No\(^2\): Difference is not statistically significant.
be long enough that the user believes that it reflects real-world conditions. It is proposed to use a simulation time that is at least 10 signal cycle lengths for small networks. Another proposed way of estimating duration is to make it at least as long as the initialization time given by NETSIM.

Next, find the mean and variance for those observations (runs). Select a confidence level (usually 90 or 95 percent), then calculate the number of observations needed \( n \), which is a function of the standard deviation and the tolerable error, using Equation 1.

\[
n = \frac{(ts)^2}{e^2}
\]  

(1)

where
- \( s \) = standard deviation of observations,
- \( e \) = tolerable error, and
- \( t \) = critical \( t \)-value from a \( t \)-distribution table for \( (n - 1) \) degrees of freedom and selected confidence level.

If \( n \) is greater than \( X \), make a few more runs and repeat the procedure. Once the computed \( n \) is less than \( X \), stop. Construct confidence intervals using the results from \( X \) runs.

The tolerable error depends on the accuracy that the user desires, which depends on the distribution of data around the mean. For widely dispersed data, the tolerance can be high, but if the data are concentrated around the mean, the tolerance will be low. Thus, it should be a function of the range and dispersion of the data. It is suggested to use 5 to 15 percent of the range when a data set does not have extreme values. When a data set contains extreme values, discard them first and then find the range.

**BM/PIC Method**

If a user decides to use the BM/PIC method, the length of the simulation run, \( T \), must be determined. \( T \) should be divided into \( X \) intervals (e.g., start with 10 intervals), each being \( T/X \). The value of \( T/X \)
depends on the size of the network, anticipated correlation among batches, traffic conditions, and other factors. It is suggested that the starting value for T/X be equal to an integer value of the cycle length, say, 10 average cycle lengths (if cycle length is 60 sec, starting T/X would be 10 min) or at least to the initialization time. Knowing the starting value of T/X and X, one can determine T. Run the simulation and compute MOEs for the X batches. Then compute the mean and variance for these batches.

Now, one needs to examine the correlation among batches using the procedures outlined before. If correlation is not significant, one may use this batch size to find the number of batches (shortening the batch size until the correlation becomes significant is optional at this point). To determine the number of batches, use the procedure described in the replication section. If the correlation is a problem, the batch length should be increased. Fishman suggested doubling the batch size to expeditiously arrive at an appropriate batch length (8). In the context of this study, it corresponds to doubling the batch length. However, one may consider increasing batch size at a slower rate, perhaps by 50 percent at a time.

Using the new batch size, run the simulation and examine the correlation again. If the correlation is no longer significant, then use the procedure described before to find the number of batches. Knowing the batch size and number of batch, one can easily find the length of the simulation run. However, if the correlation problem persists and the batch length becomes unreasonably long, consider using the replication method.

Choosing a Method

If tests did not reveal any serious correlation problems (with the BM/PIC results), the user is basically free to use either method.
However, users need to be aware of the following characteristics exhibited by output from each method:

- The vehicle trips estimated by the replication method are consistently lower than the batch means. The delays estimated by the replication method are consistently lower than the batch means (which is partly due to the lower estimate of vehicle trips).
- The variability of the BM/PIC method output tends to be higher than that of the replication. As indicated earlier, statistically there is no clear-cut advantage of using one method over the other for traffic simulation.

CONCLUSIONS AND RECOMMENDATIONS

This study explored the variability of NETSIM’s output when batch means and replication methods are used. For purposes of statistical analysis, it is proposed to compute the MOEs for intermediate time intervals using the PIC procedure. The proposed PIC procedure is used with the batch means method.

Three MOEs were evaluated at three levels of aggregation: network, intersection, and link. The BM/PIC method resulted in average delays that are significantly higher than those of the replication method at network, intersection, and link levels. The opposite trend was true for the average speeds. Depending on which MOE is being examined and at what level of aggregation, it was apparent that the two methods can issue very different results.

The practical implications of variability were discussed, and approaches were proposed to help users utilize NETSIM and properly account for its variability. Suggestions also were made with regard to batch length, batch size, and number of runs.

The batch means (when the MOEs are computed by the PIC method) or replication methods should be used to compute confidence intervals for the MOEs. Depending on the objective of the study, the responses may need to be viewed at different levels of aggregation in order to properly assess the magnitude of the phenomena being studied. Not using a proper statistical procedure to make inferences about the results can lead to erroneous results. Output obtained directly from NETSIM for intermediate time intervals should not be used to build confidence intervals because the responses are autocorrelated, and as such complicated statistical procedures are necessary to construct proper confidence intervals.

Auto- and cross-correlation may exist for MOEs collected for a link for a very short period (e.g., 1 min). However, the correlations are likely to become weaker when data are collected at the intersection or network level and for a longer period. Cross-correlation and its magnitude should be examined, particularly when a significant negative correlation exists. Ignoring a positive correlation results in more conservative confidence interval.

Finally, Gafarian and Halati ruled out the use of a single long run (batch means method) to build confidence intervals on the MOEs because the direct output from NETSIM is autocorrelated and may be cross-correlated (6). They recommended using the replication method and including covariance of the variables to construct confidence intervals for the MOEs that are cross-correlated. When significant negative cross-correlation exists, the authors concur and recommend including a covariance term regardless of which method is used. However, when cross-correlation is not significant or is positive (which it is in most cases), not including the covariance term would result in a more conservative estimation of confidence intervals, which is desirable. Note that cross-correlation exists only when the MOE of interest is actually a ratio of the means. The BM/PIC method should be built into NETSIM’s output structure. A comprehensive study dealing with the sensitivity and output variability of TRAF-NETSIM is recommended.
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