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Foreword

The 12 papers in this volume are arranged in two groups. The first six papers present information on various issues that relate to compaction of soils, including the impact of the rock correction equation method on construction control of engineered fills when the material being compacted contains gravel; the importance of properly addressing the purpose of a project in the contract specifications in achieving the desired end results on construction projects; the results of an investigation of instability of embankments built with silty clay, and steps taken to mitigate the problem; the findings from a review and comparison of the compaction criteria used for construction of soil hydraulic barriers, and a discussion of the advantages and disadvantages of the different criteria; the mechanical properties of expanded polystyrene, which is used as a lightweight fill and embankment earth material; and the results of an investigation of the effects of construction methods on widening of roads on soft soils using a small centrifuge.

The second group of six papers covers resilient modulus testing. These papers present information on the effects of overall testing procedures and location of internal deformation measurement devices on resilient modulus values; use of the technique of specimen grouting to the end platens to improve the external deformation measurement; the results of a laboratory investigation of field cores to determine the factors that affect the selection of a design resilient modulus value for the subgrade; findings from a comparative study on bulk stress and universal modeling (the two well-known constitutive equations) of granular subgrade soils; the results of a comparative study of resilient modulus determined by laboratory testing, back calculation using deflection measurements, and using the estimation equation given in the 1986 AASHTO Guide.
PART 1

Compaction of Difficult Soils
Rock Correction Issues in Compaction Specifications for High Gravel Content Soil

KENNETH D. WALSH, SANDRA L. HOUSTON, AND GREGORY P. WILSON

Construction control for engineered fills is usually provided by a specification requirement that the in-place dry density of the fill be at least a specified percentage of a reference dry density. The reference dry density is usually measured by a laboratory compaction test, such as the ASTM D698 (Standard Proctor) moisture-density relationship test. The use of laboratory determination of the reference dry density for construction control is based on the implicit assumption that the material compacted in the lab is substantially equivalent to the material compacted in the field. However, when the fill material contains gravel (material coarser than the No. 4 sieve), this assumption is generally not correct. Therefore the contractor and engineer must rely on experience with the performance of high gravel content fills at certain specified percentages of a reference dry density, selecting specification requirements appropriate to individual circumstances. Several methods are available to account for the effect of the coarse fraction on the reference dry density, including various rock correction equations and laboratory scalp-and-replace techniques. Each method may provide a different reference dry density. The impact of the rock-correction method on construction control is addressed. The results of a survey of several large construction companies in the southwestern United States revealed that contractors have a great deal of experience with scalp-and-replace rock correction methods and apparently not as much experience with rock correction equations, particularly in highway work. Although contractors may tend to have most of their experience with scalp-and-replace methods, many engineering testing firms tend toward the use of rock correction equations. Given the significant variation in computed relative compaction that can arise from the different rock correction methods, well-written compaction specifications for high gravel content soils, explicitly stating the technique for rock correction in compaction control, are a must. An understanding of the potential differences in rock correction methods, by contractors and engineers alike, should reduce conflicts and future problems with the compacted fill.

The use of laboratory determination of reference dry density for construction compaction control is based on the implicit assumption that the material compacted in the lab is substantially equivalent to the material compacted in the field. However, when the fill material contains gravel or rock (material coarser than the No. 4 sieve), this assumption is generally not correct. The laboratory molds place a physical restriction on the maximum particle size that can be conveniently tested. Fills containing material with large aggregate can be successfully constructed, but the effect of the coarse fraction on the reference dry density must be considered.

Because several methods are available to account for the effect of the coarse fraction on the reference dry density, the particular technique assumed (or preferred) by the engineer should be clearly stated in the compaction specifications to reduce the potential for conflict with the contractor. The method for accounting for the rock fraction may have a significant impact on the reference density. Because the required compacted fill density is expressed as a percentage of the reference dry density, the rock correction method selected can have a significant impact on the ease with which the contractor can meet a particular specification. Modifications to compaction standards, such as the new ASTM D698-91, could significantly affect compactive effort for soils with high rock content unless required relative compactions are adjusted to account for the differences in methods used to adjust the maximum dry density for rock. Therefore contractors, construction inspectors, and designers should be consistent in the method adopted for rock correction, following the procedure outlined as a part of a well-written specification. The technique for rock correction is often not clearly addressed in compaction specifications, leading to inconsistencies between rock correction techniques assumed for design and those adopted for construction.

METHODS FOR OBTAINING A REFERENCE DRY DENSITY

Several methods are available to account for the effect of the coarse fraction on the reference dry density. The available methods may be categorized as rock correction equations and laboratory testing modifications. In rock correction equations, the maximum density of the fine (passing the No. 4 sieve) fraction, the percentage of the fill that is gravel sized, and perhaps the character of the fine fraction are used to produce a mathematical approximation of the maximum dry density of the total soil. In the laboratory, the maximum dry density of the field soil is usually estimated by testing a modified soil in which the gravel fraction is removed from the sample and replaced with material between the No. 4 and 19-mm (0.75-in.) screens (e.g., AASHTO T99, Method C, or the "scalp-and-replace" method). Only in specialized research applications is the maximum dry density obtained by laboratory or field compaction of large samples that include the entire gravel fraction.

Any of the above methods could be used to write an acceptable specification for compaction of materials containing up to about 60 percent large aggregate. However, not all methods produce the same maximum dry density and optimum water content for use as the reference value (1). Furthermore the difference from one method to another varies depending on the characteristics, such as the Plasticity Index, of the material passing the No. 4 sieve (2).

New ASTM compaction procedures D698–91 and D1557–91 no longer include the scalp-and-replace option. The potential impact of compaction standard modifications on engineering and construction practice must be understood to avoid eventual conflict.

Commonly used rock correction equations are presented in detail in Table 1. These methods require laboratory testing to determine the maximum dry density of the minus No. 4 fraction. As an alter-
## TABLE 1 Rock Correction Equations

<table>
<thead>
<tr>
<th>Equation Designation</th>
<th>Reference</th>
<th>Equation*</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>AASHTO-1</td>
<td>AASHTO T224</td>
<td>(D = (1 - P_c)D_f + 0.9P_c(62.4)G_m)</td>
<td>(D_f) is determined using Method A or B, AASHTO T99 or T180</td>
</tr>
<tr>
<td>AASHTO-2</td>
<td>AASHTO T224</td>
<td>(D = \frac{62.4}{P_c + 62.4(1 - P_c)})</td>
<td>(D_f) determined using Method A or B, AASHTO T99 or T180. (r_a) depends on rock content</td>
</tr>
<tr>
<td>ASTM-1</td>
<td>ASTM D4718</td>
<td>(D = \frac{62.4}{P_c + 62.4(1 - P_c)})</td>
<td>(D_f) determined using ASTM D698 or D1557</td>
</tr>
<tr>
<td>USBR-1</td>
<td>USBR 5515-89</td>
<td>(D = \frac{62.4}{P_c + 62.4(1 - P_c)})</td>
<td>(D_f) determined using USBR Method 5500-89. (r_u) depends on rock content and plasticity of fines</td>
</tr>
</tbody>
</table>

*Definitions:
- \(D_f\): Maximum dry density of finer material (pcf)
- \(D\): Maximum dry density of finer soil (pcf)
- \(P_c\): Percent rock by weight (decimal)
- \(G_m\): Bulk specific gravity of rock
- \(r_a\): Correction factor in AASHTO equation to account for interference of large aggregate
- \(r_u\): Correction factor in USBR equation to account for interference of large aggregate

Native to using one of the rock correction equations, small-scale compaction tests on material containing particle sizes up to 19 mm (0.75 in.) may be used to determine a reference dry density. The most common laboratory procedure is the scalp-and-replace method, sometimes referred to as the procedure for replacement of oversized aggregate. Scapel-and-replace methods involve the removal of all material larger than 19 mm and replacement with an equal weight of No. 4 to 19-mm material. Commonly used scalp-and-replace methods are ASTM procedure D698-78, Method D, and ASTM D1557-78, Method D, using a mold 15 cm (6 in.) in diameter; AASHTO T99, Method C, using a 10-cm (4-in.) mold; or AASHTO 180, using a mold 15 cm in diameter. The ASTM procedures for scalp-and-replace are no longer included in the ASTM D698-91 and D1557-91 standards, but have been used extensively in the recent past for compaction of fills.

### COMPARISON OF REFERENCE DENSITIES

In general, the effect of increasing the rock content of a given soil is to increase the maximum dry density. This occurs because the specific gravity of the rock is usually much higher than that of the bulk material between the rock fragments. The percentage increase in maximum dry density (relative to zero rock content) as a function of percent rock is shown in Figure 1 (2–4). Several methods are available for determining maximum dry density of soils containing large aggregate.

The differences among the various methods for obtaining reference dry density have been found to be most significant for clayey soils (2). The rock correction equations presented in Table 1 were used to estimate the maximum dry density for five medium- to high-plasticity clayey soils. The maximum dry densities computed using the rock correction equations were compared to each other and to maximum dry densities obtained using the scalp-and-replace procedure (ASTM D698-78, Method D). Rock contents were varied in the laboratory from 10 to 60 percent, and the rock gradations consisted of material between the No. 4 and 19-mm sieves. When the rock contents were changed in the laboratory, the gradation of the minus No. 4 material was left unchanged, and the percentage by weight of the plus No. 4 material was increased or decreased as required.
In all cases the maximum dry density estimated from the rock correction equations was greater than the maximum dry density obtained from the scalp-and-replace compaction method. The percentage difference by which the rock correction equation exceeds the maximum dry density obtained from ASTM Method D increases with increasing rock content for equations AASHTO-1 and ASTM-1, as shown in Figure 2 and Figure 3. The AASHTO-2 equation incorporates a factor that provides a correction for the increased interference of the coarse aggregate on the compaction of the fine fraction as rock content increases. The AASHTO-2 equation estimates were 1.5 to 3.5 percent higher than the scalp-and-replace at all rock contents. The USBR-1 equation includes different correction factors based on the character of the minus No. 4 fraction. Estimates using the USBR-1 equation were higher than the scalp-and-replace estimates by about 3.0 to 6.5 percent at all rock contents.

The scalp-and-replace dry density was selected as a convenient basis for comparison. This selection should not be construed as an endorsement of the scalp-and-replace method over the other methods. The emphasis here is not on determining which value is the "correct" maximum density for a given fill soil containing large aggregate. In fact, it may well be that the whole question of the "correct" value is without meaning for such fills. The point of a compaction specification written in terms of a maximum density is to achieve a suitably dense fill, and not to achieve a given fraction of the maximum point on a curve developed with a testing method that arguably bears little resemblance to the actual compaction method in the field.

Specifications are written in terms of relative compaction instead of absolute density only because the performance of different soil types tends to be normalized by the maximum dry density. However, when considering the compaction of soils with large aggregate, selection of the rock correction method to establish maximum densities will likely be based on the experience of the designer with rock correction methods and related performance. Equally good specifications could be written with any rock correction method, as long as the differences between the results obtained with the differ-

FIGURE 1 Effect of rock on maximum dry density.

FIGURE 2 Comparison of maximum dry density estimates using scalp-and-replace method and AASHTO-1.
ent methods are understood. Therefore although arguments can be made about which method is better, this discussion is dedicated only to pointing out that the methods are different.

**IMPLICATIONS FOR CONSTRUCTION**

The maximum dry density of a clayey soil was determined at several rock contents, ranging from 0 to 60 percent, using several rock correction equations. The maximum dry density of this clayey soil was also determined using ASTM D698–78, Method D, scalp-and-replace. The clayey soil tested exhibited moderate expansive characteristics, having a plasticity index of 35. A compaction specification of 95 percent of the maximum dry density was selected for discussion purposes. This specification was applied to the maximum dry densities computed using the different rock correction methods to develop the actual required density to be accomplished in the field. The results are shown in Figure 4.

The actual required field density depends significantly on the rock correction method. At about 60 percent rock, for example, the required fill densities range from about 17.9 kN/m³ (114 pcf) to about 19.6 kN/m³ (125 pcf). These differences in required fill density amount to differences in the compactive effort that would be required to meet a specification. A contractor with experience with field control by scalp-and-replace methods would therefore experience greater than the expected difficulty in meeting specification requirements when completing a project to be controlled by AASHTO-1, for example. Therefore it is in the contractor’s best interest to be aware of the differences and bid accordingly.

**IMPLICATIONS FOR FORENSICS**

Another area in which the differences between the various large aggregate correction methods can have an impact is in forensic investigations. In the case of fill failure, the issue of compliance with specification will almost certainly arise. It is likely that the in-place density of the fill will be evaluated and compared to the reference dry density to determine the relative compaction of the fill. If the method selected for rock correction in the forensic study is different from that used for construction control, very different conclusions could be reached regarding compliance with the specification.

The differences that could arise in a forensic study are shown in Table 2. The hypothetical 95 percent compaction specification for the clayey soil described in the previous section (Figure 3) was used to produce the estimate of maximum dry density required in situ for the various rock correction methods. The differences in relative compaction that would be attained if a different rock correction procedure were assumed are indicated for 40 percent rock and for 60 percent rock. Note that the entries along the diagonal of Table 2 are all 95 percent because the field control and forensic evaluation are performed with the same rock correction method.

Table 2 shows the differences in the various methods of rock correction. In the hypothetical case, the fill under consideration just reached the specified density by the control method used at the location of the test. Of course, only one actual field density exists for a given test sample. However, depending on the combination of field control and forensic investigation rock correction methods chosen, the computed relative compaction can vary from 89.6 to 100.7 percent at 40 percent rock. For the 60 percent rock case, the computed relative compaction can vary from 86.4 to 104.5 percent, although the actual dry density in situ has only one value. In real fills, sampling difficulties in coarse-grained materials and test scatter could easily widen the range.

The problem created by this variation is that different forensic investigators could come to very different conclusions regarding the degree to which the contractor met, or failed to meet, the specifications for a given project. What’s more, these investigators would all
be considering a fill that passed the specification by the construction control method, at least in this hypothetical case.

As another example, consider a designer experienced with AASHTO-1 who produced a specification recommendation of 95 percent relative compaction and then discovered that the compaction control was monitored by others using the scalp-and-replace method. Because of the differences in the rock correction methods, the fill would be placed at only 88.5 percent relative compaction by AASHTO-1. The behavior of fill materials is closely related to the dry density, and therefore the discrepancy in dry density could have serious consequences with regard to the long-term fill behavior. In general, the use of rock correction equations for determining reference dry density will lead to denser compacted fills for a given specified relative compaction, as compared with scalp-and-replace. In addition, some rock correction equations produce higher reference values than other equations.

ROCK CORRECTIONS IN CONSTRUCTION PRACTICE

Several major construction companies, operating primarily in the southwestern United States, were surveyed to determine typical practices and specifications encountered by contractors dealing with soils containing large aggregate. Contractors surveyed reported that 20 to 90 percent of their compaction projects were on soils containing large aggregate. Thus the technique employed for handling rock correction may have a significant impact on their work.

According to contractors surveyed, compaction specifications often do not address the method to be used for rock correction. However, particularly in regions dominated by gravelly, high rock-content soils, the most common rock correction technique specified is the scalp-and-replace method. For highway applications, AASHTO T99, Method C, is typical, but most private-industry project specifications have used reference dry densities obtained using ASTM D698–78, Method D, scalp-and-replace. The authors have observed essentially no difference in reference dry densities obtained using the AASHTO and the ASTM scalp-and-replace methods for soils containing up to 19 mm (0.75 in.) particle size (3).

Contractors reported that the use of rock correction equations was infrequent compared with scalp-and-replace, particularly in highway work. Therefore much of the contractors’ experience can be assumed to be with reference dry densities obtained using the laboratory scalp-and-replace method. Further, the rock correction technique (whether explicitly specified or assumed) did not affect the contractors’ bids, implying that bidding is done primarily on the basis of experience with similar soils instead of in response to a particular specification. The required percent relative compaction (e.g., 90 versus 95 percent), or whether standard or modified compactive effort is specified, was more likely to affect bidding by contractors than the method specified for rock correction.

Contractors reported that in-place densities were normally determined by nuclear gauge or sand cone methods. Although several government agencies require sand cone tests, the majority of field compaction control is performed using nuclear density determinations. One contractor noted that when scalp-and-replace rock corrections are used, often there is insufficient laboratory testing for determining reference maximum dry density when there are radically changing soil conditions on a given project. The problem arises when numerous soil-type changes occur and there are insufficient laboratory compaction tests (scalp-and-replace) to provide appropriate reference values for all soil types. An inappropriate reference dry density may lead to problems in meeting specifications.

Based on the authors’ studies, the scalp-and-replace method has been found to provide lower reference dry densities than any of the rock correction equations evaluated. Therefore contractors accustomed to field control on the basis of scalp-and-replace would likely find it more difficult to meet the specified relative compaction when the reference dry density is based on rock correction equations, such as those called for in the new ASTM D698 and D1557 standard pro-
The more clayey the fine fraction of material, the greater the differences in rock correction methods are likely to be.

There is a trend with engineering testing firms away from scalp-and-replace rock correction methods in favor of rock correction equations. One advantage to using rock correction equations is that, for a given specified relative compaction, a denser fill tends to be achieved compared to scalp-and-replace methods. However, contractors must recognize the potential differences in compactive effort that may arise from changes in rock correction specifications. In addition, the various rock correction equations lead to different reference dry densities. Ultimately the relative compaction specification specified for any reference dry density should be related to field performance.

The use of nuclear density testing for compaction control is quite prevalent. When nuclear gauges are used to determine in situ densities, it is good practice to calibrate the results with occasional sand cone density tests. In addition, when a nuclear gauge is used to obtain density, the percent rock (e.g., material retained on the No. 4 sieve) should be measured at each density test location so that an appropriate reference dry density (by the selected rock correction method) can be determined. Percent rock at field density test locations is not always measured. Failure to adjust the reference dry density for the appropriate rock content could lead to problems in fill performance if the reference dry density is too low (rock content underestimated), or it may make compaction specifications difficult for the contractor to meet if the reference density is too high (rock content overestimated).

Failure to directly address rock correction in compaction specifications, or failure to apply rock corrections to laboratory determination reference dry density during field inspection, can lead to poor field performance. The density of a compacted fill increases with increasing rock content. Therefore the use of a reference dry density determined at a lower-than-average rock content may result in loose compacted fill with poor engineering performance.

A case history of a rocky compacted fill that experienced hydrocollapse is presented by Kropp, McMahon, and Houston (5). The compacted fill contained a high percentage of rock and gravel-sized fragments, with the fine-grained portion of the soil consisting primarily of granular materials with some clayey fines. The compaction specifications were based on laboratory testing using ASTM D1557-78 (Modified Proctor), requiring 90 percent relative compaction. Although the rock contents (plus No. 4) varied widely in situ from 10 to 80 percent, only three soil types were identified for reference dry density. The three soils were described by the project engineer as brown silty, sandy, broken rock (GM); brown, silty, with broken rock (SM); and brown, silty, sandy gravel (GM), having maximum dry densities by ASTM D1557-78 of 20.4 kN/m³ (130 pcf), 20 kN/m³ (127 pcf), and 20.8 kN/m³ (132 pcf). Field den-

<table>
<thead>
<tr>
<th>TABLE 2 Hypothetical Forensic Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forensic Study with Rock Corrections Below for Relative Compaction</td>
</tr>
<tr>
<td>---------------------------------------</td>
</tr>
<tr>
<td>Scalp &amp; Replace</td>
</tr>
<tr>
<td>AASHTO-2</td>
</tr>
<tr>
<td>USBR-1</td>
</tr>
<tr>
<td>AASHTO-1</td>
</tr>
<tr>
<td>ASTM-1</td>
</tr>
</tbody>
</table>

Forensic Study with Rock Corrections Below for Relative Compaction | b) Field Control at 95% of the maximum density corrected for 60% oversize aggregate using: | Scalp & Replace | AASHTO-2 | USBR-1 | AASHTO-1 | ASTM-1* |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalp &amp; Replace</td>
<td>95.0%</td>
<td>98.3%</td>
<td>99.2%</td>
<td>102.1%</td>
<td>104.5%</td>
<td></td>
</tr>
<tr>
<td>AASHTO-2</td>
<td>91.8%</td>
<td>95.0%</td>
<td>95.8%</td>
<td>98.6%</td>
<td>101.0%</td>
<td></td>
</tr>
<tr>
<td>USBR-1</td>
<td>91.0%</td>
<td>94.2%</td>
<td>95.0%</td>
<td>97.8%</td>
<td>100.2%</td>
<td></td>
</tr>
<tr>
<td>AASHTO-1</td>
<td>88.5%</td>
<td>91.5%</td>
<td>92.3%</td>
<td>95.0%</td>
<td>97.3%</td>
<td></td>
</tr>
<tr>
<td>ASTM-1*</td>
<td>86.4%</td>
<td>89.4%</td>
<td>90.2%</td>
<td>92.8%</td>
<td>95.0%</td>
<td></td>
</tr>
</tbody>
</table>

* Beyond Recommended Range
gies were determined using a nuclear gauge. In all field tests, the contractor met or exceeded the required 90 percent relative compaction, averaging about 93 to 94 percent, but typically below optimum water content. Because percent rock was not determined in the field to correct reference dry densities, there was no way to determine whether the reference dry density was consistent with engineering expectations. Given the apparent ease with which the contractor met specification on this project, it is likely that the percent rock in the laboratory specimens was lower, on average, than that in the field. The fill material that resulted in this case was loose, and significant building damage resulted from the wetting-induced differential settlements. In general, any compacted fill, whether rocky or not, may collapse on wetting when compacted to 90 percent of Modified Proctor, particularly when compacted dry of optimum. However, fills containing high rock content may be particularly susceptible to poor performance when inappropriate specifications and field control (relative to the rock content) are used.

CONCLUSIONS AND RECOMMENDATIONS

The method used to account for the coarse fraction (material larger than 19 mm) in a fill can have a significant impact on the reference dry density used to evaluate a fill. The presence of the coarse fraction can be accounted for by

- The scalp-and-replace method where the material greater than 19 mm is replaced by an equal weight of material between the No. 4 and 19-mm sieves; or
- The use of a rock correction equation and compaction test results, usually on the fine fraction (material passing the No. 4 sieve) only, although ASTM D698–91 and 1557–91 call for testing of particles up to 19 mm (0.75 in.) to obtain densities to be corrected by equation for large aggregate.

The rock correction equation methods generally give higher estimates of the maximum dry density than the scalp-and-replace method.

Differences between the maximum dry densities determined from the various rock correction methods have been observed. The required density to pass a compaction specification (as a function of rock content) was determined for one clayey soil, and a significant variation depending on the rock correction method selected was obtained. Because the density achieved for a given fill soil is related to the compactive effort expended, the rock correction method used for field control can have a significant effect on the difficulty in complying with a given specification. This effect should be clearly understood by the contractor producing a bid to complete earthwork.

Further, the differences in rock correction methods were shown to create a range of conclusions regarding the adequacy of fill in a forensic study. Because of the possible range in computed relative compaction using different rock correction methods, the forensic engineer could conceivably arrive at almost any conclusion, depending on the combination of methods employed for correcting for the effects of large aggregate in construction control and forensic study. Such a possibility is clearly not desirable for achieving an understanding of the problem being studied.

Because of the potential variation implicit in the application of different rock correction techniques, recommendations for fill compaction and well-written specifications should include the intended rock correction method. Based on a survey of contractors, the practice of specifying the rock correction method is apparently not consistently used. Further, the rock correction method to be used does not appear to affect contractor bids.

A well-written compaction specification should include the desired percent compaction for different classes of fill material and the intended rock correction method. The effect of the rock correction method on compactive effort and performance of compacted soils must be recognized by engineers and contractors alike to avoid conflict.

REFERENCES


*Publication of this paper sponsored by Committee on Transportation Earthworks.*
Compaction Specifications for Low Hydraulic Conductivity Clay Embankments

CLIFF J. SCHEXNAYDER

Communication of regulatory and engineering decisions by the project specifications contractually establishes the parameters of project acceptance and sets forth how performance will be validated. If contract specifications fail to properly address the purpose of the project, it is difficult to properly perform the work. With a material such as kaolin clay the precision or variance associated with the results of commonly accepted testing procedures may be of a magnitude greater than that normally assumed. During a design-test program only two-thirds of the individual construction water-content tests fell within a desired wet-of-optimum range. Yet infiltrometer tests proved the hydraulic quality of the test panels. During project construction more than two-thirds of the individual water-content tests fell within the contractually specified range, yet 50 percent of the work was rejected because there was no provision in the construction specifications to allow for the outliers. Construction techniques used for clay pulverization, moisture conditioning, and compaction on a full production basis in the construction of a 53-acre kaolin clay liner having a specified in situ permeability are described.

The project clay specifications reported here were developed with the intention of ensuring that the constructed kaolin clay cap would have an in situ permeability of less than $1 \times 10^{-7}$ cm/sec. The purpose of this impermeable clay cap barrier was to prevent rainfall and surface runoff water from percolating downward through buried nuclear waste.

Because in situ sealed double-ring infiltrometer tests can take from 3 to 5 months to perform, another test method had to be specified to allow cap construction to proceed on a production basis. For clay materials there is a good correlation between placement water content and density, and in situ permeability. This is well known to geotechnical engineers and is documented in the literature (1–4). Therefore the project specifications used that relationship to define the acceptance standard for the compacted clay. However, problems were encountered during the execution of the work because the owner’s field construction managers did not understand these geotechnical relationships.

**DESIGN-TEST PROGRAM**

The design-test program, conducted before preparation of the project specifications, examined both construction techniques and resulting clay cap properties for tertiary and cretaceous age kaolin. Tertiary and cretaceous clay from three different active mines in South Carolina was used to construct nine test panels. Panels were constructed at both standard (ASTM D698) optimum water content and at two to three percentage points wet of optimum with clay from each of the three sources. The construction technique for eight panels was to add water to the clay in a separate material conditioning area and then to transport the moisture-conditioned clay to the panel for placement and compaction. However, for the ninth panel a procedure of moisture conditioning the next lift of clay directly on the previously placed panel lift was used. This eliminated having to transport moisture-conditioned clay.

Early in the program it became obvious that the cretaceous kaolin was a sandier and less plastic material. Therefore only two test panels were constructed of the cretaceous clay. Both panels had field infiltrometer test and laboratory permeability test results exhibiting a hydraulic conductivity above the required minimum in situ permeability of $\leq 1 \times 10^{-7}$ cm/sec, thus proving that it would be difficult or impossible to meet the design criteria using cretaceous kaolin. The cretaceous clay was therefore eliminated from project consideration.

The tertiary clay used in the test program had natural water contents in the range of 20 to 25 percent. The average liquid limit and plastic limit values were 69 percent and 32 percent, respectively. The percent fines, < No. 200 sieve, was 98 percent or greater. Standard compaction test optimum water-content values ranged from 24 to 29 percent. In almost all cases, the natural clay was dry of optimum, thus making it necessary to add water to achieve the desired placement water content.

During the test program a stationary clay shredder and a traveling recycler were used to break down the blocky chunks of clay that were delivered from the mines. A recycler is a piece of highway construction equipment designed for pulverizing and mixing asphalt pavements and base materials. This size-reduction operation yielded a material having a maximum size of 38 mm (1½ in.). The purpose of the size reduction was to speed the water absorption of the clay by creating more contact surface area and to enhance the kneading effect of the rollers during compaction.

The 38-mm (1½-in.) minus particle size clay was spread in a lift 0.15 to 0.23 m (6 to 9 in.) thick and water was added by alternating passes of a water wagon and the recycler. The water wagon was not driven over the clay lift. It was equipped with a pressure system and nozzle that permitted water to be sprayed onto the clay while the wagon moved along the side of the conditioning area. The water content of the clay was raised to the desired percentage by this spraying-mixing procedure.

This approach of adding water while not having to actually traverse the clay was only possible because of the limited width of the test panels. That method, however, failed to model applicable construction procedures when faced with placing clay over large areas, as the actual project would require.
After moisture adjustment the clay was covered with plastic and allowed to cure overnight. After this moisture conditioning period, the clay was picked up and transported to the panel by a 272-kW (365-hp) elevating wheel tractor scraper. On the panel, motor graders spread the clay in a uniform lift. Compaction was performed with a 161-kW (216-hp), 20 055-kg (44,175-lb) tamping foot soil compactor. The pads of a tamping foot roller are tapered with an oval or rectangular shape, as opposed to those of a sheepsfoot roller, which are uniformly cylindrical from base to pad face.

Trautwein-type, sealed double-ring infiltrometers were used to test the in situ permeability of both the tertiary and cretaceous kaolin panels. A test was conducted in each completed panel for 98 to 158 days. The results of those permeability tests, presented in Table 1, demonstrated that in situ permeabilities of less than the $1 \times 10^{-7}$ cm/sec could be expected if the tertiary kaolin was compacted at water contents 2 to 4 percentage points wet of optimum as determined by standard compaction tests (5). The average compacted dry density for the individual test panels varied from 94 to 100 percent of standard maximum dry density.

**PROJECT SPECIFICATIONS**

The design-test program provided the water content and density parameters that could produce the desired low-hydraulic-conductivity clay layer without the need for in situ permeability testing during construction. The critical parts of the original project specifications that were developed on the basis of the test program data are summarized here:

1. Cretaceous kaolin shall not be used (but no identification criteria were specified).

2. The clay shall be tertiary kaolin clay with the following properties:
   a. Liquid Limit per ASTM D4318-84 shall be between 75 percent maximum and 55 percent minimum.
   b. Plasticity Index per ASTM D4318-84 shall be between 44 percent maximum and 26 percent minimum.
   c. Percent passing a No. 200 sieve per ASTM D422-63 shall be 90 percent minimum.

3. Clay blocks shall be broken before moisture conditioning to a maximum size of 38-mm (1 1/2-in.) chunks to ensure uniform wetting (no specific testing procedure was specified).

4. Clay shall be placed in a 0.15-m (6-in.) maximum thickness unconditioned, loose lift.

5. Moisture conditioning of the kaolin shall be conducted before compaction to achieve 2 to 4 percent wet of the standard compaction optimum water content. To ensure uniformity of water content before placement and compaction, one water-content test, ASTM D2216-81, is required for every 250 m$^2$ (300 yd$^2$) of clay in the conditioning area.

6. The kaolin clay shall be compacted to a minimum of 95 percent of standard maximum dry density (ASTM D698-78).

7. A minimum of 12 passes with a CAT 815B roller is required.

8. The initial water-content placement range will be 2 to 4 percent wet of the average optimum water content as determined from a minimum of six moisture-density relationships (ASTM D698-78). Three moisture-density relationship determinations will be from kaolin samples taken at the borrow pit before commencement of mining, and three other determinations will be from kaolin samples from the initial 454 Mg (500 tons) of material delivered to the project.

9. In the placement area, uniformity of compaction is confirmed with in-place nuclear densities, a minimum of one per 383 m$^3$ (500 yd$^3$).

---

### TABLE 1 Summary of Infiltrometer Test Data, Design-Test Program (5)

<table>
<thead>
<tr>
<th>Panel Number</th>
<th>Kaolin Clay Type</th>
<th>Number of Test Days</th>
<th>Average $w_r$ $w_{opt}$</th>
<th>Average Percent Standard Proctor Density</th>
<th>Final Field Permeability $K$ (field) $cm/sec \times 10^{-7}$</th>
<th>Average Lab Permeability $K$ (lab) $cm/sec \times 10^{-7}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Tertiary</td>
<td>134</td>
<td>-1.3</td>
<td>105</td>
<td>1.60</td>
<td>0.81</td>
</tr>
<tr>
<td>A2</td>
<td>Tertiary</td>
<td>98</td>
<td>2.0</td>
<td>100</td>
<td>0.32</td>
<td>0.28</td>
</tr>
<tr>
<td>B1</td>
<td>Tertiary</td>
<td>141</td>
<td>3.5</td>
<td>94</td>
<td>0.61</td>
<td>0.34</td>
</tr>
<tr>
<td>B2</td>
<td>Tertiary</td>
<td>124</td>
<td>3.6</td>
<td>98</td>
<td>0.56</td>
<td>0.25</td>
</tr>
<tr>
<td>B3</td>
<td>Tertiary</td>
<td>101</td>
<td>2.9</td>
<td>98</td>
<td>0.91</td>
<td>0.27</td>
</tr>
<tr>
<td>C1</td>
<td>Tertiary</td>
<td>158</td>
<td>0.4</td>
<td>103</td>
<td>1.20</td>
<td>0.34</td>
</tr>
<tr>
<td>C2</td>
<td>Tertiary</td>
<td>106</td>
<td>2.7</td>
<td>100</td>
<td>0.49</td>
<td>0.43</td>
</tr>
<tr>
<td>D1</td>
<td>Cretaceous</td>
<td>117</td>
<td>3.4</td>
<td>98</td>
<td>3.60</td>
<td>1.60</td>
</tr>
<tr>
<td>D2</td>
<td>Cretaceous</td>
<td>141</td>
<td>2.0</td>
<td>97</td>
<td>5.00</td>
<td>1.70</td>
</tr>
</tbody>
</table>

All infiltrometer tests performed with a sealed double ring infiltrometer with 3.7 m (12 ft) outer ring and a 1.5 m (5 ft) square inner ring.
10. No after-compaction moisture-content testing was specified.
11. To determine whether the average optimum water content is valid, one moisture-density relation is required for each 3825 m$^3$ (5,000 yd$^3$) of clay placed.

A few items in the initial specifications deserve special notice. The compaction specification dictated both the method and the result: 12 passes with a CAT 815B roller and 95 percent of maximum dry density. The basis for establishing the acceptable water-content range was an average of the optimum water content as determined from the standard moisture-density relation. The acceptance water content was to be taken in the conditioning area before compaction. Density was to be confirmed by in-place nuclear methods. There was no provision for handling outliers when making an acceptance decision with regard to an individual water-content or density test. In addition, there was no provision to drop old data when calculating the average optimum water content.

CONSTRUCTION REALITY AND SPECIFICATIONS

Quality control (QC), testing, and acceptance of the clay was undertaken by a third-party QC organization reporting to the owner’s project construction management organization. Neither the construction manager nor the QC organization had the authority to change or even interpret the project specifications. To be accepted, the moisture-conditioned and compacted kaolin clay had to meet the specifications exactly.

Changes or interpretations of the specifications could only be accomplished by authority of the permitting agencies. Therefore any modification of the original specifications was a lengthy process involving layers of technical and regulatory bureaucracy.

Design engineers must realize the contractual and, in many cases, the regulatory implications of project specifications. The relationship between the nature of the materials being handled and the limitations concerning testing processes and precision must be understood and embodied in the specifications. The specifications must address each individual element of the construction process in a realistic manner. No engineer can foresee every possible situation; consequently provisions should be incorporated into the specifications that establish procedures to resolve unique situations.

Unique situations can occur during any project. In one specific area on this project, density could not be obtained on the initial clay lifts. At first the problem was attributed to the contractor exceeding the specified lift thickness; then the quality of the kaolin was questioned. After many days of effort, it was realized that the background radiation from the nuclear waste was slightly greater in this area. The nuclear density meters used to test compaction were being affected by the background radiation. The larger problem was that there was no provision in the specifications to use another method to verify compaction.

Compaction difficulties were encountered on the project because of the double specification, specifying both method and result. At higher water contents, 12 passes with the specified roller caused overrolling. The specified density could not be achieved when more than eight roller passes were made. By the specification, density was an imposed critical parameter. However, in the case of compaction wet of optimum, density alone may not be a good gauge of resulting hydraulic conductivity. It has been found that even though the dry density of a compacted soil did not measurably increase with the application of more compactive energy, the hydraulic conductivity could be lowered by a factor as high as 100 (3). This has been attributed to the additional kneading action. A double specification will always cause problems. The design engineer must determine the important parameters, and those parameters must be carefully addressed in the specifications.

Early in the project the 152-mm (6-in.) maximum lift thickness specification was a problem. When a 152-mm (6-in.) kaolin clay lift was laid down as the first lift on top of the existing red silt soil of the site, the kaolin would become contaminated with the underlying material during processing and compaction. The tines of the mixing equipment would cut into the lower material in any spots where the lift thickness was less than 152 mm (6 in.). The feet of the rollers would likewise puncture through the kaolin and pull the red silt up into the white clay. Because of the color difference between the two materials, contamination was easy to discern.

The specifications limited the lift thickness and required full-depth mixing and compaction. Mixing could have been achieved on top of other panels of clay and the conditioned material hauled to the initial placement panel as was done during the test program, but such a procedure would not have solved the compaction problem. An alternative solution would have been to compact the initial lift with a smooth drum roller, but that would have eliminated the important kneading action during compaction.

A technical review at the design team level, not at the construction management level, determined that an initial thick lift would not be in violation of the permit. Therefore the adopted solution was to allow a 254-mm (10-in.) initial lift, to condition the lift to a depth of 203 mm (8 in.), and to retain the use of the specified kneading roller.

VARIABILITY AND ACCEPTABLE RANGE

Both the project and the design-test program panels B1, B2, and B3 used kaolin clay from the same source. The variability of the test results for those three design-test program panels is particularly relevant to the interpretation of the earthwork specifications.

Test Panel Data

The kaolin’s average optimum water content from all standard compaction tests for the three panels was 26.8 percent. Individual test optimums varied from 24.2 to 29.2 percent, a range of 5 percent. At the same time, the individual water-content tests on samples taken from the field-compact ed test panels varied from 26.4 to 32.8 percent. Those water-content values from the field samples were reported to be from 1.7 to 6.8 percent above the average optimum water content for the respective panel. Moreover, the standard deviations of the water-content tests on field samples from the panels ranged from 1.1 to 1.3 percent.

The significance of the standard deviations is that approximately two-thirds of the test results should be expected to be within one standard deviation of the mean value. This means that for test panel B3, for which $(w_f - w_{opt})$ had a mean of 2.9 percent and a standard deviation of 1.1 percent, only about two-thirds of the measured water contents were 2 to 4 percent wet of optimum. For the other two panels, the mean values and standard deviations of $(w_f - w_{opt})$ indicate that significantly less than two-thirds of the measured water contents were in the range of 2 to 4 percent wet of optimum. It is important to note that all of these test panels satisfied the perme-
ability criteria for the clay cap (Table 1), and permeability was the true critical parameter.

Project Data

Because of its dimensions [15.3 m × 61 m (50 ft × 200 ft)], a typical project panel required, by specification, four water-content tests. During a 1-month period early in the project, more than 50 percent of the clay panels constructed were rejected because one or more of the four individual water-content tests taken from a panel were not within the specified range of 2 to 4 percent wet of the average optimum. In every case, conformance of the compacted density and water content to the specifications was evaluated on the basis of an average optimum water content of 25.6 percent and a maximum dry density of 1.54 Mg/m³ (95.9 lb/ft³).

An analysis of the 300 water-content tests taken by QC during the first 3 months of clay construction showed a mean water-content value of 28.6 percent and a standard deviation of 1.1 percent. The mean value for the tests was exactly 3.0 percent wet of the established optimum, and when the water-content values were rounded to the nearest 0.5 percent, 76 percent of the values were within the 2- to 4-percent wet-of-optimum range specified. Thus the constructed clay fill was at least as uniform as the design-test panels.

Specification Range

Had the specifications been written consistent with the realities of the design-test program, the project would have proceeded smoothly, as field construction mirrored the program very well. However, the specifications did not allow for the reality that only about two-thirds of the individual water-content tests for controlled construction conditions, the design-test program, actually fell within a 2- to 4-percent range above an average optimum water-content value. Researchers realized that general statements from the test program report had become the specifications, which had to be followed exactly.

Variability

An important factor that the writers of the specifications failed to recognize was the natural variability of the kaolin clay. The standard compaction test, performed by the QC organization, had shown optimum water-content values from 24.1 to 27.0 percent. The chosen average optimum value for construction was 25.6 percent, which in turn set the acceptability limits at between 27.6 (plus 2 percent) and 29.6 percent (plus 4 percent).

This decision to use the average as a benchmark presents several problems. Consider the case of a batch of clay actually having an optimum of 24.1 percent. To provide the required permeability based on the 2 to 4 percent wet-of-optimum criteria, this clay should be placed at a water content of between 26.1 and 28.1 percent. However, according to the specifications, any panels having tests below 27.6 percent would be rejected, thus forcing unnecessary rework of clay that was actually acceptable from a permeability standpoint. Now consider a case on the other extreme: in order to meet the minimum-plus-2 percent criteria, a batch of clay actually having an optimum of 27 percent would have to be placed at a water content of 29 percent. In this second case, clay that was not even conditioned to the plus 2 percent of its natural optimum would be accepted by the average criteria. These facts are diagramed in Figure 1 on the basis of the project data previously discussed.

The correct criteria for a specification is the moisture-density relationship to permeability. Plotting a test point, as in Figure 1, will prove whether the conditioned clay is acceptable considering the permeability standard. An acceptable test must fall within the band of the line of optimums and the saturation line. Such a specification criteria would be consistent with recommendations by Daniel (6) and Daniel and Benson (7). The recommended procedure involves establishing \( \omega - \gamma_d \) ranges needed to achieve the required hydraulic conductivity, and then modifying these ranges to account for other factors besides \( k' \) (7). Using this procedure allows for consideration of clay variability, yet the time to make an acceptance decision is minimal and would not restrict production-oriented construction operations.

Engineer's Intent

Additional moisture-density compaction tests were required by the specification to determine if the average optimum water content is valid. However, when a test did not confirm the validity of the average, it was not stated how the information was to be used. Should it alter the accepted water-content acceptance range for future clay placement? This section of the specifications shows that someone had considered the fact that there would be variability, but a complete statement of how to apply the validation information never made it into the specifications.

![Figure 1](image-url)
Sensitivity of Kaolin

During the first 6 months of clay placement the average optimum water content steadily dropped from 25.6 percent to just over 22 percent. Because no other properties of the clay displayed change, questions were raised about this significant difference. Work by Daniels and Ming-Tai Chao at the University of Texas, using samples of kaolin from the project pit, has shown that there is a correlation between optimum water content of a standard compaction test and the drying of the clay during test processing before compaction. It appears that QC caused the optimum moisture to be lowered over the first part of the project. This in turn meant that processed clay was accepted when it was actually dry of the specified water-content range necessary to ensure low hydraulic conductivity. Therefore a change order had to be issued to the contractor to remove and rework approximately 36,280 Mg (40,000 tons) of previously accepted clay.

Precision

The precision of testing procedures for clay material needs to be understood and could well be the subject of additional research. By specification, microwave water-content testing of 100-gram minimum clay samples was the standard for acceptance. As a result of the problems experienced on the project, both the contractor and the construction manager performed limited research into using microwave methods for water-content determination in kaolin clay.

Because most of the panel rejections were attributed to nonconforming water-content tests, this was the main area investigated. Clay samples from the field were split when they were taken and separate water-content tests were performed on each half, with the values calculated to the nearest tenth. Differences as great as 3.7 percent were noted. The average difference was about 1.8 percent. If the water-content values were rounded to the nearest half of a percent, the average difference was 1.5 percent.

A specification that is strictly enforced, makes no allowance for outliers, and limits the acceptance range to 2 percent, in combination with a test procedure that has a precision range of 1.5 percentage points, is going to cause problems. Geotechnical engineers have a responsibility to inform owners and specification writers concerning the limits of testing methods and procedures.

CONSTRUCTION TECHNIQUES AND EQUIPMENT

The critical construction operations when working with a clay are as follows:

- The clay must be broken into small clods to create surface area for water contact so that the material can be remolded into a new homogeneous mass (1).
- Water must be added and thoroughly mixed with the clay in a manner that will ensure a homogeneous material of uniform moisture content.
- The moisture-conditioned clay should be compacted by a kneading method.

These requirements were recognized, and several different pieces of heavy construction equipment and construction techniques were investigated in the field on a full production basis.

Clay Pulverization

The first task is to break down the large clay clods that come from the borrow pit. Excavation and loading at the pit was done by a hydraulic hoe excavator. When the hydraulic hoe loaded the clay into dump trucks for hauling to the fill area, the excavated material had many large chunks. These chunks from the pit normally had a maximum long dimension of about 0.46 m (18 in.).

Bulldozer

A 104-kW (140-hp) bulldozer was used to level the clay after it was dumped from the trucks, as shown in Figure 2. The dozer spread the clay out in a lift 0.15 m (6 in.) thick. Major size reduction was accomplished during the leveling, as chunks were crushed by the weight and motion of the dozer. The tracks of the dozer would bridge across low spots and place all the machine contact pressure on the largest chunks, which were the high points causing the bridging. Thus the largest chunks were crushed in the spreading process.

The use of a track dozer allowed the accomplishment of two material-handling requirements in one process: lift leveling and size reduction. After leveling by the dozer, the material could be classified as 0.15 m (6 in.) minus; therefore further size reduction was still necessary.

Rotavator

Rotavators proved to be efficient in accomplishing final size reduction and were used for that purpose for the entire project duration. A rotavator is nothing more than an oversized garden tiller pulled by a farm tractor. With a rotavator, clod reduction is accomplished by mechanical pulverization. The power for turning the rotavator tines, which do the actual chopping, is supplied by the tractor’s power takeoff.

A 104-kW (140-hp) tractor could pull a 2.4-m (8-ft) wide rotavator at an average speed of 53 m/min (2 mph) through clay having a natural water content of about 22 percent and a maximum clod size of 0.15 m (6 in.). Depth of tine penetration was normally 0.20 to 0.25 m (8 to 10 in.). With the rotavators, average throughput of material meeting the maximum clod size specification [38 mm (1½ in.)], was about 180 Mg per hour (200 tons/hr).

At water contents above optimum the rotavators were not effective because of traction problems. They were therefore not used for final moisture-conditioning operations, but did perform initial blending of raw clay and water.

FIGURE 2 A 104-kW bulldozer leveling kaolin clay.
Shredder

The use of a clay shredder was investigated for a short time in the field. A shredder is a revolving blade with teeth; it cuts or shaves the clay into the desired size in the same manner as a meat slicer.

The drawback and reason it was not used for mass production was the shredder’s pass-through tonnage limitation. With the blade set to operate at 38 mm (1 1/2 in.) maximum size, the pass-through production was only 127 Mg/hr (140 tons/hr). A second reason for rejecting the shredder was that it adds material-handling steps to the production process. Material must be loaded and hauled to the machine, loaded into the machine, and loaded and hauled a second time after processing.

Soil Stabilization Machines

A soil stabilizer is a completely self-contained machine consisting of a power unit and a mixing chamber, as shown in Figure 3. Stabilizers are specifically designed for soil pulverization and mixing. They are common to highway construction work for inplace stabilization of lime or cement with soils.

As with the rotavators, when used for pulverization on this project, the stabilizers were not used until the raw clay had been leveled into a 0.15-m (6-in.) lift by a dozer. The stabilizers had a working speed of 27 m/min (1 mph), or about half that of the farm tractor-pulled rotavators, but pulverization could be accomplished in half the number of passes.

Experiments were conducted with machines having both up-cutting and down-cutting tine rotation. The best results were obtained using L-shaped chopper tines and up-cut rotation with the stabilizer box rear doors closed. Maximum clod size would increase as the door opening was increased. Operators want to increase the door opening because it allows them to increase forward speed. Typically, two passes with a stabilizer were necessary to reduce the 0.15-m (6-in.) minus clay down to 38 mm (1 1/2 in.) minus. However, three passes were necessary on occasion, usually on grades. In such situations the operator was forced to increase the rear-door opening, which in turn affected size reduction.

On a highway soil stabilization project, the specific type of stabilizer that was used on this project will operate at an average propel hydraulic pressure of about 15 500 kPa (2,250 psi). Working kaolin, which lies relatively horizontal, with the machine in the up-cut mode, the propel pressure was 24 100 kPa (3,500 psi). On a 7-percent grade the pressure would go up to 25 500 kPa (3,700 psi). The machine has a pressure override valve set at 25 500 kPa (3,700 psi); therefore, when going up the grade, the operator had to increase the opening of the rear door to avoid stalling. The down-cut mode would have been easier on the machine, only 15 160 kPa (2,200 psi) up grade, but pulverization was not good and the clay would stick to the rear door, causing other problems. In fact, even operating up-cut, severe pressure was placed on the rear door. Rear-door cylinders had an average life of only 850 operating hours.

Moisture Conditioning

Once the clay had been processed so that the maximum clod size was 38 mm (1 1/2 in.) or less, moisture conditioning began. The first method tried was to use a standard water truck with a pump-driven spray bar. Multiple passes were made over the pulverized clay until the material became so slippery the truck could not maneuver. At that point the farm tractor-pulled rotavator would make a couple of passes to mix the water and clay clods. After this mixing the water truck could make additional passes.

This procedure failed to produce a uniform moisture-conditioned clay. The tire ruts from the water truck tended to collect water before the mixing and became permanent streaks of high moisture content in the clay panel. The standard spray bar does not provide a uniform application of water. More water came out at the point where the bar connected to the pump than at the ends.

To overcome these deficiencies modifications were made to both the equipment and the construction techniques. The water truck spray-bar system was modified to form a continuous loop with a circulating pump so that the pressure at each nozzle was approximately the same. To eliminate the problem of water collecting in the ruts, it became standard procedure to operate a rotavator or stabilizer directly behind the water truck during moisture application, as shown in Figure 4. Once the required amount of water had been applied, two additional passes were made with the stabilizers to complete the mixing.

The water trucks all had metering systems to control the quantity of water applied. The amount of water that had to be added to the clay could easily be calculated based on the difference between the moisture-content tests of the pulverized clay and the specified water-content range. The problem was not in making the calculation or with the metering system, but in figuring the total amount of water to add, considering a necessary correction for the amount of evaporation that would take place in the time interval required to
add the water, condition the clay, and complete compaction. During day shifts in hot summer weather, the amount of extra conditioning water necessary to make up for evaporation loss was about 13.4 L/Mg (3.2 gal/ton). Operating at night during the summer required only 3.3 L/Mg (0.8 gal/ton) extra. Direct sunshine and wind were factors that greatly affected the amount of extra water needed.

Compaction

Tamping foot compactors of both 161 kW (216 hp), 20 055 kg (44,175 lb) and 235 kW (315 hp), 32 429 kg (71,429 lb) were tried at the beginning of construction. Tamping foot compactors can develop all four forces of compaction: pressure, impact, vibration, and manipulation. When dealing with a clay wet of optimum, however, pressure and manipulation are the important forces. Field trials revealed that there is an upper limit to acceptable pressure.

Considering the drum width and weight of each machine, the contact pressure of the larger machine was about 1.4 times that of the smaller machine. When the kaolin clay was conditioned to 2 percent or greater above optimum water content, the feet of the larger compactor would be pushed completely down into the moisture-conditioned clay and the roller would be supported by drum contact. The clay would then stick to the drum, and the upper lift of clay would be pulled up from the previous lift by the forward motion of the roller. This result was not satisfactory, so all production compaction was with a 20 055-kg (44,175-lb) tamping foot compactor.

CONCLUSIONS

The following conclusions were drawn on the basis of the project experience:

1. Standard highway construction equipment is appropriate for manipulating kaolin clay in constructing low-hydraulic-conductivity liners and caps.

2. Project specifications must be structured to account for testing precision and natural material variability.

3. No designer can anticipate all possible field situations; therefore it is important that specifications include procedures for resolving unique situations.

4. Most environmentalists and regulators are not familiar with earthwork or construction. It is therefore necessary for engineers to be alert to the consequences of poorly drafted specifications or controls.

If contract specifications fail to address the purpose of the project, it is difficult to properly perform the work. In fact, the constructor and the engineer may be forced to rely on their expertise instead of the specifications to complete the project.
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Compacted Clay Embankment Failures

ZENON G. KYFOR AND RAYMOND L. GEMME

Embankment instability that occurred along several completed sections of a major interstate highway located in the western part of New York State is described. The affected embankments ranged in height from 4.6 m (15 ft) to 9.15 m (30 ft) and were constructed of silty clay over a silty clay foundation. Field investigations revealed that movements were taking place within the embankments and were not a result of the foundation soil. These movements were consistent with an undrained mode of failure. The embankment material was obtained from borrow excavations made outside the project limits and classified as a medium to highly plastic clay. The moisture contents of the borrow ranged from 25 to 55 percent and the plasticity index ranged from 15 to 32 percent. Drill holes progressed through the affected fills indicated that the embankment moisture contents at the time of distress exceeded the optimum moisture content (20 percent) by 5 to 10 percent based on a standard Proctor compactive effort. The undrained shear strengths at these moisture contents were not sufficient to provide for internal stability of the embankments. The results of the field and laboratory investigations are presented. They consist of inclinometer results of embankment monitoring, compaction curves for material used, and moisture contents and densities of fills obtained during construction and after movement began. A relationship between moisture content and undrained shearing strength is also shown. Stabilization consisted of flattening all embankments greater than 4.6 m (15 ft) from a 1 (vertical) on 2 (horizontal) to a 1 (vertical) on 3.5 (horizontal) side slope.

The current New York State Department of Transportation specifications require embankment material be compacted to at least 90 percent of the maximum Standard Proctor Density. The contractor determines the type and size of compaction equipment, selects lift thickness, and exerts proper control over the moisture content of the material and other details necessary to obtain satisfactory results.

Many hundreds of miles of embankments have been constructed with few serious problems, indicating for the most part that the earthwork specifications currently in use are effective. This can be attributed primarily to the following factors:

- Many of the embankments constructed in New York State are built out of granular materials.
- Contractors will often opt to waste highly plastic excavation materials and substitute granular or low-plasticity materials for embankment construction whenever economically feasible.
- The majority of the embankments constructed do not exceed 6.1 m (20 ft) in height. Although embankments exceed this height at many bridge approaches, the material used at the abutment locations is mostly a select granular material.

Notable problems have all been related to embankment construction using plastic soils. The problems have ranged from the "during construction" type, such as difficulty in handling and placing material, rutting, and weaving, to internal instability of the embankment soon after construction is completed. The internal stability of embankments is the subject of this paper.

The failure of compacted clay embankments containing low-plasticity [plasticity index (Pl) = 8 to 13] soils in New York State has previously been reported (1). These failures were attributed to the condition in which the moisture contents of the fill material exceeded the optimum moisture content for standard compaction.

The present paper deals with the instability of highway embankments that occurred in the fall of 1982 on a major Interstate project. The embankments were constructed of higher-plasticity soils (PI = 15 to 35). The type of embankment failures that occurred on this project were short-term failures in which the undrained soil strength parameters would govern. The results of the investigation and recommendations for remedial treatment of the problem areas and for use of similar embankment materials on future projects are presented.

BACKGROUND

Project Description

The project is located in Erie County just northeast of Buffalo (Figure 1). A closeup of the location of the problem areas is shown in Figure 2.

Site Geology

Geomorphologically the project area is a broad, flat, glacial lake bed dissected by several streams. The soils consist mainly of lacustrine bottom deposits, with alluvial deposits found on the flood plains of the streams.

General Foundation Conditions

The general foundation conditions in the project area consist of up to 1.5 m (5 ft) of sandy silt, underlain by 1.5 m (5 ft) of stiff red/brown clay over 3.1 m (10 ft) of soft red/brown clay. The soft clay is underlain by compact glacial till extending to rock. Figure 3 diagrams the embankment geometry showing embankment distress. Figure 4 shows the stress history and undrained shear strengths of the foundation soils.

Embankment Material

The embankment material was obtained from borrow excavations made outside of the project limits and is classified as medium to highly plastic clay (Unified Soil Classification System: CL to CH).
FIGURE 1  Project location.

FIGURE 2  Project plan and location of problem areas.

FIGURE 3  Embankment geometry showing embankment distress.
The moisture content of the borrow ranged from 25 to 55 percent and the plasticity index ranged from 15 to 32 percent. The optimum moisture content at the standard Proctor compactive effort was determined to be ±20 percent (Figure 5). As indicated, the natural moisture content of the material from these excavations was wetter than optimum.

**Earthwork Construction Method**

Where necessary a working platform of granular material was established above the original ground surface up to 1 m (3 ft) in depth. The wet silty clay excavated from the borrow sources was placed in approximately 0.23-m (9-in.) lifts and then aerated with discs and tractors for 2 to 3 days, depending on weather conditions. The material was then compacted using a sheepsfoot roller until the roller effectively walked out of the lift with an approximate 76.2-mm (3-in.) rebound behind the roller. Compaction tests were performed for the lifts to be approved.

**INVESTIGATION OF FAILURES**

**Description of Problem Areas**

Several months after project embankments were completed and pavements were in place, three embankment areas (Figure 2) began experiencing unexplained movements (Figure 3). Eventually all embankments greater than 4.6 m (15 ft) in height would experience similar movements. The southbound (Area 1) and northbound (Area 2) lanes of the project mainline were paved with concrete, whereas the third, designated the UWLS ramp (Area 3), was paved with asphalt. The fill heights of the southbound lanes, northbound lanes, and UWLS ramp were 7.6 m (25 ft), 6.1 m (20 ft), and 9.2 m (30 ft), respectively. During the design phase of this project it was determined that the foundation clay was not capable of supporting the UWLS embankment for its full height (2). Stabilizing berms were selected as the most cost-effective way of preventing embankment foundation failure. The berms were 2.4 m (8 ft) high and 22.9 m (75 ft) wide and placed on both sides of the embankment.

On one side of the southbound lanes it was noticed that a drop of less than 25 mm (1 in.) had occurred in the asphalt shoulder relative to the concrete pavement. No bulging of the side slopes was noticeable. It could not be determined visually whether this movement was due to the foundation soils or to the materials used in constructing the embankments. By coincidence, an instrumentation program for monitoring embankment foundation performance, initiated during the project design phase, was in place at this particular location. The instrumentation consisted of piezometers, settlement gauges, and inclinometers. The information obtained from this instrumentation indicated that the foundation soils had completely consolidated and gained strength under the weight of the embankment.

The northbound lanes had experienced movements similar to those on the southbound lanes; however, they were more pronounced. The asphalt shoulder had dropped vertically 51 mm (2 in.) to 76 mm (3 in.). A separation between the shoulder and concrete pavement was measured to be 25 mm (1 in.).

Of the three embankments, the movements that had occurred on the UWLS ramp were the most visually dramatic. In October of 1982, a crack 30.5 m (100 ft) long was noted along the centerline of the ramp (Figure 6) and a small bulge existed along the bottom portion of the embankment slope above the berm. The initial crack was approximately 25 mm (1 in.) wide and 77 mm (3 in.) deep. By February 1983, the crack was 61.0 m (200 ft) long and the asphalt pavement had dropped vertically 0.8 m (2.5 ft) (Figure 7). By this time, a large bulge was apparent in the slope.
Investigation Program

The investigation program of the distressed areas consisted of the following:

- Laboratory classification, consolidation, and triaxial compression tests performed on undisturbed Shelby tube samples of the foundation soils.
- Laboratory classification, density, moisture content, and triaxial compression (unconsolidated-undrained) tests performed on brass liner samples of the embankment materials taken after the failures. (It was difficult to press Shelby tubes through the embankment materials, therefore a split barrel-driven sampler having a thin-wall, 76.2-mm (3-in.) diameter brass liner was used to obtain representative samples. After sampling, the liner was sealed in a manner similar to a Shelby tube: capped with plastic caps, coated over with wax, and sent directly to the laboratory.)
- Comparison studies of standard and modified laboratory compaction with unconsolidated-undrained triaxial compression tests performed on bag samples of the silty clay embankment materials taken after the failures.
- The results of field density tests performed during construction of the embankments before the failures.
- The results of several inclinometers installed to measure horizontal movements of the embankments and foundation soils both before and after the failures.
- Optical surveys to detect both vertical and horizontal movements of embankment pavements and slopes after the failures.
- Visual observations made during several field inspections after the failures.

RESULTS OF INVESTIGATION—VERIFICATION OF CAUSE OF MOVEMENTS

Inclometer Borings and Optical Surveys

Inclinometers were installed at the problem sites to determine the location of the zones of movement. At the mainline locations (northbound and southbound lanes) the inclinometers were progressed through the fills into the foundation soils and at the toe of slope. The inclinometer at the UWLS ramp was progressed at the...
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Figure 8 shows the results of the inclinometer monitoring. The data indicate that the movements were all occurring within the embankments. The inclinometer progressed through the berm at the toe of the UWLS ramp slope indicated no movement.

A series of optical survey points were established on the pavement and along the side slope at the UWLS ramp site. The edge of asphalt pavement dropped at a relatively uniform rate (102 mm per month) since the start of the optical survey in mid-October. During this period, the slope moved out horizontally 0.3 m (1 ft). No significant vertical movements were detected on hubs located on top of the berm.

Strength of Fill Material

Laboratory Testing

Bag samples of the clay material used to construct the embankments were obtained to perform laboratory compaction and strength tests. The samples were compacted under both standard and modified compactive efforts, and the results are shown in Figure 5. At the standard compactive effort, the optimum moisture content was 20 percent and the maximum dry density was 1,681 kg/m³ (105 pcf). An optimum moisture content of 13 percent and a maximum dry density of 1,874 kg/m³ (117 pcf) was obtained for this material compacted at the modified effort.

On completion of the compaction tests, each sample was taken out of the compaction mold and full-diameter unconsolidated undrained triaxial compression tests were performed at 100 percent saturation. A confining pressure of 172.5 kPa (25 psi) was applied to each sample. A relationship between moisture content and undrained shear strength was developed and is shown in Figure 9.

FIGURE 6 Crack developing on UWLS ramp, October 1983.

FIGURE 7 Drops of 2 to 3 ft on one side of UWLS ramp, February 1983.

FIGURE 8 Slope indicator monitoring results within fill.
FIGURE 9  Undrained shear strength versus moisture content for bag samples.

FIGURE 10  Depth versus moisture content for southbound lanes.
As can be seen, strengths as low as 14.4 kPa (300 psf) were obtained at a ±30 percent moisture content. It made no significant difference whether the samples were compacted at the standard or the modified effort.

Density, moisture content, and strength determinations were made on the brass liner samples of the embankment material obtained from borings progressed through the problem embankments. Moisture content profiles are shown in Figures 10-12. Density versus moisture content relationships are shown in Figure 13. As can be seen, the densities of the embankment samples were determined to be above the minimum required 90 percent standard Proctor density and the moisture contents were considerably wetter than optimum. The relationship between moisture content and undrained shear strength is shown in Figure 14. As indicated, the shear strengths obtained from tests performed on the brass liner samples of the embankments were generally higher than those for the bag samples. An explanation for this is that most of the material in the embankments had a chance to gain strength after placement. The sampling procedure may also have had an effect on the strengths obtained. The bag samples, on the other hand, were tested soon after they were compacted and thus were not allowed to gain strength with time (i.e., no thixotropic strength gain). The bag sample shear strengths are more typical of the shear strengths of embankments experiencing movement. This is true because along the active plane of movement, within the embankment, the soil has not had a chance to gain strength because of its constant movement and remolding action. This view is in agreement with other investigators (3–6) who have performed research on the strength characteristics of compacted clay embankments. Therefore, shear strengths obtained from the bag samples were used in analyzing the stability of the embankments.

Field Testing

The results of recorded field density tests in which moisture contents were obtained during construction are shown in Figure 13. The densities obtained were all above the minimum required 90 percent standard density, and the majority of the moisture contents were at or below the optimum moisture content of 20 percent as determined in the laboratory. The moisture contents determined during construction of the embankments are considerably lower than the moisture contents determined after construction. Some possible reasons for this are

- Field density test time and location (i.e., selective testing);
- Infiltration of water into previously accepted embankment lifts;
- Material placed wetter than optimum; and
- Sampling disturbance.

Strength of Fill Used in Stability Analyses

The engineering behavior of compacted cohesive soils is affected by moisture content, degree of saturation, method of compaction,
and compactive effort. Of all these factors, moisture content appears to play the most important role in the strength of the soil, as indicated from the plot of moisture content versus shear strength shown in Figure 9.

In addition, a distinction must be made between long-term stability and short-term stability, as this affects the selection of soil strength parameters used in the analyses of these embankment failures. Long-term failure starts to take place a relatively long period of time (perhaps years) after completion of embankment construction. Failure usually takes place close to the surface of the slope [less than 2.4 m (8 ft.)] deep as a result of loss of shear strength as the soil swells and takes on water to reach a point of equilibrium with respect to the elements. Shear cracks usually first show up in the slope or outer portions of the shoulder. Long-term drained soil strength parameters are used in the stability analyses of embankments failing in this manner.

In the short-term case, failure starts to take place deep within the embankment (verified by inclinometers) and within a short time (days or months) after completion of embankment construction. Failure is associated with a deep outward squeezing of soil from within the lower portions of the embankments due to the overlying loads from the upper portions of the embankments. Because the movements are initially deep within an embankment, the movement cracks first show up in the shoulder or pavement. Because the movements exhibited in the embankments were consistent with what would be expected for the short-term case, undrained soil strength parameters were used in all stability analyses.

Figures 10–12 show the moisture content profiles found to exist in borings progressed through the roadway embankments. These figures indicate that moisture contents approached or exceeded 30 percent at the time of failure in these embankments. Using these moisture content profiles, undrained shear strengths were selected for analysis from the relationship of moisture content versus shear strength obtained from Figure 9. From this relationship a shear strength of 14.4 kPa (300 psf) was used for analysis in the lower portions of the compacted embankments.

Stability Analyses

Slope stability analyses were performed to equate safe fill heights to shear strength using the simplified Bishop analysis. A fill height of 6.1 m (20 ft) was used for the problem embankments for the following reasons:

FIGURE 12 Depth versus moisture content for UWLS ramp.
The bottom 1.5 m (5 ft) of the 7.6-m (25-ft) high southbound embankment contained granular material.

- The fill height was actually 6.1 m (20 ft) for the northbound embankment, and the maximum moisture content occurred at the bottom.

- The fill height above the berm was 6.1 m (20 ft) for the UWLS ramp.

When incorporated with the results of laboratory testing, the results of these analyses show that embankments constructed of this material possessing an undrained shear strength of 14.4 kPa (300+ psf) can be built safely [factor of safety (F.S.) = 1.25] to a height of approximately 4.6 m (15 ft) and that the effective fill heights of 6.1 m (20 ft) in these areas run a high risk of failure, as actually happened. Figure 15 shows the results of a stability analysis performed on the UWLS ramp. An undrained shear strength of 26.3 kPa (550 psf) would have been required in order to ensure short-term stability of the embankment. Based on the relationship developed in Figure 9, the undrained shear strength required for stability (F.S. = 1.25) corresponds to a moisture content of 25 percent.

The moisture content found to exist in the lower portion of the fill (above the berm) approached 29 percent, corresponding to an undrained shear strength of 19.2 kPa (400+ psf).

**REMEDIAL TREATMENTS**

Recommendations were made to stabilize all the project embankments that were greater than 4.6 m (15 ft) high. Stabilization consisted of flattening the embankment side slopes because material was readily available and right-of-way was not a problem. Based on an average fill height of 6.1 m (20 ft), a required F.S. of 1.25, and an undrained shear strength of 14.4 kPa (300 psf), the slopes were flattened to 1 (vertical) on 3.5 (horizontal).

**CONCLUSIONS**

The results of the investigations into the embankment failures that occurred on this project revealed that the moisture contents in the fills exceeded the optimum moisture content at the standard effort.
FIGURE 14 Undrained shear strength versus moisture content for brass liner samples.

FIGURE 15 Stability analyses for UWLS ramp.
by as much as 10 percent. These moisture contents corresponded to undrained shear strengths deemed inadequate in ensuring stable embankments greater than 4.6 m (15 ft) high.

Moisture control would appear to be the answer if it were not for the fact that construction records showed that for the most part the fill met the density and moisture content requirements for the particular soil used. The difference between the construction records and post-failure results could not be adequately explained.

Since these high-plasticity clays are not used all that often in embankments of any great height, perhaps it would be better to assume that moisture contents in completed fills will exceed those desired by a certain percent and then design accordingly.

EMBANKMENT DESIGN IN NEW YORK STATE

The New York State Soil Mechanics Bureau seldom designs, in the strict sense, highway embankments. It has been the position of the bureau that strict adherence to the standard specification requirements will produce internally stable embankments constructed with side slopes of 1 vertical on 2 horizontal. For the most part this approach has worked quite well. Experiences in recent years have caused the bureau to modify its operating procedure concerning the use of low- to high-plasticity soils as embankment construction material. Embankments that are to be constructed 4.6 m (15 ft) or higher and have a strong probability of being constructed out of plastic soils are now more closely evaluated and, if deemed necessary, designed to prevent problems during construction. Provided right-of-way is not a problem, flattening the embankment side slopes is a common approach. Other methods might be the inclusion of geosynthetic reinforcement, stabilization of embankment soil with chemicals, or zoned construction (placement of granular materials in selected areas of the embankment).
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Compaction Control Criteria for Clay Hydraulic Barriers

MAJDI A. OTHMAN AND SCOTT M. LUETTICH

Compacted clays are commonly used as hydraulic barriers. In the construction of a clay hydraulic barrier it is important to use a water content–dry unit weight criterion that results in low hydraulic conductivity. Recently several compaction criteria have been proposed for the construction of soil hydraulic barriers. Discrepancies exist, however, in the acceptable water content–dry unit weight zones defined by these criteria. Three of these criteria are reviewed and compared. The advantages and disadvantages of each criterion are discussed in detail in this paper.

The first criterion defines the water content–dry unit weight zone corresponding to the required hydraulic conductivity graphically from laboratory compaction data for a range of compactive effort. The second criterion is based on the line of optimums, which identifies the leftmost boundary of the acceptable water content–dry unit weight zone. In the third criterion, the leftmost boundary of the zone is a contour of constant degree of saturation.

Background information on the effects of compaction variables on the hydraulic conductivity of soils is summarized. The three modern criteria described previously are presented and discussed, and an evaluation of these criteria is presented that suggests that the degree-of-saturation approach has desirable attributes and has several advantages over the other approaches.

A case history that illustrates the degree-of-saturation compaction criterion.

Compacted clays are commonly used as hydraulic barriers. Examples include the cores of earth dams, liners and covers of landfills, and liners of surface impoundments. Because the main purpose of a hydraulic barrier is to minimize flow, its hydraulic conductivity is of paramount importance.

Traditionally clay hydraulic barriers have been compacted in the field to achieve a minimum dry unit weight within a specified range of water content (typically wetter than the optimum water content). This approach has been criticized because it is unnecessarily restrictive and does not ensure low hydraulic conductivity (1,2). This approach is based primarily on achieving a minimum dry unit weight for adequate strength and limited compressibility instead of achieving a low hydraulic conductivity. Therefore the traditional compaction criterion is not considered acceptable for construction of hydraulic barriers and thus is not addressed further in this paper. For the clay hydraulic barrier to perform well, it must have a low hydraulic conductivity. Therefore a compaction criterion that is primarily based on hydraulic conductivity should be used for its construction.

Recently new criteria for the compaction of clay hydraulic barriers have been proposed that require defining a water content–dry unit weight zone that corresponds to the required hydraulic conductivity. Discrepancies exist, however, in the approaches proposed to determine the acceptable water content–dry unit weight zone. Three of these approaches are reviewed and compared in this paper. The advantages and disadvantages of each criterion are discussed with emphasis on efficiency, effectiveness, and practicality of use during construction. It should be noted that these criteria are based on hydraulic conductivity only. Other considerations such as shear strength and resistance to desiccation or freeze-thaw also need to be considered as part of the compaction criteria, but are not addressed in detail in this paper.

The first criterion defines the water content–dry unit weight zone corresponding to the required hydraulic conductivity graphically from laboratory compaction data for a range of compactive effort. The second criterion is based on the line of optimums, which identifies the leftmost boundary of the acceptable water content–dry unit weight zone. In the third criterion, the leftmost boundary of the zone is a contour of constant degree of saturation.

Factors affecting the hydraulic conductivity of compacted clays have been studied extensively (3–7). All studies have shown that molding water content and compactive effort have the greatest effect on hydraulic conductivity. Typical relationships among water content, compactive effort, dry unit weight, and hydraulic conductivity are shown in Figure 1 (4). Figure 1(b) shows that the dry unit weight of the soil reaches a maximum value at an “optimum water content” for a certain compactive effort. The line connecting the optimum water content points on compaction curves for various compaction efforts is commonly referred to as the “line of optimums.” This line is usually almost parallel to the line of full saturation (i.e., the zero air void line).

The hydraulic conductivity of the soil decreases with the increase of water content or compactive effort, as shown in Figure 1 (a). For water contents dry of optimum, the hydraulic conductivity is large and it decreases sharply as water content approaches optimum water content. When the soil is wetter than optimum, the hydraulic con-
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Throughout the paper, reference is made to degree of saturation. This is the initial (i.e., as compacted) degree of saturation and not the degree of saturation of the soil during or after permeation.

MODERN COMPACTION CONTROL CRITERIA

Graphical Approach

Daniel and Benson (1) proposed a graphical approach for determining the acceptable water content–dry unit weight zone. This approach is illustrated in Figure 2 for the data of Mitchell et al. (4). The approach consists of the following steps:

1. Specimens are compacted using three broad compactive efforts that are representative of efforts used in construction. Approximately five to six different specimens are compacted with each effort.
2. The compacted specimens are permeated to determine their hydraulic conductivity. The compaction curves and water content–hydraulic conductivity curves are plotted as shown in Figure 2.
3. Different symbols are used to distinguish between specimens with hydraulic conductivity greater than the maximum acceptable value and specimens with hydraulic conductivity less than or equal to the maximum acceptable value. In Figure 2, the maximum acceptable hydraulic conductivity is arbitrarily shown as $1 \times 10^{-7}$ cm/sec.

FIGURE 2 Graphical approach illustrated for data of Mitchell et al. (4): (a) hydraulic conductivity versus molding water content; (b) dry unit weight versus molding water content showing acceptable compaction zone (1 pcf = 0.157 kN/m$^3$).
4. The "acceptable" water content-dry unit weight zone is drawn to encompass the data points representing specimens with hydraulic conductivity equal to or less than the maximum acceptable hydraulic conductivity.

5. Although not addressed in this paper, Daniel and Benson (1) do make provisions to limit the acceptable zone to account for other considerations such as shear strength, shrinkage, swelling, and desiccation or settlement cracking.

This approach is clearly superior to the traditional approach because it is based primarily on hydraulic conductivity. This criterion can be used effectively in the construction of hydraulic barriers with low hydraulic conductivity as long as the soil used to construct the hydraulic barrier does not exhibit significant variability in compaction characteristics. It is the experience of the authors and several researchers (11,12), however, that in many cases the compaction characteristics of soil from the same borrow source may vary considerably because of slight changes in sand or gravel contents.

In these cases construction quality assurance technicians in the field find that the water content-dry unit weight relationship (i.e., the compaction curve) shifts during the course of construction, even when soil from one borrow source is used. Therefore the previously established acceptable water content-dry unit weight zone may not be valid for all soils excavated from the same borrow area. A new acceptable zone must be established for each soil excavated. Establishing a new zone can be expensive and may delay construction.

Problems can also arise from the inability to detect variations in the soils used to construct the hydraulic barrier in cases where testing frequencies are inadequate and soil variations are not visually recognized. In these cases using the established criterion may be restrictive or may not ensure low hydraulic conductivity. Even if all soils from the borrow area to be used in the construction of the hydraulic barrier were identified and an acceptable zone were defined for each one of them, having several compaction zones may be confusing to the technician in the field. The technician must be able to identify new soils excavated with certainty to determine which of the acceptable compaction zones should be used for its construction.

Line-of-Optimums Approach

Mundell and Bailey (13) and Benson and Boutwell (2) proposed criteria that are based primarily on compacting the soil wet of the line of optimums. On the wet side of optimum the soil has lower shear strength and thus the clods are easier to remold. This results in a dense, relatively homogeneous mass with a very fine pore size and thus low hydraulic conductivity (7,9,10). On the dry side of optimum the clods are harder and thus are typically more difficult to remold. Therefore soil compacted on the dry side of optimum contains larger pores, and as a result the hydraulic conductivity is higher.

In many cases, however, the maximum allowable hydraulic conductivity can still be achieved if the soil is compacted on the dry side of optimum. Figure 3 shows the acceptable water content-dry unit weight zone based on the line-of-optimums approach for the data of Mitchell et al. (4). The solid symbols represent soil specimens with hydraulic conductivity less than or equal to $1 \times 10^{-7}$ cm/sec. As shown in Figure 3, four of the eight specimens that have hydraulic conductivity less than or equal to $1 \times 10^{-7}$ cm/sec plot outside the acceptable zone based on the line-of-optimums approach. Other laboratory and field data presented in this paper also suggest that, depending on the type of clay, low hydraulic conductivity can be achieved by compaction on the dry side of the line of optimums.

Therefore the line-of-optimums approach may be restrictive in some cases. It is especially restrictive when considerations other than achieving low hydraulic conductivity, such as adequate shear strength or resistance to desiccation or freeze-thaw cracking, are also significant. For example, a soil liner placed on a steep slope may need to be compacted as dry as possible, while still achieving the required hydraulic conductivity, in order to gain the necessary shear strength for its stability. Similarly, recent research has shown that compacting the soil as dry as possible increases its resistance to desiccation and freeze-thaw damage (14,15).

Degree-of-Saturation Approach

As discussed earlier, the hydraulic conductivity of a compacted soil decreases with increasing degree of saturation. The degree of saturation combines the effects of water content and dry unit weight in one parameter. As the molding water content and dry unit weight are increased, so is the degree of saturation, and thus hydraulic conductivity decreases. An examination of Figure 1 suggests that degree of saturation can be used as a criterion for the compaction of clay hydraulic barriers. For the data shown in Figure 1, to achieve a hydraulic conductivity equal to or less than $1 \times 10^{-7}$ cm/sec, the soil must be compacted to a minimum degree of saturation of 83 percent.

Several researchers found strong correlations between hydraulic conductivity and degree of saturation for specimens obtained from compacted clay liners. Boutwell and Hedges (16) performed regression analyses on hydraulic conductivity data for Shelby tube specimens taken from liners from several sites. They found the logarithm of hydraulic conductivity to be inversely proportional to the degree of saturation to the third power. Similarly, Benson et al. (17) collected and analyzed data from more than 50 sites to identify variables with the greatest effect on hydraulic conductivity. They also found the hydraulic conductivity to decrease with the increase of degree of saturation. They found that at degrees of saturation greater than 90 percent, nearly all specimens had hydraulic conductivities of less than $1 \times 10^{-7}$ cm/sec.
Lahti et al. (18) performed laboratory and field hydraulic conductivity tests on a liner constructed using low-plasticity clay till at the Keele Valley Landfill at Maple, Ontario. The liner was required to achieve a hydraulic conductivity of $1 \times 10^{-8}$ cm/sec. The soil was compacted at water contents 2 to 3 percent wetter than optimum water content and to a dry unit weight greater than 95 percent of the maximum dry unit weight based on the standard Proctor (ASTM D698) compactive effort. Laboratory tests performed on Shelby tube specimens obtained from the liner showed a geometric mean hydraulic conductivity of $8 \times 10^{-9}$ cm/sec. Field hydraulic conductivity tests consisted of six 15-m × 15-m lysimeters. The geometric mean hydraulic conductivity calculated from flow rates in the lysimeters was $9 \times 10^{-9}$ cm/sec. Lahti et al. (18) concluded that to achieve the acceptable hydraulic conductivity of $1 \times 10^{-8}$ cm/sec, the clay till must be compacted at water contents greater than the optimum water content based on the standard Proctor compactive effort.}

The degree-of-saturation approach has several desirable practical characteristics. First, with this approach one parameter—degree of saturation—replaces the two parameters used in the other approaches—water content and dry unit weight.

The second advantage of this approach is that it is numerical. The technician in the field can easily and accurately determine whether the soil passes or fails the compaction criteria by comparing the actual degree of saturation to the minimum required degree of saturation. Nuclear moisture/density gauges, which are commonly used to measure water content and dry unit weight in the field, can also be programmed by manufacturers to calculate and display degree of saturation.

The third advantage of this approach is that the minimum degree of saturation required to achieve the maximum design hydraulic conductivity is not sensitive to natural variations in soil composition. A small change in sand or gravel content has little effect on saturation–hydraulic conductivity relationships as long as the sand and gravel fractions are not dominant (11). Therefore, unlike the graphical approach, where variability in soil compaction characteristics may require defining multiple acceptance zones, with the degree-of-saturation approach, one criterion can be used for soils with only small variations in composition.

### LABORATORY DATA

Compaction and hydraulic conductivity data from several laboratory studies have been analyzed to establish a relationship between hydraulic conductivity and degree of saturation. Table 1 summarizes the properties of the soils used in these studies and shows that the soils vary in composition and compaction characteristics.

Figures 4 through 6 show the compaction and hydraulic conductivity–water content relationships for Wisconsin soils A, B, and C studied by Othman and Benson (19). These relationships are similar to those shown in Figure 1 and are typical of clays. The solid symbols in the figures represent specimens with hydraulic conductivity equal to or less than $1 \times 10^{-7}$ cm/sec. As shown in Figures 4 (b), 5 (b), and 6 (b), these data points plot generally parallel to the line of full saturation.

The effect of degree of saturation on hydraulic conductivity of the Wisconsin soils is shown in Figure 7. The two lines shown in Figure 7 encompass the data points and assist in showing the trend exhibited by the data. Although the three clays are significantly different in composition and compaction characteristics, they demon-

### TABLE 1 Characteristics of Soils Used in Laboratory Studies and Soil Specimens from Liners of Several Landfills

<table>
<thead>
<tr>
<th>Reference</th>
<th>Soil</th>
<th>USCS Classification</th>
<th>LL(%)</th>
<th>PI(%)</th>
<th>P200(%)</th>
<th>$\Sigma$ Clay Fraction (%)</th>
<th>Optimum Water Content (%)</th>
<th>Maximum Dry Unit Weight (pcf)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Laboratory Studies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Wisconsin A</td>
<td>CL</td>
<td>34</td>
<td>16</td>
<td>85</td>
<td>58</td>
<td>16.0</td>
<td>114.5</td>
</tr>
<tr>
<td></td>
<td>Wisconsin B</td>
<td>CL</td>
<td>42</td>
<td>19</td>
<td>99</td>
<td>77</td>
<td>18.5</td>
<td>107.0</td>
</tr>
<tr>
<td></td>
<td>Wisconsin C</td>
<td>CH</td>
<td>84</td>
<td>60</td>
<td>71</td>
<td>58</td>
<td>26.0</td>
<td>93.5</td>
</tr>
<tr>
<td>20</td>
<td>Wisconsin A</td>
<td>CL</td>
<td>36</td>
<td>19</td>
<td>88</td>
<td>61</td>
<td>15.0</td>
<td>116.0</td>
</tr>
<tr>
<td>1</td>
<td>Type A</td>
<td>-</td>
<td>55</td>
<td>27</td>
<td>-</td>
<td>-</td>
<td>29.0</td>
<td>92.0</td>
</tr>
<tr>
<td></td>
<td>Type B</td>
<td>-</td>
<td>34</td>
<td>18</td>
<td>-</td>
<td>-</td>
<td>17.0</td>
<td>109.0</td>
</tr>
<tr>
<td>4</td>
<td>Silty Clay</td>
<td>CL</td>
<td>37</td>
<td>14</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Field Soil Specimens</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>CL</td>
<td>45</td>
<td>24</td>
<td>82</td>
<td>42</td>
<td>18.8</td>
<td>106.6</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>CL</td>
<td>35</td>
<td>12</td>
<td>57</td>
<td>-</td>
<td>14.3</td>
<td>116.8</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>CH</td>
<td>63</td>
<td>42</td>
<td>96</td>
<td>53</td>
<td>20.5</td>
<td>103.9</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>ML</td>
<td>37</td>
<td>12</td>
<td>64</td>
<td>33</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>GC</td>
<td>26</td>
<td>8</td>
<td>16</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>SC</td>
<td>32</td>
<td>10</td>
<td>14</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>SW-SM</td>
<td>30</td>
<td>7</td>
<td>10</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

*LL = Liquid Limit; PI = Plasticity Index

$^b$Percent Passing No. 200 Sieve (0.075 mm)

$^c$Standard Proctor (ASTM D698), 1 pcf = 0.157 kN/m$^2$
strate almost the same relationship between hydraulic conductivity and degree of saturation. As the degree of saturation increases, hydraulic conductivity decreases. For the three clays, maximum hydraulic conductivities of $1 \times 10^{-6}$, $1 \times 10^{-7}$, and $1 \times 10^{-8}$ cm/sec are achieved at degrees of saturation of approximately 77, 88, and 100 percent, respectively. Therefore, to ensure that the hydraulic conductivity of any of these soils is less than $1 \times 10^{-7}$ cm/sec, for example, the soil must be compacted to a degree of saturation greater than 88 percent.

Figure 8(a) shows the relationship between hydraulic conductivity and degree of saturation for data from laboratory studies on all the soils listed in Table 1. As shown, some variability exists in the data; however, a trend of decreasing hydraulic conductivity with increasing degree of saturation is evident.

**FIELD DATA**

Hydraulic conductivity tests were conducted on specimens obtained from compacted clay liners at several sites, and the data were collected and analyzed to evaluate the degree-of-saturation approach and to confirm findings based on the laboratory data. Table 1 summarizes the properties of the soils used at the different sites and shows that the soils vary in composition and compaction characteristics.

Figure 8(b) shows the relationship between degree of saturation and hydraulic conductivity for all of the field and laboratory specimens. Laboratory and field data show similar degree of saturation–hydraulic conductivity relationships. There is a clear trend in Figure 8(b) of decreasing hydraulic conductivity with increasing degree of saturation.

**CASE HISTORY**

A test fill program was performed for a landfill in the western United States to fulfill permit conditions that require that a compacted clay liner test fill be constructed before secure cell construction. In accordance with Environmental Protection Agency (EPA) guidance documents, construction of the test fill was performed using the same soil, equipment, and procedures that will be used to construct the compacted clay components of the secure cell liner system. The EPA guidance documents also required that the hydraulic conductivity of the test fill be evaluated using field testing techniques.

The test fill program consisted of the following steps:

1. A preconstruction laboratory testing program was performed to quantify index properties of the soil and to establish an acceptable compaction zone (ACZ) on the basis of laboratory hydraulic conductivity tests conducted on laboratory-compacted (i.e., remolded) specimens.

2. A construction-phase laboratory testing program was conducted to confirm index properties of the soil and to evaluate the ACZ on the basis of laboratory hydraulic conductivity tests conducted on samples obtained from the test fill.
78 percent is required to achieve a hydraulic conductivity of less than 1 x 10⁻⁷ cm/sec. Clearly both sets of data can be described using the same relationship. Figure 9, as shown in Figure 9, indicates that the soil is classified as a clay of high plasticity according to the Unified Soil Classification System. The composition and index properties of the soil are shown in Table 1 (Soil 3). The ACZ established during the preconstruction laboratory testing program (i.e., the "lab ACZ"), as shown in Figure 9, indicates that the soil achieves a hydraulic conductivity less than 1 x 10⁻⁷ cm/sec when compacted in the laboratory to a wide range of water content-dry unit weight conditions. Preliminary boundaries were also established for the zone shown in Figure 9 to account for shrinkage and shear strength.

Results of the preconstruction laboratory testing program indicated that the soil is classified as a clay of high plasticity according to the Unified Soil Classification System. The composition and index properties of the soil are shown in Table 1 (Soil 3). The ACZ established during the preconstruction laboratory testing program (i.e., the "lab ACZ"), as shown in Figure 9, indicates that the soil achieves a hydraulic conductivity less than 1 x 10⁻⁷ cm/sec when compacted in the laboratory to a wide range of water content-dry unit weight conditions. Preliminary boundaries were also established for the zone shown in Figure 9 to account for shrinkage and shear strength.

Results of the construction-phase laboratory testing program indicated that the ACZ determined from undisturbed field samples (i.e., the "field ACZ") is relatively similar to the lab ACZ established during the preconstruction testing program. Figure 10 shows the relationship between degree of saturation and hydraulic conductivity for the laboratory and field specimens. Clearly both sets of data can be described using the same relationship. Figure 10 indicates that a minimum degree of saturation of approximately 78 percent is required to achieve a hydraulic conductivity of less than 1 x 10⁻⁷ cm/sec.

Information obtained during the preconstruction and construction laboratory testing programs was used to select a set of target compaction (i.e., water content-dry unit weight) conditions for construction of a prototype soil liner. The target conditions, shown in Figure 9, were selected to be within the field ACZ. A prototype soil liner was constructed using the clay soil and the target compaction conditions. Field testing of the hydraulic conductivity of the prototype compacted soil liner was conducted using a sealed double-ring infiltrometer (SDRI). The field-measured hydraulic conductivity of the prototype soil liner from the SDRI test was approximately 2 x 10⁻⁸ cm/sec. This value corresponded well with the hydraulic conductivity that would be predicted from both the lab and field ACZ, as shown in Figure 10.

Results of the test fill program conducted using the clay soil were used to establish an ACZ to be used during actual construction of the clay components of the liner system. The ACZ represents the compaction conditions that will yield a high probability of achieving a hydraulic conductivity during construction that is less than 1 x 10⁻⁷ cm/sec. In addition, lower-side boundaries were established for the ACZ based on minimum shear strength and workability requirements of the compacted clay component of the liner system.

From the test fill program it is concluded that the acceptable compaction zone may be most efficiently defined in terms of the minimum degree of saturation required to achieve a low hydraulic conductivity. Agreement between laboratory and field data suggests that the degree-of-saturation approach is valid and effective in predicting and controlling hydraulic conductivity of clay hydraulic barriers.

**SUMMARY AND CONCLUSIONS**

In this paper, criteria currently used for compacting soil hydraulic barriers are reviewed. Compaction criteria define an acceptable water content-dry unit weight zone. The paper examines three modern compaction criteria that require defining a water content-dry unit weight zone that corresponds to the maximum required hydraulic conductivity. The modern criteria reviewed are the graphical approach, the line-of-optimums approach, and the degree-of-saturation approach. The advantages and deficiencies of each approach are discussed with emphasis on efficiency, effectiveness, and practicality of use in construction. It was concluded...
that the graphical approach may be impractical when the soils in the field exhibit significant variability in compaction characteristics. The line-of-optimums approach may be too restrictive, since the maximum required hydraulic conductivity may be achieved on the dry side of optimum.

The degree-of-saturation approach appears to have desirable attributes and has several advantages over the two other approaches. Only one parameter—the degree of saturation—is used to control and predict hydraulic conductivity. This factor, and the fact that this approach is numerical, makes construction quality control in the field easier and more efficient. Furthermore, unlike the compaction curve, the hydraulic conductivity–degree of saturation relationship is typically not sensitive to the natural variations of soil composition. Therefore, one criterion can be used for soils with small variations in composition.

Laboratory and field data on compaction and hydraulic conductivity of many soils were examined to evaluate the degree-of-saturation approach. The data show that degree of saturation can be used to accurately predict and control hydraulic conductivity. Hydraulic conductivity decreased with increasing degree of saturation for all soils examined. This result is consistent with the findings of other investigators (16–18). A case history that illustrates the use of the degree-of-saturation compaction criterion in the construction of a landfill liner is presented. It is concluded that degree of saturation can be used as a compaction control criterion during construction of clay hydraulic barriers.
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Behavior of Expanded Polystyrene Blocks

T. Preber, S. Bang, Y. Chung, and Y. Cho

An innovative construction material, expanded polystyrene blocks (EPS blocks), has been introduced in geotechnical engineering in recent years. Because of its extremely light weight and ease in handling, it provides an alternative to conventional backfill, embankment earth materials, and lightweight fill. It is anticipated that the use of EPS blocks in the construction industry may result in substantial cost savings. New applications of EPS blocks as structural elements are expected to emerge as engineers learn more about this material. A series of laboratory tests were conducted to determine the mechanical properties of EPS blocks. Included are the results of undrained triaxial tests with volume change measurements for the determination of a constitutive relationship, a repeated loading test, punching shear tests, and a long-term creep test. The test results show several distinctive material characteristics, including a bilinear stress-strain relationship and negative Poisson's ratio that are not common in conventional construction materials. The results of this study can readily be incorporated in detailed analyses of various geotechnical engineering structures constructed with EPS blocks.

The geotechnical engineering and construction industries have been seeking inexpensive, lightweight construction materials for backfill against retaining structures, fill for embankments on soft ground and beneath pavements, and replacement material for slope stabilization. The use of lightweight materials has been considered a technically acceptable and economical solution to many instability and settlement problems related to weak and highly compressible soils.

Super-light expanded polystyrene blocks (EPS blocks) have been used in the road construction industry as a lightweight material for nearly three decades. The literature indicates that the Norwegian Road Research Laboratory has successfully used EPS blocks on more than 100 projects. It has been reported that the EPS blocks produce almost no lateral pressure on the bridge abutment walls. EPS blocks have also been used extensively as frost-proofing layers in highways in Europe and North America.

One of the first projects in which EPS blocks were used was the U.S. 160 reconstruction project in Colorado. Another large-scale project in the United States was the 1987 reconstruction of a failed 60-m long section of U.S.-160 near Durango, Colorado. EPS blocks were selected mainly because the fragile slope could not support any more weight than the highway itself.

Expanded polystyrene has typically been used as insulation and packaging material. Its density is approximately 0.15 to 0.3 kN/m³, equivalent to 0.6 to 0.9 the density of water. It is therefore extremely light, producing almost no gravity-induced stress, and is easy to handle. It also has extremely low thermal conductivity and can therefore be used as an insulation material in cold regions with frost-susceptible soils. It is stable chemically, and it is not subject to decay. However, it must be protected from petroleum distillates, fire, ultraviolet light, and vandalism. Because of its light weight, the cost of conventional earth work can be dramatically reduced if EPS blocks are used under certain circumstances. Engineering structures constructed with EPS blocks are expected to experience lower stresses than those constructed with conventional materials, resulting in smaller structural sections and thereby substantial cost savings.

DETERMINATION OF MATERIAL BEHAVIOR

A series of laboratory tests was performed on samples cut from EPS blocks for determination of the constitutive relationship, punching shear resistance, material characteristic under a repeated loading, and long-term creep characteristic. The stress-strain relationship was determined from uniaxial compression tests and four sets of undrained triaxial tests on EPS samples of different densities. Each set consisted of four different confining pressures (0, 21, 41, and 62 kPa). The volume change behavior of the EPS samples was also observed during the triaxial tests. The creep behavior of the EPS material was monitored from a sample under an axial load of 24 kPa. The EPS material is identified by its unit weight [i.e., pounds per cubic foot (pcf)], which also represents the product name.

The details of the EPS samples and the stress conditions applied in various laboratory tests are presented in Table 1. The maximum confining pressure applied in undrained triaxial testing was limited to less than 62 kPa because the samples deformed excessively under confining pressures greater than 62 kPa.

Uniaxial Compressive and Undrained Triaxial Tests

Figures 1 through 3 show typical results obtained from the unconfining compression and undrained triaxial tests. The shapes of the stress-strain curves are similar regardless of the material unit weight and confining pressure. The stress-strain relationship is typically bilinear.

The test results indicate that, in general, as the unit weight of the EPS blocks increases, both the initial and plastic moduli increase, with the plastic modulus increasing at a lower rate. The test results also indicate that the material strength increases with unit weight. With increasing confining pressure, the initial modulus decreases but the plastic modulus increases.

Stress-Strain Relationship of EPS Blocks

To establish a detailed stress-strain relationship, four parameters were selected, as shown in Figure 4. These parameters are defined as follows:
TABLE 1 Summary of Laboratory Tests

<table>
<thead>
<tr>
<th>Type of Test</th>
<th>Uniaxial Compression</th>
<th>Triaxial Compression</th>
<th>Punch Shear</th>
<th>Creep</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of Material (pcf)</td>
<td>1.1, 1.25</td>
<td>1.1, 1.25</td>
<td>1.1, 1.25</td>
<td>1.5</td>
</tr>
<tr>
<td>Confining Pressure (kPa)</td>
<td>1.5, 2.0</td>
<td>1.5, 2.0</td>
<td>1.5, 2.0</td>
<td></td>
</tr>
<tr>
<td>Axial Stress (kPa)</td>
<td>41, 62</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Confining Pressure 0 kPa

Volume Change

Volume Change

FIGURE 1 Undrained triaxial test on 1.25-pcf EPS.

FIGURE 2 Undrained triaxial test on 1.5-pcf EPS.
FIGURE 3  Undrained triaxial test on 2.0-pcf EPS.

FIGURE 4  Parameters describing constitutive relationship.
\( E_i \) = Initial modulus.

\( E_p \) = Plastic modulus.

\( I \) = Intersection of the axial stress axis and the plastic tangent line.

\( Y_o \) = Axial stress value corresponding to strain \( X_o \).

In addition, \( X_o \) is the strain value at the intersection of the initial tangent line and the plastic tangent line. This can be determined analytically from \( E_i, E_p, \) and \( I \).

The axial stress-strain relationship of the EPS blocks is proposed to follow

\[
\sigma = (I + E_p \varepsilon) \left[ 1 - \exp \left( - \frac{C \varepsilon - E_i \varepsilon}{I} \right) \right]
\]

where \( \sigma \) is axial stress and \( \varepsilon \) is axial strain.

\[
C = \frac{-E_i}{I X_o} - \frac{1}{X_o^2} \ln \left[ 1 - \frac{Y_o}{I + E_p X_o} \right]
\]

This expression satisfies all the requirements specified previously: the initial modulus, the asymptote defined by the plastic modulus, the yield stress, and the stress-strain data coordinate. This mathematical expression is chosen on the basis of the shape of the observed stress-strain curves.

From this stress-strain expression, the instantaneous tangent modulus of the EPS material can be obtained by differentiating the axial stress with respect to the axial strain. The following steps describe how the four parameters can be evaluated as functions of the EPS material density and the confining pressure.

1. Determine the values of each parameter from the stress-strain curves obtained from the undrained triaxial tests, as shown in Tables 2 through 5.

2. Plot the values of the parameters determined in Step 1 as a function of the confining pressure for each unit weight of the EPS blocks (Figures 5 through 8).

3. Establish the curves corresponding to the highest and the lowest unit weights of the EPS material, representing each parameter. These are shown in Figures 5 through 8 as the limiting curves (solid lines).

4. Interpolate the limiting curves determined in Step 3 for intermediate unit weights of the EPS material (dotted lines).

Though the actual variations of the parameters are somewhat scattered, straight lines have been used in the figures to show the variations. The generalized equations for each parameter are as follows:

\[
I = (-107 + 910\gamma) + (0.63 - 6.32\gamma)\sigma_3
\]

\[
E_i = (-4,180 + 39,000) + (-6.2 - 53\gamma)\sigma_3
\]

\[
E_p = (104 + 440\gamma) + (-3.6 + 150\gamma)\sigma_3
\]

\[
Y_o = (1.4 + 905\gamma) + (-1.1 + 4.5\gamma)\sigma_3
\]

where \( \gamma \) is the unit weight of EPS material (kN/m³) and \( \sigma_3 \) is the confining pressure (kPa).

**Poisson’s Ratio**

Poisson’s ratio of the EPS material has been evaluated by measuring the volume change of the EPS samples during the undrained triaxial tests, as shown in Tables 2 through 5.

*Unused data in regression analysis*

**TABLE 2** \( \varepsilon \) Values from Triaxial Tests (kPa)

<table>
<thead>
<tr>
<th>Type of EPS</th>
<th>1.0 pcf</th>
<th>1.25 pcf</th>
<th>1.5 pcf</th>
<th>2.0 pcf</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>22.4</td>
<td>16.5</td>
<td>19.7</td>
<td>22.7</td>
</tr>
<tr>
<td>21</td>
<td>31.7</td>
<td>29.4</td>
<td>30.3</td>
<td>31.7</td>
</tr>
<tr>
<td>41</td>
<td>16.2</td>
<td>16.2</td>
<td>17.9</td>
<td>18.7</td>
</tr>
<tr>
<td>62</td>
<td>10.0</td>
<td>10.0</td>
<td>15.2</td>
<td>15.2</td>
</tr>
</tbody>
</table>

**TABLE 3** \( E_i \) Values from Triaxial Tests (kPa)

<table>
<thead>
<tr>
<th>Type of EPS</th>
<th>1.0 pcf</th>
<th>1.25 pcf</th>
<th>1.5 pcf</th>
<th>2.0 pcf</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1536</td>
<td>1536</td>
<td>1536</td>
<td>1536</td>
</tr>
<tr>
<td>21</td>
<td>2234</td>
<td>2234</td>
<td>2234</td>
<td>2234</td>
</tr>
<tr>
<td>41</td>
<td>2955*</td>
<td>2955*</td>
<td>2955*</td>
<td>2955*</td>
</tr>
<tr>
<td>62</td>
<td>1207</td>
<td>1207</td>
<td>1207</td>
<td>1207</td>
</tr>
</tbody>
</table>

*Unused data in regression analysis*

**TABLE 4** \( E_p \) Values from Triaxial Tests (kPa)

<table>
<thead>
<tr>
<th>Type of EPS</th>
<th>1.0 pcf</th>
<th>1.25 pcf</th>
<th>1.5 pcf</th>
<th>2.0 pcf</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>297*</td>
<td>297*</td>
<td>297*</td>
<td>297*</td>
</tr>
<tr>
<td>21</td>
<td>169</td>
<td>169</td>
<td>169</td>
<td>169</td>
</tr>
<tr>
<td>41</td>
<td>254</td>
<td>254</td>
<td>254</td>
<td>254</td>
</tr>
<tr>
<td>62</td>
<td>261</td>
<td>261</td>
<td>261</td>
<td>261</td>
</tr>
</tbody>
</table>

*Unused data in regression analysis*

**TABLE 5** \( Y_o \) Values from Triaxial Tests (kPa)

<table>
<thead>
<tr>
<th>Type of EPS</th>
<th>1.0 pcf</th>
<th>1.25 pcf</th>
<th>1.5 pcf</th>
<th>2.0 pcf</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>20.8</td>
<td>20.8</td>
<td>20.8</td>
<td>20.8</td>
</tr>
<tr>
<td>21</td>
<td>28.4</td>
<td>28.4</td>
<td>28.4</td>
<td>28.4</td>
</tr>
<tr>
<td>41</td>
<td>12.4</td>
<td>12.4</td>
<td>12.4</td>
<td>12.4</td>
</tr>
<tr>
<td>62</td>
<td>9.3</td>
<td>9.3</td>
<td>9.3</td>
<td>9.3</td>
</tr>
</tbody>
</table>

*Unused data in regression analysis*
FIGURE 5 Variation of $I$ value.

FIGURE 6 Variation of $E_i$ value.
FIGURE 7 Variation of $E_p$ value.

FIGURE 8 Variation of $Y_0$ value.
axial tests. The samples were separated from the surrounding cham ber water by a thin rubber membrane. The volume change of the EPS samples was determined by measuring the amount of water flowing into or out of the triaxial chamber during the test. The test setup is shown in Figure 9.

The Poisson’s ratios were calculated at the intersection of two tangent lines of the stress-strain curves and at large stress values as shown in Tables 6 and 7. The procedure of computing the Poisson’s ratio from the measured volume change follows.

**TABLE 6 Poisson’s Ratio at Intersection**

<table>
<thead>
<tr>
<th>Confining Pressure (kPa)</th>
<th>Type of EPS</th>
<th>1.0 pcf</th>
<th>1.25 pcf</th>
<th>1.5pcf</th>
<th>2.0 pcf</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.175</td>
<td>0.301</td>
<td>0.142</td>
<td>0.381</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.332</td>
<td>0.295</td>
<td>0.163</td>
<td>0.380</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>-0.440</td>
<td>-0.110</td>
<td>0.075</td>
<td>0.259</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.270</td>
<td>-0.005</td>
<td></td>
<td>0.005</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>-0.420</td>
<td>-0.250</td>
<td>0.052</td>
<td>0.170</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.182</td>
<td>-0.029</td>
<td></td>
<td>0.037</td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>-0.750</td>
<td>-0.420</td>
<td>-0.149</td>
<td>0.037</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.610</td>
<td>-0.285</td>
<td>-0.029</td>
<td>0.065</td>
<td></td>
</tr>
</tbody>
</table>

Poisson’s ratio is defined by Desai and Siriwardane (8) and Gere and Timoshenko (9) as

\[
\text{Poisson's ratio} = \frac{\text{lateral strain}}{\text{axial strain}} = \frac{H \Delta R}{R \Delta H}
\]  

(3)

The total volume of the original sample is the same as that of the deformed sample plus the change in volume of water, as shown in Figure 10:

\[
\text{Total volume} = V_o + \frac{\pi R^2}{4} H = V_o + \Delta V_o + \frac{(R + \Delta R)^2}{4} (H - \Delta H)
\]

(4)

By combining Equations 3 and 4 and neglecting the second-order terms, one obtains

\[
\text{Poisson's ratio} = \frac{\pi R^2 \Delta H - 4 \Delta V_o}{2 \pi R^2 \Delta H}
\]

(5)

As can be seen in Figures 11 and 12, Poisson’s ratio starts with approximately 0.2 at zero confining pressure. It decreases as the confining pressure increases and finally falls below zero as the confining pressure increases further. The figures indicate that this observation is more or less the same for both cases, that is, Poisson’s
FIGURE 11  Poisson's ratio at intersection.

FIGURE 12  Poisson's ratio at failure.
ratio at the intersection point and at failure, although the samples with lower unit weights tend to exhibit lower Poisson’s ratios. On the basis of the limited data obtained, the volume change behavior of the EPS material can be approximated as

$$
\mu = 0.2 - 0.5 \frac{\sigma_3}{62 \text{ kPa}} \quad \text{for } 0 \leq \sigma_3 \leq 62 \text{ kPa}
$$

(6)

where $\mu$ is Poisson’s ratio and $\sigma_3$ is confining pressure (kPa).

It is noted that the past observations of reduced lateral earth pressures acting on retaining walls when the EPS blocks were used as backfills can be explained from the negative values of the Poisson’s ratio. If Poisson’s ratio indeed becomes negative, parts of the sides of the EPS blocks that have been in contact with the retaining walls may cave inward as the stress increases, resulting in partial separation from the retaining wall. Full-scale field instrumentation study is needed to verify this postulation.

**Punching Shear Tests**

In many geotechnically engineered structures, shear stresses combine with normal stresses, developing especially at and near the edges of the structures. Hence this combined stress condition needs to be simulated in laboratory testing. The punching shear test is one possible method of simulating this condition, since it produces both shear and normal stresses simultaneously. Figures 13 and 14 show the results of two typical punching shear tests. The stress-strain relationship curves are nonlinear. The punching shear strength increases rapidly at small strain, but its increasing ratio reduces gradually as the shear strain increases.

The punching shear strength of the EPS material increases about 300 percent from 1- to 1.25-pcf EPS material. However, the percent increase in punching shear strength decreases as the unit weight increases further. The maximum punching shear strengths are approximately 83, 275, 410, and 550 kPa for EPS samples of 1, 1.25, 1.5, and 2 pcf, respectively.

**Repeated Loading Test**

EPS blocks have been used frequently beneath pavement as either a frost-proofing layer or a load-bearing subgrade layer. For this reason, a simple repeated loading test was conducted on a 1.5-pcf EPS sample under a repeating axial stress of 72 kPa in a one-dimensional consolidometer.

The test results show that virtually zero permanent, nonrecoverable axial strain remains after 300 cycles of axial stress application, indicating that the resilient modulus of the EPS material is almost identical to the elastic modulus. This indicates that the EPS blocks can perform well under the repeated loading condition as long as the maximum stresses are less than its yield strength. However, testing for a higher number of load cycles may be necessary to confirm this behavior.

**Creep Test**

Figure 15 shows the results of a creep test on a 1.5-pcf EPS sample under a constant axial stress of 24 kPa. Through extrapolation, one can estimate the creep strain rate of less than 0.6 percent a year, indicating the relative insensitivity of the EPS material to creep.

![FIGURE 13 Punch shear test on 1.25-pcf EPS.](image)
CONCLUSION

Various laboratory tests on EPS samples have been conducted to characterize behavior under constant and repeated loading conditions. Although there is some scatter in the test data, a general distinctive behavior of the EPS material has been observed. One possible explanation of the data scatter is sample inhomogeneity created during the manufacturing process. The EPS blocks are produced by a sudden expansion, which usually creates nonuniform material properties, possibly leaving localized dense or loose pockets.

In general, as the unit weight of the EPS material increases, both the initial and plastic moduli increase, with the plastic modulus in-
creasing at a slower rate. The EPS material becomes stronger as the unit weight increases. With an increase in confining pressure, the initial modulus decreases while the plastic modulus increases. Poisson’s ratio remains greater than zero at low confining pressures but starts to decrease and eventually drops below zero as the confining pressure further increases.

The EPS blocks have been tested and found reliable under working stress conditions against both creep and repeated stresses. Straight lines have been used to show Poisson’s ratio and the parameters defining the nonlinear stress-strain relationship of the EPS material. This linearization is mainly due to the limited number of data available. Further refinement of the EPS material characterization needs to be made considering wider ranges of stress and strain magnitudes.
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Investigation of Road Widening on Soft Soils Using a Small Centrifuge

H.G.B. ALLERSMA, L. RAvenSWAAY, AND E. Vos

Increasing traffic in the Netherlands increases the demand for roads to be widened. In several cases the sand body of the roads is founded on soft soils. To widen these roads, the width of the sand body has to be increased. The widening process can cause cracks in the asphalt layer of the original road, which has to be prevented as much as possible. To investigate the effect of different methods of road widening, a test program was carried out in the small geotechnical centrifuge of the University of Delft. Two different methods of widening were simulated: the horizontal method and the gap method. The excess pore water pressure was taken into account, and the deformation of the clay layer and sand body was measured by means of image processing. Although the differences in deformations measured were small, it could be seen clearly that the horizontal widening method caused more horizontal displacements than the gap method. This indicates that cracking of the asphalt layer could be minimized by using the gap method of construction.

In the western Netherlands the subsoil consists of a thick layer of soft soils, such as peat and clay. In some cases traditional road widening on these soft soils causes serious problems, such as large settlements. For example, in the west of the Netherlands the motorway from Rotterdam to Antwerp was widened during 1988-1990. In the sections close to the Van Brienenoord Bridge, embankments higher than 5 m were needed. The subsoil at that location consists of peat and soft clay layers with a thickness of more than 10 m. The subsoil was already covered with a thick layer of sand to obtain an embankment as a base for the asphalt pavement. It was decided to construct the widening of the embankment in stages of horizontal sand layers of 0.5 m in a month. During construction it was found that serious longitudinal cracking occurred in the existing asphalt pavement. To eliminate this cracking, it was decided to modify the construction method, first constructing an embankment close to the existing embankment and then filling the remaining gap. It was expected that this so-called gap method would lead to a reduction in horizontal deformations in the existing embankment and consequently a reduction in the cracking of the asphalt pavement. The gap method was applied in the last sections of this widening project. The consensus is that a reduction in the cracking can indeed be achieved.

Because more roads in the Netherlands have to be widened, the Road and Hydraulic Engineering Division of Rijkswaterstaat initiated a research project to study this subject in a more consistent and systematic way. It was decided to study this problem both numerically (7) and experimentally. The experimental approach, discussed in this paper, focuses on a comparison of the two construction methods in well-defined experimental conditions using scale models in a centrifuge. Very little centrifuge research has been done on the widening of embankments. Most of the embankments investigated in a centrifuge were embankments stabilized by reinforcement (2) or founded on consolidated clay (3).

A test program was carried out in the small geotechnical centrifuge of the University of Delft to investigate the effect of different methods of widening embankments founded on soft soil. Most tests were performed on a clay layer with a thickness of approximately 0.07 m. At 100 g the same shear stresses can be simulated as in a clay layer of 7 m, so a small model in the centrifuge behaves in a manner similar to the prototype. The soft clay sample was prepared by consolidating a clay slurry in a centrifuge. The widening of the original sand body was performed in flight by means of a sand pluviation machine. The position of the hopper and the amount of sand to be sprinkled during translation of the hopper was controlled from the keyboard of a personal computer (PC). Different widening methods were simulated and the excess pore water pressure was taken into account. In centrifuge tests the same pore water pressure can be generated as in reality. Because the real dimensions of the model are a hundred times smaller than the prototype problem, the consolidation time is reduced by the square of the artificial gravity. The deformation of the clay layer and sand body was measured by means of image processing on the PC. A special technique was developed to copy a grid on the surface of a black or white clay without removing boundaries, and the reproducibility of the samples was extremely good, which was essential for visualizing the slight differences caused by the different widening procedures. As far as possible the test results were compared with numerical calculation methods.

The soil parameters were determined in the laboratory by compression tests and triaxial tests, and in-flight vane tests were used to investigate whether the clay was homogeneous and whether all clay samples had the same strength. Embankment tests were performed to validate the soil parameters found and investigate whether the clay model behaved as expected. From these embankment tests the maximum embankment height was found. To investigate the two widening methods, several tests were performed. The pore pressure measurements were used to determine the waiting time between the construction of the different layers.

EQUIPMENT

Investigations of the different methods of embankment widening were conducted using the small geotechnical centrifuge at the University of Delft (4). One disadvantage of a small centrifuge is the limitation in the use of sensors during a test. This restriction, however, is partly compensated for by applying image processing techniques to the video images obtained from the onboard video camera (5, 6). Image processing software digitizes the coordinates of the nodes of a grid on a clay surface. Because the grid can be copied on
the clay surface without removing the transparent boundaries, the deformation of soft clay layers can be monitored accurately.

**Sand Sprinkler**

A computer-controlled sand sprinkler was developed to make embankments in flight (Figure 1). The sand hopper and sprinkler system can be translated over a range of 150 mm. Several options can be assessed in the control program, and it is possible to sprinkle sand layer by layer or at one particular location. The disturbing effect of the Coriolis forces is minimized by means of hinged sheets that guide the sand grains. The sand sprinkler’s control program also reads the output of pore water pressure transducers, which can be placed in the clay layer. The pore water pressure changes in the clay layer are plotted on the PC screen while the embankment is under construction. The emergence of a dike during sand suppletion can be monitored by a video camera.

**In-Flight Vane Apparatus**

To correlate test results with calculation methods, information is needed about the properties of the soil types used. In the case of clay, the way in which the undrained shear strength changes with the depth during the test must be known. Information about the shear strength can be obtained by means of an in-flight vane apparatus. The undrained shear strength is calculated from the torque and the surface of the cylindrical soil unit, which is rotated by the vane. In this particular investigation the rotation speed of the vane was approximately the same as the speed in the slip circle in the clay during failure of a dike in the centrifuge. The position of the vane can be adjusted over a range of 250 mm during flight so that several tests can be performed without stopping the centrifuge.

**CLAY PREPARATION**

Clay slurry with a water content of approximately 100 percent is homogenized in a mixer before it is put into sample boxes. A new technique has been developed to obtain an air-free mixture of clay powder and water under normal atmospheric conditions. The best way to obtain a soft, normally consolidated soil with a smooth and realistic gradient of water content and strength over the height of the sample is to consolidate the slurry in the centrifuge at the same g-level as will be used in the tests. The sedimentation and consolidation of Kaolin clay takes approximately 8 hr. Because the centrifuge will be occupied during that time, no other tests can be performed. Therefore a special centrifuge was built exclusively to consolidate the clay layers.

**RESULTS**

**Embankments**

Embankment tests were performed to determine the maximum height of an embankment founded on a layer of Kaolin clay. The embankment was made in flight, at 100 g, by means of the computer-controlled sprinkler device. After the sample was fully consolidated in the centrifuge, the sand was dropped at one place, and the slope of the embankment appeared to be 30 degrees. The sand was dropped until the clay collapsed. Because this procedure took less than 1 min, the test was considered to be performed under undrained conditions. The slip circles could be seen clearly by the grid made on the clay.

In Figure 2 the slip circle can be seen going almost through the center of the embankment. This is in agreement with the Bishop theory. The maximum height was 0.043 m, which translates to 4.3 m in reality.
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FIGURE 2 Collapsing embankment.

The safety factor of this embankment was calculated with two computer programs, Stabil and PLAXIS. Table 1 presents the soil parameters used for the calculations. These soil parameters were determined by compression tests and triaxial tests. The undrained shear strength at some depth was determined with the in-flight vane test.

Stabil calculates the safety factor of a slip circle according to the modified Bishop method. The soil parameters needed are the specific weight and the cohesion for every layer. Figure 3 shows the most critical slip circle as calculated by Stabil. The safety factor was 0.771.

PLAXIS (7) is a finite element program for soil construction calculations. All parameters presented in Table 1 are needed in this program. The incremental displacements of the final step calculated by this program are shown in Figure 4. The safety factor calculated with this program was 0.859.

Both calculation methods gave lower safety factors than did the test results. This could be because of simplifications in the computer simulations; for example, in Stabil the cohesion cannot be varied with the depth, and in PLAXIS the cohesion cannot be taken as equal to zero. A time effect could be another reason for the deviation. After the embankment has reached the critical height, it appears to take several seconds before the soil collapse. In this time interval the hopper still continues to drop sand, so the embankment becomes oversized. The development of a slip circle takes some time because water has to flow to the slip circle surface to permit dilation. Because of this time effect it is difficult to find the exact moment of failure.

From these embankment tests it can be concluded that the centrifuge is a good testing tool; the soil collapsed according to a slip circle, as expected. The calculated safety factor based on the dimensions of this test was close to 1, which is also an indication of the reliability of the test method.

Embankment Widening

Widening tests are performed at 100 g on a clay layer with a thickness of 0.07 m and embankment heights of approximately 0.04 m. This conforms with a prototype condition of 7-m clay and an embankment with a height of 4 m. Two different methods to widen embankments were investigated and compared: the horizontal method and the gap method. In the horizontal method the widening is made of horizontal layers. In the gap method, first a new embankment is constructed at some distance from the existing embankment, and then the gap is filled. These tests were performed to investigate the existence of differences in the deformations of the existing embankments and to determine whether the differences could be made visible. Such deformations, especially horizontal displacements, can be the cause of horizontal cracks in asphalt roads.

The existing embankment was made at 1 g and was 0.04 m high. This height was measured to be sure that the existing embankment did not collapse, as happened at 0.043 m at 100 g. Beads were placed in the embankment, and on the clay layer a grid was connected to follow the deformations. Two pore-pressure transducers were

TABLE 1 Soil Parameters Used in Analytical and Numerical Calculations

<table>
<thead>
<tr>
<th></th>
<th>( \gamma_{\text{wet}} ) (kN/m(^3))</th>
<th>( \phi ) (°)</th>
<th>c (kPa)</th>
<th>( \gamma_{\text{wet}} ) (kN/m(^3))</th>
<th>( v ) (0.35)</th>
<th>K( \alpha ) (0.57)</th>
<th>( C_u / C_v ) (0.40)</th>
<th>( G / E_v ) (4.81)</th>
<th>k (2.5*10(^{-9}) m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAND (unit weight)</td>
<td>20.5</td>
<td>31</td>
<td>0</td>
<td>17</td>
<td>0.35</td>
<td>0.57</td>
<td>0.40</td>
<td>4.81</td>
<td>2.5*10(^{-9})</td>
</tr>
<tr>
<td>CLAY (unit weight)</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 3 Critical slip circle, derived with Bishop method.
placed in the clay layer, one located where the top of the widening would occur and one located under the existing embankment. To prevent the excess pore pressures from becoming too high, the acceleration was brought up to 100 g in steps of 1 g every minute.

After the clay layer was fully consolidated, the widening process was started. The widenings were made in flight with the help of the sand sprinkler. The test was observed from the control room by means of a camera. The widening part had a maximum height of 0.05 m, depending on the drainage during the test.

Three tests were conducted to investigate the stability of an existing embankment when a new embankment is constructed nearby. In the first test the new embankment was constructed at some distance from the existing embankment. In the second test the new embankment was constructed at the toe of the existing embankment, and in the third test the top of the new embankment was located at the slope of the existing embankment. All the embankments were constructed as quickly as possible, in approximately 30 sec (roughly 83 hr in prototype conditions).

Figure 5 shows the results of the first test. The top of the new embankment was made at 0.02 m from the toe of the existing embankment. As can be seen, the soil collapses according to a slip circle. It can also be seen that only the new embankment collapsed, and that nothing happened to the existing embankment. The displacements of the beads in the existing embankment were followed during the test, and they also showed no significant deformations. The most peculiar phenomenon is that not even a small part of the existing embankment collapsed. The other two tests, as described previously, were performed slightly closer to the existing embankment. The new embankments did not collapse and the influence on the existing embankment was not significant.

Figure 4 shows the results of the numerical calculation.

From these tests the conclusion can be drawn that the location of the new embankment is important. If there is a large overlap between the two embankments, the soil is too strong to collapse. If the embankment is constructed at some distance from the toe of the existing embankment, the new embankment collapses and the existing embankment is not affected dramatically.

Several tests were performed to compare the two widening methods. The pore pressure readings were used to determine the waiting time between the application of the different layers. The waiting time was 1,500 to 2,000 sec in the test, which is 173 to 230 days in reality.

The horizontal method (Figure 6) involved four layers of approximately 0.0125 m each. The first layer was constructed after the clay was fully consolidated. While sprinkling sand, the hopper moved two times between the outermost point of the widening and the toe of the existing embankment. After the layer was constructed, the pore pressures were measured and the readings used to determine when to construct the next layer. The process was repeated for the third and fourth layers. Figure 6 also shows the location of the two pore pressure transducers (PPTs).

Using the gap method (Figure 7) a new embankment was built at some distance from the top of the existing embankment. This embankment again consisted of four layers of 0.0125 m each. After the fourth layer was constructed, the gap was filled in one action.

The pore pressures were measured for all the tests. Figure 8 shows the excess pore pressures for the two widening tests. After the suppletion of the first layer, the next layer was supplied only after a reduction of the excess pore pressures to almost zero. This process was repeated for the next layers. The fifth peak that can be seen in Figure 8 (bottom) was the filling of the gap. PPT 1 was
FIGURE 5  Collapse of new embankment.

FIGURE 6  Horizontal widening method (dimensions of sample box: l = 410 mm, h = 165 mm, b = 150 mm).

FIGURE 7  Widening by gap method.
located under the new embankment and PPT 2 was located under the slope of the existing embankment. This can be seen by noticing that the excess pore pressures of PPT 2 increased most when the gap was filled. The horizontal method causes larger peaks in the pore water pressure than the gap method, probably because more sand is added in a layer.

The displacements of the nodes of the grid on the clay layer and the displacements of the beads in the existing embankment can be measured with the help of image processing. Figure 9 presents the displacement fields of two tests visualized by processing the grid on the clay layer of two test stages and by improving the visibility of the beads in the embankment by image processing. From these tests two main differences can be observed:

- In addition to vertical displacements, the horizontal method caused more horizontal displacements, whereas the gap-method caused mainly vertical displacements. These differences in deformations could be seen particularly in the clay layer.
- The difference between vertical displacements at the toe of the existing embankment and those more to the center was much larger for the horizontal method than for the gap method. From this phenomenon a mechanism can be deduced that can cause horizontal cracks in the asphalt, as shown in Figure 10.

Both widening methods result in approximately the same loading conditions. The difference in deformation can be caused by several phenomena. With the gap method the new embankment has a potential failure mechanism that counteracts horizontal deformation of the existing embankment. Furthermore the same amount of sand is supplied over a larger time interval, so a more stable behavior can be expected because of lower excess pore water pressure. A more specific test program must be carried out to further investigate the influence of these and other factors.

CONCLUSIONS

The embankment testing produced results that came close to what was expected. The soil collapsed according to a slip circle and the safety factor was close to 1.
Allersma et al.

FIGURE 9 Visualized displacement fields after widening and consolidation (grid size 10 mm): horizontal method (top), gap method (bottom).

The location of the new embankment as constructed for the gap method was important. When there was a large overlap between the two embankments, both the existing embankment and the new embankment did not collapse if the critical height for normally consolidated clay was reached. If the new embankment was constructed at some distance from the existing embankment, the new embankment collapsed, but this had no significant consequences for the existing embankment.

The differences in deformations caused by the two widening methods were not great, but differences could still be observed. In addition to vertical displacements, the horizontal method also caused horizontal displacements. The gap method caused mainly vertical displacements. The difference between vertical displacements at the toe of the existing embankment and those more to the center was much larger for the horizontal method than for the gap method.

Kaolin clay is convenient in centrifuge tests because the consolidation time is short. On the other hand it is not a typical Dutch clay. Therefore a test program is planned to investigate the behavior of a more natural clay type.

Much attention has been given to techniques for preparing reproducible samples. Very good reproducible clay samples could be prepared with the new mixing method of powder and water and the in-flight consolidation of the slurry.

Because of the small size of the samples the centrifuge was flexible in operation and tests could be performed in a short time after the idea was developed. Advanced tests could be performed in flight using the most up-to-date electronics, measuring techniques, and miniature devices. The disadvantage of a small centrifuge is the limitation in sensors, which could be compensated for by using image-processing techniques.
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PART 2

Resilient Modulus Testing
Resilient Moduli of Aggregate Materials: Variability Due to Testing Procedure and Aggregate Type

DAR-HAO CHEN, M.M. ZAMAN, AND J.G. LAGUROS

The variability of resilient modulus (RM) values is investigated for six aggregate materials that are commonly used in Oklahoma as subbases or bases. Six RM tests each under identical conditions for two aggregate types and three tests each for four aggregate types were performed according to the AASHTO T292–91I procedure to investigate the variability of the test results. All specimens were prepared at the same graduation that meets the Oklahoma Department of Transportation specifications for Type A materials. The effects of testing procedures on RM values were investigated for two selected aggregate types by conducting six tests each using the AASHTO T292–91I and T294–92I testing procedures. The variability of test data and consistency of the RM values are investigated within a statistical framework. The variability of RM values obtained ranges from 19 to 26 percent in terms of maximum coefficient of variation (MCOV). The results indicate that consistently higher RM values are obtained when using the T294–92I testing method than when using the T292–91I testing method, and the degree of increase depends on the type of aggregate. The variability of RM values due to testing procedure was found to be higher than that due to aggregate source. One aggregate type experienced a lower MCOV when using T294–92I than when using T292–91I, but the other aggregate type exhibited an opposite trend. Overall the RM values range from 41.3 to 261.8 MPa, depending on bulk stress, material type, and testing method, and they are slightly lower than those reported in the literature.

A reliable and economic design of pavement thickness relies on several factors, among which a proper characterization of the load-deformation response of the pavement materials is extremely important. AASHTO proposed a new pavement design procedure in 1986 (1) that incorporates the resilient modulus (RM) to properly describe the behavior of pavement materials subjected to moving traffic. Until now, however, no standardized test method has been adopted for measuring RM values. Since its introduction the T274–82 testing procedure was found to be higher than that due to aggregate source. One aggregate type experienced a lower MCOV when using T294–92I than when using T292–91I, but the other aggregate type exhibited an opposite trend. Overall the RM values range from 41.3 to 261.8 MPa, depending on bulk stress, material type, and testing method, and they are slightly lower than those reported in the literature.

In this paper the variability of RM test data is investigated for six different aggregate materials under repeated dynamic loading by using the AASHTO T292–91I testing procedure. Two of the aggregate types were selected for RM testing by using T294–92I, and the results were compared with those obtained with T292–91I as well as with those reported by various agencies. Research is under way to investigate the variability of the RM test results under various moisture contents (soaked and dried conditions) and the effect of stabilizing agents (fly ash, lime, and cement).

RESILIENT MODULUS CONCEPT

Design of roadway pavements relies on proper characterization of the load-deformation responses of the associated materials from base, subbase, and subgrade. Subgrade soils undergo deformation when subjected to repeated loads from moving traffic. Laboratory results indicate that part of this deformation is resilient or recoverable ($\varepsilon_r$) and part is permanent or plastic ($\varepsilon_p$). The property that describes this behavior of subgrade materials is RM, defined as the deviatoric dynamic stress $\sigma_d$ divided by the resilient strain $\varepsilon_r$:

$$RM = \frac{\sigma_d}{\varepsilon_r} \quad (1)$$

The basic differences among test methods T274–82, T292–91I, and T294–92I are sample conditioning before testing, number of
loading cycles, and applied waveform and sequence. Test methods T292-911 and T294-921 were used in this study and their comparisons are summarized in Table 1. The testing parameters, such as the stresses applied and their duration and the selection of dynamic wave form and the number of repetitions, may affect RM values, as discussed in the following sections.

Applied Stress and Duration

Dynamic response of aggregate-based materials can be significantly influenced by the applied confining pressure (11). To better characterize such materials, it is desirable to evaluate RM tests under a wide range of confining pressures expected within the subgrades or bases/subbases. The AASHTO procedures (T274–82, T292–911, and T294–921) use a variety of constant confining pressures and dynamic deviatoric stresses; therefore, the test data comprise a set of RM values corresponding to the different bulk stresses. However Khedr (12) argued that tests involving constant confining pressure do not simulate the in situ conditions properly because the lateral pressure (confining pressure in this case) changes simultaneously with vertical stresses caused by traffic loading. In addition, tests involving the constant confining pressure instead of the cyclic confining pressure may lead to an overestimation of the RM values (12,13). In contrast Thompson (14) reported that for practical purposes the triaxial RM values are similar under constant and variable confining pressures. TRB (15) reported that when a wheel load passes over an element of pavement structure there is a simultaneous increase in both the major and minor principal stresses. However only the variation in the major principal stress is considered essential in testing.

The AASHTO testing procedures (T292–911 and T294–921) require bulk stresses \( \sigma \) (defined by \( \sigma = \sigma_1 + \sigma_2 + \sigma_3 \)) as high as 551.2 to 689.0 kPa (80 to 100 psi). These values appear to be much higher than the stresses prevailing in the field (3,5,16). As reported by Thompson and Smith (17), 137.8 kPa is a representative value of the bulk stress in the mid-depth of a granular base with a thickness of 30.48 cm below a 7.62-cm asphalt concrete surface.

RM is only minimally affected by variations in stress pulse duration. In fact, Kalcheff and Hicks (18) demonstrated that the RM values are not greatly influenced in a case in which the stress pulse is applied rapidly and then sustained compared with the case in which the stress pulse is applied rapidly and released for a short duration, provided that the magnitude of the stress pulse is equal in both cases.

Dynamic Waveform and Number of Repetitions

Seed and McNeill (19) made one of the earliest attempts to duplicate the stress-state history by considering the actual variation in vertical stress on a soil element at a depth of 27 in. below the surface of the pavement at the Stockton test track. Because of the limitations of their test equipment they did not use the actual form of the vertical stress that was observed; instead they chose a square wave. Terrel et al. (20) also studied the influence of the shape of the wave pulse on the total and resilient strains induced in an asphalt-treated base material. They found that the triangular and the sinusoidal stress pulses produce similar effects on the resilience characteristics of the materials. It was also concluded that a square vertical stress pulse is a reasonable approximation of the actual conditions within a pavement structure.

AASHTO T292–911 suggests that the triangular and rectangular wave forms are applicable to RM testing of subgrade soils and base/subbase materials for simulating traffic loading. However T294–921 recommends that the haversine-shaped load pulse with a 0.1-sec load followed by a 0.9-sec rest period be used for both soil and granular materials. T292-911 specifies a fixed load duration of between 0.1 and 1.0 sec and a fixed cycle duration of between 1.0 and 3.0 sec.

To determine the number of repetitions necessary to reach the stable permanent deformation, AASHTO T292–911 suggests comparing the recoverable axial deformation at the 20th and 50th repetition. If the difference is greater than 5 percent, an additional 50 repetitions are necessary at that stress state. Thompson (14) reported that for granular materials the RM response after a limited number of load repetitions, such as 100, is representative of the response determined after several thousand repetitions because generally granular materials will achieve a stable permanent deformation after about 100 load repetitions.

### MATERIAL ORIGIN AND ENGINEERING INDEX PROPERTIES

Six aggregate types used in Oklahoma as bases/subbases were selected for this study: three limestones, one sandstone, one granite, and one rhyolite. The engineering properties—liquid limit (LL), plasticity index (PI), maximum dry density (MDD), optimum moisture content (OMC), specific gravity (SG), cohesion (C), friction angle (\( \phi \)) and California bearing ratio (CBR)—for these six types of aggregates were evaluated. A summary of the test results is presented in Table 2. It may be noted that following the repeated triaxial testing, static triaxial compression tests were performed to

---

**TABLE 1 Comparison of Testing Procedures**

<table>
<thead>
<tr>
<th>AASHTO (T292-911 [5])</th>
<th>AASHTO (T294-921 [6])</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_c )</td>
<td>( \sigma_d )</td>
</tr>
<tr>
<td>kPa</td>
<td>kPa</td>
</tr>
<tr>
<td>137.8*</td>
<td>103.4*</td>
</tr>
<tr>
<td>137.8</td>
<td>68.9</td>
</tr>
<tr>
<td>137.8</td>
<td>137.8</td>
</tr>
<tr>
<td>137.8</td>
<td>206.7</td>
</tr>
<tr>
<td>137.8</td>
<td>275.6</td>
</tr>
<tr>
<td>103.4</td>
<td>68.9</td>
</tr>
<tr>
<td>103.4</td>
<td>137.8</td>
</tr>
<tr>
<td>103.4</td>
<td>206.7</td>
</tr>
<tr>
<td>103.4</td>
<td>275.6</td>
</tr>
<tr>
<td>68.9</td>
<td>34.5</td>
</tr>
<tr>
<td>68.9</td>
<td>68.9</td>
</tr>
<tr>
<td>68.9</td>
<td>137.8</td>
</tr>
<tr>
<td>68.9</td>
<td>206.7</td>
</tr>
<tr>
<td>34.5</td>
<td>34.5</td>
</tr>
<tr>
<td>34.5</td>
<td>68.9</td>
</tr>
<tr>
<td>34.5</td>
<td>103.4</td>
</tr>
<tr>
<td>20.7</td>
<td>34.5</td>
</tr>
<tr>
<td>20.7</td>
<td>62.0</td>
</tr>
</tbody>
</table>

* The load sequence constitutes sample conditioning, that is, minimizing the effects of initially imperfect contact between the end platens and the test specimen.

\( \sigma_c \) and \( \sigma_d \) denote chamber confining pressure and deviator stress, respectively.

The conversion factor (1 psi = 6.89 kPa) was used in this Table.
Table 2 Summary of Index Properties

<table>
<thead>
<tr>
<th>County</th>
<th>Material</th>
<th>LL (%)</th>
<th>PI</th>
<th>MDD (g/cm³)</th>
<th>OMC (%)</th>
<th>SG</th>
<th>C (kPa)</th>
<th>( \phi ) (°)</th>
<th>CBR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choctaw</td>
<td>Limestone</td>
<td>16</td>
<td>1</td>
<td>2.40 (150)</td>
<td>5.6</td>
<td>2.66</td>
<td>124 (18)</td>
<td>41</td>
<td>67</td>
</tr>
<tr>
<td>Cherokee</td>
<td>Limestone</td>
<td>16</td>
<td>1</td>
<td>2.39 (149)</td>
<td>5.2</td>
<td>2.64</td>
<td>96.5 (14)</td>
<td>45</td>
<td>132</td>
</tr>
<tr>
<td>Creek</td>
<td>Limestone</td>
<td>15</td>
<td>NP*</td>
<td>2.42 (151)</td>
<td>5.5</td>
<td>2.78</td>
<td>124 (18)</td>
<td>43</td>
<td>116</td>
</tr>
<tr>
<td>Chocow</td>
<td>Sandstone</td>
<td>14</td>
<td>NP*</td>
<td>2.35 (147)</td>
<td>5.9</td>
<td>2.53</td>
<td>82.7 (12)</td>
<td>46</td>
<td>284</td>
</tr>
<tr>
<td>Johnston</td>
<td>Granite</td>
<td>15</td>
<td>NP*</td>
<td>2.34 (146)</td>
<td>5.4</td>
<td>2.62</td>
<td>75.8 (11)</td>
<td>46</td>
<td>226</td>
</tr>
<tr>
<td>Murray</td>
<td>Rhyolite</td>
<td>16</td>
<td>NP*</td>
<td>2.40 (150)</td>
<td>6.0</td>
<td>2.72</td>
<td>110.2 (16)</td>
<td>46</td>
<td>150</td>
</tr>
</tbody>
</table>

* NP denotes nonplastic material

obtain the cohesion (C) and friction angle (\( \phi \)) of the material (aggregate). The repeated triaxial tests served as a "conditioning" of the sample for triaxial compression tests that could be imposed by moving vehicles. Thompson and Smith (17) reported that the shear strength of an unconditioned specimen does not represent the strength of an in-service compacted granular base material subjected to traffic loading.

TRIAXIAL SPECIMEN PREPARATION

Although the method of compaction is important for fine-grained soils because of soil structure considerations, the primary factor affecting the stiffness characteristics of granular materials is water content (degree of saturation) (7,11). Accordingly any method of compaction that produces the desired dry density is suitable. Vibratory compaction, for example, has been used successfully by Hicks (21) and Laguros et al. (22) and recommended by AASHTO T292-91I and T294-92I. AASHTO T294-92I suggests using the OMC and MDD for a given aggregate type in accordance with T180-90D (23), then using the OMC and 95 percent of the MDD for specimen preparation.

A split mold was designed and fabricated for this study with provisions to apply a desired amount of vacuum to fit the membrane tightly on the inner surface of the mold. The internal diameter of the completed mold is 15.24 cm, the thickness of the wall is approximately 0.635 cm, and the height of the finished specimen is 30.48 cm. The base of the mold is firmly bolted onto the vibrating table so the mold will not move during vibration. A vacuum pump provides the required suction to stretch the membrane around the wall of the mold to aid in the compaction of the specimen.

The compaction method involves a trial-and-error adjustment in the weight of aggregate materials per layer, the number of compacted layers, and the vibrating period for each layer to produce specimens of the desired densities. On the basis of this trial-and-error approach a suitable sample preparation procedure was devised. With this method the specimens are prepared in 10 layers having approximately 1600 g of aggregate mixes per layer. A steel rod is used to enhance the effectiveness of compaction. The vibrating time is approximately 30 sec per layer for the first eight layers and 4 min per layer for the last two layers. This method yields specimens more uniform than those prepared by using equal vibrating times for each layer, in which case the bottom layer becomes more dense as a result of vibrating times accumulating from bottom to top. All specimens investigated were compacted to 95 percent of maximum dry density at optimum moisture content as determined from T180-90D, as shown in Table 2.

To meet the Oklahoma DOT 1988 specifications (24) and to ensure consistent gradation for each specimen among various aggregate types, a gradation curve was selected for the purpose of sample preparation. Gradation of aggregate materials can also be an important factor when comparing the RM values. The selected gradation curve used in this study and the gradation required by ODOT is presented in Figure 1.

EQUIPMENT SETUP FOR RM TESTING

The load frame, triaxial cell, pressure gauge, load cell, and the overall setup used in this study are shown schematically in Figure 2 (top). A 5-kip (2270-kg) load cell mounted inside the triaxial chamber and attached to the loading piston is used to monitor the applied deviatory load. The MicroProfiler is programmed to conduct a test under the desired loading. A data acquisition software system reads and stores the desired data in the form of voltages that are emitted from the transducers. Air is used as the cell fluid and confining medium instead of water because water might get into the specimen through tiny leaks or breakage of the membrane. An air pressure gauge installed onto the triaxial cell measures the confining pressure, as shown in Figure 2 (top). The advantage of this system is that the load cell is housed within the triaxial cell to allow in-vessel load measurement and to overcome the detrimental effects of friction.

![Figure 1](image-url) Gradation required by Oklahoma DOT and used in this study.
caused by the push rod. The quality of test results is generally improved by monitoring the in-vessel load and confining pressures.

A fixed cycle duration of 1.8 sec was selected in this study to provide a 0.6-sec loading duration and 1.2 sec of relaxation between the end and beginning of consecutive load repetitions, as shown in Figure 2 (bottom). An oscilloscope is used to monitor the applied cyclic loading to achieve the desired rectangular waveform by adjusting the gain controller in the MicroConsole.

DISCUSSION OF RESULTS

Variability Due to Aggregate Types

The six aggregate types were selected, compacted, and tested at OMC and 95 percent of MDD under testing procedure T292-911 to evaluate the effect of aggregate source variation and to investigate the variability of the results. According to testing procedure T292-911, the RM values (in psi) for granular materials can be conveniently reported by using the relationship given in Equation 2, which requires determination of the regression constants $K_1$ and $K_2$.

$$RM = K_1 \cdot \theta^{K_2}$$  

The constants $K_1$ and $K_2$ for these six aggregate types were obtained for every test and are presented in Table 3. Six RM tests were performed for the aggregates from Choctaw and Murray Counties and three RM tests each were performed for the aggregates from Comanche, Cherokee, Creek, and Johnston Counties. The standard deviation (SD) was also computed for each aggregate source and is given in Table 3. Table 3 shows that under testing procedure T292-911 some aggregate types experience a lower SD than other aggregate types. The ranges of $K_1$ and $K_2$ for untreated granular materials reported by several agencies are given by Shook et al. (25). Although the values of $K_1$ and $K_2$ obtained in this study are in the ranges reported by other agencies, it is inappropriate to make a direct comparison of the RM values by means of $K_1$ and $K_2$. Thus, in an effort to investigate the effects on RM values due to varying aggregate sources, the average (mean) RM values for each aggregate type are grouped together and presented in Figure 3. The details of the RM results in terms of bulk stress are given in Table 4, and the coefficient of variation (COV) is computed for each bulk stress and also presented in that table. An attempt was made to find the effect of confining stress on the RM values. Figure 4 shows that the RM values of all six aggregate types increased with increasing confining pressure, as expected. As shown in Table 4, the RM values obtained ranged from 51 to 195 MPa (7 to 28 ksi, values varying with
Thompson and Smith (17) also observed that the RM properties of granite, etc. is usually not a significant factor in terms of RM. In fact, as shown in Figure 3, the differences of the RM values due to variation of aggregate types are approximately in the range of 20 to 50 percent. Table 4 shows that the maximum coefficient of variation (MCOV) for these six aggregate types is 20.8 percent, which suggests that the source of aggregate has some effect on the RM values.

In order to study the variability of the test results from the same aggregate type, aggregates from Choctaw and Murray Counties were selected for further investigations. Accordingly the overall $K_1$ and $K_2$ (including results from the six tests) was computed and the predicted RM values were evaluated based on Equation 2 and compared with the corresponding experimental values. The relative error between the prediction ($P$) and the experimental results ($T$) was evaluated. The maximum relative error (MRE) thus obtained was defined as follows:

$$MRE = \left( \frac{T_1 - P}{P} \right) \left( \frac{T_2 - P}{P} \right) \left( \frac{T_3 - P}{P} \right) \left( \frac{T_4 - P}{P} \right) \left( \frac{T_5 - P}{P} \right) \left( \frac{T_6 - P}{P} \right)$$

### TABLE 4 Average RM for Six Aggregate Types Using AASHTO T292–911

<table>
<thead>
<tr>
<th>Bulk Stress (MPa)</th>
<th>Coma. County</th>
<th>Cher. County</th>
<th>Cree. County</th>
<th>Choc. County</th>
<th>John. County</th>
<th>Murr. County</th>
<th>MRE (%)</th>
<th>COV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>482.3</td>
<td>137.1</td>
<td>142.6</td>
<td>134.4</td>
<td>108.2</td>
<td>102.0</td>
<td>110.9</td>
<td>24.4</td>
<td>14.2</td>
</tr>
<tr>
<td>551.2</td>
<td>168.8</td>
<td>161.9</td>
<td>159.8</td>
<td>130.2</td>
<td>126.1</td>
<td>136.4</td>
<td>17.7</td>
<td>12.5</td>
</tr>
<tr>
<td>620.1</td>
<td>183.3</td>
<td>166.7</td>
<td>168.1</td>
<td>145.4</td>
<td>141.9</td>
<td>150.9</td>
<td>21.0</td>
<td>10.0</td>
</tr>
<tr>
<td>689.0</td>
<td>195.0</td>
<td>176.4</td>
<td>180.5</td>
<td>158.5</td>
<td>157.1</td>
<td>164.7</td>
<td>22.7</td>
<td>8.5</td>
</tr>
<tr>
<td>379.0</td>
<td>114.4</td>
<td>126.8</td>
<td>113.7</td>
<td>92.3</td>
<td>88.2</td>
<td>99.2</td>
<td>27.0</td>
<td>14.1</td>
</tr>
<tr>
<td>447.8</td>
<td>140.6</td>
<td>139.9</td>
<td>143.3</td>
<td>113.7</td>
<td>108.2</td>
<td>119.9</td>
<td>17.0</td>
<td>12.1</td>
</tr>
<tr>
<td>516.8</td>
<td>166.7</td>
<td>155.7</td>
<td>166.0</td>
<td>131.6</td>
<td>126.1</td>
<td>139.9</td>
<td>19.7</td>
<td>11.9</td>
</tr>
<tr>
<td>585.7</td>
<td>185.3</td>
<td>169.5</td>
<td>175.0</td>
<td>144.7</td>
<td>144</td>
<td>157.1</td>
<td>25.6</td>
<td>10.3</td>
</tr>
<tr>
<td>241.1</td>
<td>89.6</td>
<td>111.6</td>
<td>85.4</td>
<td>71.0</td>
<td>73.7</td>
<td>79.2</td>
<td>27.7</td>
<td>17.3</td>
</tr>
<tr>
<td>275.6</td>
<td>100.6</td>
<td>125.4</td>
<td>98.5</td>
<td>80.6</td>
<td>79.2</td>
<td>90.9</td>
<td>24.0</td>
<td>17.7</td>
</tr>
<tr>
<td>344.5</td>
<td>130.2</td>
<td>128.2</td>
<td>130.2</td>
<td>99.2</td>
<td>95.8</td>
<td>109.6</td>
<td>17.1</td>
<td>13.9</td>
</tr>
<tr>
<td>413.4</td>
<td>154.3</td>
<td>141.2</td>
<td>148.8</td>
<td>117.1</td>
<td>113.7</td>
<td>129.5</td>
<td>22.8</td>
<td>12.5</td>
</tr>
<tr>
<td>413.4</td>
<td>154.3</td>
<td>141.2</td>
<td>148.8</td>
<td>117.1</td>
<td>113.7</td>
<td>129.5</td>
<td>22.8</td>
<td>12.5</td>
</tr>
<tr>
<td>137.8</td>
<td>80.6</td>
<td>95.1</td>
<td>88.9</td>
<td>55.8</td>
<td>64.8</td>
<td>66.1</td>
<td>26.4</td>
<td>20.4</td>
</tr>
<tr>
<td>172.3</td>
<td>96.5</td>
<td>95.8</td>
<td>102.0</td>
<td>66.1</td>
<td>68.2</td>
<td>77.2</td>
<td>21.3</td>
<td>18.6</td>
</tr>
<tr>
<td>206.7</td>
<td>112.3</td>
<td>104</td>
<td>124.7</td>
<td>77.9</td>
<td>76.5</td>
<td>88.9</td>
<td>36.4</td>
<td>20.0</td>
</tr>
<tr>
<td>96.5</td>
<td>76.5</td>
<td>86.1</td>
<td>77.9</td>
<td>51.0</td>
<td>58.6</td>
<td>59.3</td>
<td>33.8</td>
<td>20.2</td>
</tr>
<tr>
<td>110.2</td>
<td>85.4</td>
<td>89.6</td>
<td>86.8</td>
<td>55.1</td>
<td>59.9</td>
<td>64.8</td>
<td>30.8</td>
<td>20.8</td>
</tr>
<tr>
<td>124.0</td>
<td>95.1</td>
<td>91.6</td>
<td>99.9</td>
<td>60.6</td>
<td>64.1</td>
<td>70.3</td>
<td>38.2</td>
<td>21.4</td>
</tr>
</tbody>
</table>
where \( T_1, T_2, T_3, T_4, T_5, \) and \( T_6 \) represent the experimental results from Tests 1, 2, 3, 4, 5, and 6, respectively. Since MRE fluctuates with bulk stress, a weighted maximum relative error (WMRE) becomes an important parameter in investigating the variability of the test results. Thus it is proposed that the calculations be performed in the form of

\[
WMRE = \sqrt{\frac{\sum MRE^2}{n}}
\]  

(4)

It may be noted that here \( n \) is 18 for AASHTO testing procedure T292–91I and 15 for T294–92I because there are 18 and 15 RM values, respectively, for these two testing procedures. The computed WMRE for these two aggregate sources is presented in Table 5. The WMRE values of 28 percent and 26.4 percent were found for the aggregates from Choctaw and Murray Counties, respectively. The closeness of the WMRE values for these two aggregate types indicates that the testing procedure used gave consistent results.

In addition to the aforementioned comparisons, another attempt was made to determine the COV for the same aggregate source. The COV values were computed from the six RM tests along with the bulk stresses for the specimens from Choctaw and Murray Counties, as shown in Table 6. The maximum coefficient of variation (MCOV) for the aggregates from Choctaw and Murray Counties is presented in Table 5. The MCOV values were found to be 19.7 percent and 20.6 percent for the aggregates from Choctaw and Murray Counties, respectively.

### Variability Due to Testing Procedures

An attempt was made to investigate the effects of the applied stress sequence on the RM values. AASHTO test procedures T292–91I and T294–92I were chosen for this purpose because the T292–91I testing procedure starts with a higher confining pressure and deviatoric dynamic stress and ends with a lower confining pressure and deviatoric dynamic stress, whereas the T294–92I procedure suggests the reverse order. To eliminate another unknown in the comparison, the rectangular waveform shown in Figure 2 (bottom) was used for both the T292–91I and T294–92I methods. Aggregates from Choctaw and Murray Counties were selected and tested under both methods using six tests each. The results presented in Figure 5 suggest that the T294–92I procedure gives RM values higher than those obtained from T292–91I for both aggregate types. The higher RMs yielded by the T294–92I testing procedure may be attributed to the cyclic stress having a stiffening effect on the specimen structure because the stress application follows the low-to-high sequence. The amount of difference in the RM values due to testing method varies with aggregate type as shown in Figure 6. For example, aggregates from Murray County experience a higher degree of increase (about 35 to 55 percent) when using T294–92I than the aggregates from Choctaw County (about 15 to 34 percent).

Because the same aggregates have been tested using different testing procedures, it is expected that in using other testing procedures (such as the procedure suggested by the Florida, New York, Illinois, and South Dakota DOTs) the RM values would also fall in the ranges obtained in this study. When both T292–91I and T294–92I were used, the RM values ranged from 41.3 to 206.7 MPa (6 to 30 ksi) and from 48.2 to 261.8 MPa (7 to 38 ksi) (depending on bulk stress) for aggregates from Choctaw and Murray Counties, respectively (refer to Figure 5). These values are close to the values reported by Elliott (28) [ranging from 96.5 MPa (14 ksi, at \( \theta = 14 \degree \)]

![FIGURE 4 Effects of confining pressure on average RMs for six aggregate types using AASHTO T292–91I.](image)

### Table 5  Summary of WMRE and MCOV

<table>
<thead>
<tr>
<th>County</th>
<th>WMRE(%)</th>
<th>MCOV(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choctaw (T292-91I)</td>
<td>28.0</td>
<td>19.7</td>
</tr>
<tr>
<td>Murray (T292-91I)</td>
<td>26.4</td>
<td>20.6</td>
</tr>
<tr>
<td>Choctaw (T294-92I)</td>
<td>23.0</td>
<td>18.9</td>
</tr>
<tr>
<td>Murray (T294-92I)</td>
<td>30.2</td>
<td>26.0</td>
</tr>
<tr>
<td>Aggregate Source</td>
<td>20.8</td>
<td></td>
</tr>
<tr>
<td>Testing Procedure</td>
<td>25.8</td>
<td></td>
</tr>
<tr>
<td>Murray</td>
<td>36.0</td>
<td></td>
</tr>
</tbody>
</table>

### Table 6  MRE and COV for Aggregates from Choctaw and Murray counties Using AASHTO T292–91I

<table>
<thead>
<tr>
<th>Bulk Stress (kPa)</th>
<th>Choctaw MRE (%)</th>
<th>COV (%)</th>
<th>Murray MRE (%)</th>
<th>COV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>482.3</td>
<td>27.8</td>
<td>14.8</td>
<td>35.4</td>
<td>20.6</td>
</tr>
<tr>
<td>551.2</td>
<td>25.3</td>
<td>19.7</td>
<td>23.3</td>
<td>18.0</td>
</tr>
<tr>
<td>620.1</td>
<td>27.4</td>
<td>18.7</td>
<td>24.0</td>
<td>14.7</td>
</tr>
<tr>
<td>689.0</td>
<td>25.9</td>
<td>17.1</td>
<td>25.2</td>
<td>12.9</td>
</tr>
<tr>
<td>379.0</td>
<td>31.2</td>
<td>14.8</td>
<td>30.0</td>
<td>17.6</td>
</tr>
<tr>
<td>447.8</td>
<td>25.6</td>
<td>16.8</td>
<td>18.2</td>
<td>13.7</td>
</tr>
<tr>
<td>516.8</td>
<td>22.3</td>
<td>17.1</td>
<td>22.7</td>
<td>12.5</td>
</tr>
<tr>
<td>585.7</td>
<td>27.2</td>
<td>16.0</td>
<td>26.3</td>
<td>19.9</td>
</tr>
<tr>
<td>241.1</td>
<td>35.6</td>
<td>17.4</td>
<td>29.7</td>
<td>18.8</td>
</tr>
<tr>
<td>275.6</td>
<td>30.7</td>
<td>17.8</td>
<td>25.5</td>
<td>16.0</td>
</tr>
<tr>
<td>344.5</td>
<td>25.3</td>
<td>19.2</td>
<td>19.1</td>
<td>11.9</td>
</tr>
<tr>
<td>137.8</td>
<td>32.4</td>
<td>19.3</td>
<td>25.8</td>
<td>17.4</td>
</tr>
<tr>
<td>172.3</td>
<td>22.1</td>
<td>16.6</td>
<td>20.4</td>
<td>12.9</td>
</tr>
<tr>
<td>206.7</td>
<td>29.6</td>
<td>17.6</td>
<td>26.2</td>
<td>11.8</td>
</tr>
<tr>
<td>96.5</td>
<td>28.6</td>
<td>14.6</td>
<td>33.8</td>
<td>17.3</td>
</tr>
<tr>
<td>110.2</td>
<td>24.2</td>
<td>12.5</td>
<td>30.8</td>
<td>14.6</td>
</tr>
<tr>
<td>124.0</td>
<td>28.6</td>
<td>13.1</td>
<td>26.7</td>
<td>11.9</td>
</tr>
</tbody>
</table>
psi) to 255 MPa (37 ksi, at $\theta = 100$ psi) with a relationship of RM (in psi) $= 4.120 \times 10^{\theta/5}$ but are lower than the values suggested by Monismith (29). A design modulus of 248 MPa (36 ksi) was recommended by Monismith for the crushed stone base.

Similarly, the COV values were computed along with bulk stress for the aggregates from Choctaw and Murray Counties on the basis of the results from six RM tests using the T294–92I procedure. The obtained WMRE and MCOV are given in Table 5. It was found that when using the T294–92I method the aggregates from Murray County experience a higher variability in the RM values (with WMRE 30.2 percent and MCOV 26 percent) than when using the T292–91I method (with WMRE 26.4 percent and MCOV 20.6 percent). In contrast, aggregates from Choctaw County exhibit a lower variability in the RM values (with WMRE 23.0 percent and MCOV 18.9 percent) when using T294–92I than when using T292–91I (with WMRE 28.0 percent and MCOV 19.7 percent). Thus, on the basis of the available data, it is premature to say that one test method is better than the other.

To investigate the variability of RM values due to testing procedure for the same aggregate source, six RM test data using T292–91I and six RM test data using T294–92I at the same level of bulk stress were grouped together and the COVs were computed. MCOVs of 25.8 percent and 36.0 percent were found for Choctaw County and Murray County aggregates, respectively, as evident from Table 5. Table 5 also shows that the variability of RM values due to the testing procedure was higher than the variability due to the aggregate source.

CONCLUSIONS

The AASHTO T292–91I testing procedures were used in this study to conduct the RM tests of six selected aggregate types and to investigate the variability of the test results. The variability of RM values due to testing procedures (T292–91I and T294–92I) and aggregate type was investigated. The following observations are made on the basis of the data obtained:

1. The RM values (ranging from 41.3 to 261.8 MPa, depending on bulk stress, material type, and testing method) obtained in this study are lower than those reported in the literature.
2. The variability of RM values obtained in this study ranges from 19 percent to 26 percent in terms of MCOV.
3. For a given gradation, the differences in RM values due to aggregate sources are found to be from 20 to 50 percent and the MCOV for these six aggregate types is 20.8 percent.
4. For both aggregate types investigated in this study, the T294–92I testing procedure yields higher RM values than those obtained by using the T292–92I testing procedure, possibly because the stress sequence in T294–92I has a stiffening and strengthening effect on the specimen structure as the stress level increases. The amount of increase in RM values due to testing method varies with the type of aggregate. For example, aggregates from Murray County exhibited a higher degree of increase (about 35 to 55 percent) when using the T294–92I testing method than the aggregates from Choctaw County (about 15 to 34 percent).
5. When using the T294–92I method, the aggregates from Murray County experience a higher variability in RM values (with WMRE 30.2 percent and MCOV 26 percent) than when using the T292–91I method (with WMRE 26.4 percent and MCOV 20.6 percent). In contrast, aggregates from Choctaw County exhibit a lower variability in RM values (with WMRE 23 percent and MCOV 18.9 percent) when using T294–92I than when using T292–91I (with WMRE 28 percent and MCOV 19.7 percent). Thus, on the basis of the available data, it is premature to say that one test method is better than the other.
6. The variability of RM values due to testing procedure was found to be higher than that due to aggregate source.
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Accuracy Improvement of External Resilient Modulus Measurements Using Specimen Grouting to End Platens

DONG-SOO KIM AND SERGEY DRABKIN

To eliminate the source of errors in deformational measurements at small to intermediate strains (0.01 percent to 1.0 percent), a local strain measurement system inside the triaxial cell has been adopted in the resilient modulus ($M_r$) test. However, because of complexities inherent in the local measurement, there are difficulties in using this technique in routine tests. As an alternative solution, external $M_r$ measurement with the specimen grouted to the end platens with hydrostone paste was used.

The effects of specimen grouting and the stiffness range on reliable external $M_r$ measurements were investigated using six synthetic specimens of known stiffnesses ranging from that approximating a soft subgrade soil to 552 MPa (50,000 psi). For stiffness below about 345 MPa (50,000 psi), $M_r$ values determined by external measurements with grouted specimens are identical to the known values from torsional testing. However, for the stiffer specimens, $M_r$ values of the grouted specimens are less than those from torsional testing, and the deviation increases with the increasing stiffness of the specimen. The secant static modulus determined by both loading and unloading curves closely matched the cyclic $M_r$ at the same strain rate (or loading frequency), proving the feasibility of using the static testing scheme instead of the more expensive cyclic test. Finally, the effects of specimen grouting were investigated using compacted subgrade soils.

AASHTO has adopted the use of resilient modulus ($M_r$) in pavement design to represent the deformational characteristics of pavement materials (1). Standard testing procedures for determining $M_r$ values were updated in AASHTO T-294–921 (2). However, experience gained in applying these testing procedures has shown that great care must be exercised in evaluating resilient modulus at small to intermediate strains (0.01 percent to 1.0 percent) where the soil-pavement system is subjected to traffic loading, or significant inaccuracies can occur.

The axial strain is usually overestimated when the axial deformation is measured externally from the movement of the loading piston outside the triaxial cell (3–4). When stiffer specimens are tested at smaller strain amplitude under lower confining pressures, the degree of error is more pronounced. To eliminate the source of errors many local strain measurement systems inside the triaxial cell have been developed (3–5). However, because of complexities inherent in the local measurement, there are difficulties using local measurement techniques in routine testing. Either compressed air or silicone oil, which is inert to a linear variable differential transformer, should be used as a confining fluid to accommodate the equipment inside the triaxial cell (6). Furthermore, even with on-specimen local deformation measurement, errors can still occur as a result of movement of the membrane relative to the specimen during a high-frequency cyclic test such as an $M_r$ test.

As an alternative solution, external $M_r$ measurement with the specimen grouted to the end platens with hydrostone paste can be used without introducing the technical difficulties involved in internal measurement. Moduli of the grouted specimens determined by cyclic triaxial testing have been compared closely with those obtained by resonant column and torsional shear tests (7–9). Specimen grouting improves the contact between the specimen and the top cap and bottom plate, eliminating bedding errors. Use of hydrostone paste also has beneficial results because the evenness of the top cap can be adjusted to accommodate unevenness in the specimen end. However, the reliability of external measurement depends on the stiffness of the specimen. Consequently before application for routine $M_r$ testing, the effects of specimen grouting and stiffness range on reliable external $M_r$ measurements should be investigated.

In this study, the effects of specimen grouting on external $M_r$ measurements were investigated and quantified using six synthetic specimens of known stiffnesses. Both static modulus and cyclic $M_r$ measurements were performed on the same specimen to investigate the feasibility of using the static testing scheme instead of the more expensive cyclic test. Static secant moduli determined by both loading and unloading curves were compared with cyclic $M_r$ values. To investigate the reliability of external $M_r$ measurements, both static modulus and cyclic $M_r$ values of grouted specimens were compared with the known stiffness determined by torsional testing for a wide range of stiffness. Finally, the effects of specimen grouting were investigated using compacted subgrade soils.

**METHOD OF ANALYSIS**

In the cyclic $M_r$ test the modulus becomes nearly constant and the response can be assumed to be approximately elastic after about 100 cycles of loading for soil specimens (2,10). $M_r$ values of soil specimens were determined using the average value of the last five cycles about the 100th cycle. $M_r$ values of synthetic specimens were determined using the average value of three cycles about the 10th cycle because $M_r$ values of synthetic specimens are independent of the number of loading cycles (11). The resilient strain and the deviator stress are measured as shown in Figure 1 (top), and the modulus is calculated from

$$M_r = \frac{\sigma_1 - \sigma_2}{\epsilon_a} = \frac{\sigma_d}{\epsilon_a}$$

where $\sigma_1$ is the major principal stress, $\sigma_2$ is the minor principal stress, $\sigma_d$ is the deviator stress, and $\epsilon_a$ is the resilient axial strain.
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Synthetic Specimens

Synthetic specimens were tested under three different end condi-
tions: grouted, ungrouted without seating pressure, and ungrouted
with seating pressure. A seating pressure (static deviator pressure)
of 69 kPa (10 psi) was used for ungrouted specimens to achieve bet-

$$E = 2 G (1 + \nu)$$

where \(\nu\) is Poisson’s ratio. In \(M_R\) testing, \(E\) and \(M_R\) are assumed
equal because the stiffness of the synthetic specimen is independent
of loading history.

Two compacted subgrade soils were prepared and compacted at
the optimum moisture content by dropping a hammer weighing 2.5
kg (5.5 lb) from a height of 30 cm (12 in.) with compaction energy
based on the AASHTO T99 compaction method. Specimens were
trimmed to approximately 10 cm (4 in.) in diameter and 20 cm
(8 in.) in height. Table 1 presents the basic engineering properties
of the test soils.

**PROPERTIES OF HYDROSTONE PASTE**

Hydrostone is a white, plaster-like material that is mixed with water
and gains stiffness during the curing process. Because hydrostone
paste is highly workable and has a rapid setting time, it is an appro-
priate material with which to grout the specimen to end platens.
In addition, once cured, it is quite stiff. After the workability and
setting time were checked, the water-hydrostone cement (W/C)
ratio by weight was determined as 0.4.

In order to investigate the properties of hydrostone paste, a spec-
imen with a W/C ratio of 0.4 was constructed with dimensions of
7.1 cm (2.8 in.) in diameter and 14.2 cm (5.6 in.) in height. Resilient
modulus tests were performed at various curing times, then an un-
confined compression test was performed at a curing time of 270
min. (10). The stiffness of the hydrostone paste increased from 1.04
GPa (150 ksi) to 1.73 GPa (250 ksi) at curing times of 50 min and
250 min, respectively. Pezo (10) recommended 120 min of curing
time because the stiffness of hydrostone grout is strong enough \([M_R\)
of hydrostone grout is 1.38 GPa (200 ksi)] not to introduce prob-
lems on the \(M_R\) measurement of compacted subgrade soils with
stiffnesses ranges up to about 345 MPa (50 ksi). The stress-strain
curve of hydrostone paste obtained from the unconfined compres-
sion test showed the linear relationship up to a strain amplitude of
0.6 percent, within the range of most \(M_R\) tests.

**TEST PROCEDURES**

**Synthetic Specimens**

Synthetic specimens were tested under three different end condi-
tions: grouted, ungrouted without seating pressure, and ungrouted
with seating pressure. A seating pressure (static deviator pressure)
of 69 kPa (10 psi) was used for ungrouted specimens to achieve bet-

**TABLE 1 Basic Properties of Compacted Subgrade Soils**

<table>
<thead>
<tr>
<th>Soil No.</th>
<th>AASHTO</th>
<th>Passing Limit (%)</th>
<th>Liquid Limit</th>
<th>Plasticity Index</th>
<th>Optimum Moisture Content (%)</th>
<th>Sample Moisture Content (%)</th>
<th>Wet Unit (pcf)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A-7-6</td>
<td>87.3</td>
<td>56</td>
<td>29</td>
<td>19.3</td>
<td>19.3</td>
<td>112.7</td>
</tr>
<tr>
<td>2</td>
<td>A-4</td>
<td>34.9</td>
<td>25</td>
<td>10</td>
<td>10.6</td>
<td>10.5</td>
<td>129.8</td>
</tr>
</tbody>
</table>
ter contact between the specimen and the end platens and to simulate the conditioning effect for the soil specimen. All of the tests were performed at zero confinement.

Both cyclic and static tests were performed on the same specimen. The cyclic tests were performed with increasing deviator stress amplitude up to approximately 207 kPa (30 psi). A harversine waveform was used with a load duration and cycle duration of 0.1 sec and 1.0 sec, respectively. Once the cyclic tests were completed, static tests were performed. The deviator stress was loaded linearly to the maximum stress level (207 kPa (30 psi)) during cyclic tests and unloaded to the original stress level, with a typical load duration of 10 sec.

Compacted Subgrade Soil

The compacted clay specimens were tested under three different end conditions: grouted, ungrouted without conditioning, and ungrouted with conditioning. Both cyclic and static tests were performed on the same specimen. The specimen was tested at a confining pressure of 41.4 kPa (6 psi). The cyclic tests were performed with increasing deviator stress from 6.9 kPa to 83 kPa (1 psi to 12 psi). After completion of the cyclic test at the highest stress amplitude, a low stress modulus was measured again and compared with the previous value to ensure that the specimen was not damaged. If the specimen was not damaged during cyclic tests (the moduli difference was within 5 percent), which was true for most cases, static tests were performed using the same waveform used on synthetic specimens.

After $M_R$ tests with a grouted specimen were finished the specimen was carefully detached from the end platens. Both ends of the specimen were trimmed flat and the specimen was placed without grouting. At first the specimen was tested under cyclic and static loadings at 41.4 kPa (6 psi) of confining pressure without any conditioning. During the test the specimen was subjected to numerous load repetitions of various amplitudes more than specified in current conditioning stage (2). Conditioning was considered achieved during the first set of tests. The specimen was then tested following the same procedures used on the grouted specimen.

EFFECTS OF GROUTING ON SYNTHETIC SPECIMENS

Cyclic Resilient Modulus

The typical variation in cyclic resilient modulus with axial strain is shown in Figure 2 at three different end conditions. The moduli measured in the cyclic tests are almost independent of strain amplitude, but are substantially affected by the end conditions. The moduli of the grouted specimen are larger than those of the ungrouted one, and for the ungrouted specimen the moduli with seating pressure are larger than those without seating pressure. $M_R$ values obtained from torsional testing are also plotted for comparison purposes and closely match the moduli of the grouted specimen.

It is difficult to make the specimen ends perfectly flat, hence an irregular air gap exists between the specimen and the end platens when placing the specimen without grouting. Because of these irregular gaps and nonuniform distribution of contact pressures (bedding errors), excessive deformation was monitored during the testing. Even if this measured erratic deformation is small, it can destroy the $M_R$ measurements for relatively stiff specimens. For example, an error of approximately 2 thousandths of an inch (0.005 cm) in the deformation measurement (assuming the load is properly measured) provides a 0.025 percent error in strain measurement of a specimen 20 cm (8 in.) in height. If the real stiffness of this specimen is 343 MPa (50 ksi), only the $M_R$ value of 112 MPa (16.2 ksi) would be measured when applying deviator stress of 41.4 KPa (6 psi).

Once the specimen ends are grouted to the end platens with hydrostone paste, the air gap is filled with hydrostone and uniform contact between specimen and end caps can be achieved. Because the erratic measurement of deformation is eliminated by specimen grouting, the moduli determined by a grouted specimen are much more reliable than those of an ungrouted one. The bedding error can also be reduced by applying seating pressure, but the improvement in the $M_R$ measurement due to seating pressure is much less than the improvement due to grouting, as shown in Figure 2. Moreover, excessive seating pressure applied to the soil specimen may cause changes in the stress history of the specimen.

Cyclic $M_R$ values of synthetic specimens measured at a strain amplitude of about 0.02 percent are summarized in Table 2; cyclic moduli obtained from torsional tests are included. To quantify the effect of specimen grouting on stiffness measurements, the moduli of the ungrouted specimen were normalized by the value of the grouted one. Figure 3 shows the variations in normalized modulus, $M_R(\text{ungrouted})/M_R(\text{grouted})$, with the stiffness of the grouted specimen. The normalized moduli of ungrouted specimens varied from 100 percent to 25 percent of those of grouted specimens without seating pressure and from 100 percent to 50 percent of those of grouted specimens with seating pressure when the grouted $M_R$ values varied from 21.4 MPa (3.1 ksi) to 497 MPa (72 ksi). Specimen grouting improves the $M_R$ measurement significantly, and the amount of improvement increases as the stiffness of the specimen increases.

To investigate the effects of the stiffness range on reliable external $M_R$ measurements with specimen grouting, moduli obtained from $M_R$ tests were compared with moduli obtained from torsional testing, as shown in Figure 4. Within the range of stiffness below about 345 MPa (50 ksi), $M_R$ values determined by external measurements with grouted specimens were identical with the cyclic
TABLE 2 Cyclic Moduli of Synthetic Specimens Determined at Different End Conditions

<table>
<thead>
<tr>
<th>Specimen ID</th>
<th>Cyclic Modulus 1 (psi)</th>
<th>Cyclic Modulus 2 (psi)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Grouted</td>
<td>Ungrouted with Preload</td>
</tr>
<tr>
<td>TU 700</td>
<td>3100</td>
<td>2970</td>
</tr>
<tr>
<td>TU 900</td>
<td>10200</td>
<td>8900</td>
</tr>
<tr>
<td>TU 960</td>
<td>50700</td>
<td>39800</td>
</tr>
<tr>
<td>D50</td>
<td>20100</td>
<td>18100</td>
</tr>
<tr>
<td>D60</td>
<td>50300</td>
<td>27100</td>
</tr>
<tr>
<td>D70</td>
<td>71900</td>
<td>37000</td>
</tr>
</tbody>
</table>

1 Determined at a load duration of 0.1 sec and cycle duration of 1.0 sec, and at a strain amplitude of about 0.02%.
2 Determined by resonant column and torsional shear test at a loading frequency of 10 Hz.

...moduli from torsional testing. The typical range of the resilient modulus of subgrade soils and unbound granular materials used in pavement design is less than 310 MPa (45 ksi) (1). Therefore the resilient modulus can be reliably determined for pavement design using external measurements of the axial strains of the grouted specimen. However in the stiffness ranges above about 345 MPa (50 ksi), MR values of the grouted specimen are less than those from torsional testing, and the deviation increases with the increasing stiffness of the specimen.

Static Modulus

Typical stress-strain relationships obtained by static loading are shown in Figure 5 (top). The stress-strain behaviors of synthetic specimens are linear regardless of end condition. However the slopes of the stress-strain curves are substantially different depending on the end conditions. The slope for the grouted specimen is much steeper than those for ungrouted specimens. For the ungrouted specimens, the slope for the specimen with seating pressure is steeper than the slope for the specimen without seating pressure. It is interesting to note that strain amplitudes are different at the same corresponding deviator stress depending on the end conditions. The deformation of ungrouted specimens is overestimated because of the irregular gap that exists between the specimen ends and end platens. These erratic deformation measurements adversely influence the stress-strain behavior.

Typical stress-strain relationships measured from static unloading are shown in Figure 5 (bottom). The stress-strain behavior of the...
grouted specimen obtained from static loading is also included for comparison. The behaviors of grouted specimens measured from static loading and unloading tests are almost identical; however, the behaviors of the ungrouted specimens are quite different from those determined by static loadings. At strains below about 0.0005, all stress-strain curves match well. At higher strains, however, the strain amplitudes determined by ungrouted specimens are overestimated compared with those of the grouted specimen, and the difference increases with strain amplitude. This indicates that an irregular gap between the specimen ends and platen was closed during the static loading, and uniform contact was achieved before unloading. In the early stage of unloading, uniform contact remained even for ungrouted specimens, but at higher strains the irregular gap occurred again and influenced the measurements.

Static moduli of synthetic specimens determined by both loading and unloading tests under different end conditions are summarized in Table 3. Static moduli are determined at a load duration of 10 sec and at a strain amplitude of about 0.02 percent. To quantify the effect of specimen grouting on the static measurement, the moduli of the ungrouted specimen were normalized by the value of grouted specimen, and the variation in the normalized modulus with the stiffness of the grouted specimen is shown in Figure 6. The static modulus determined from loading tests is substantially affected by end conditions: the normalized values of ungrouted specimens without seating pressures varied from 98 percent to 26 percent of grouted specimen values, and values of ungrouted specimens with seating pressures varied from 102 percent to 46 percent of grouted specimen values when those values varied from 18.6 MPa (2.7 ksi) to 308 MPa (44.7 ksi), respectively. Specimen grouting significantly improves the accuracy of measurements, and the higher improvement rate is achieved for the stiffer specimens. The improvement rate achieved in the static loading test is similar to that in cyclic $M_R$ tests at a given stiffness. However the static modulus determined from unloading tests is much less affected by the end conditions than that determined from static loading tests: the maximum difference of moduli between grouted and ungrouted specimens is less than 30 percent.

To investigate the reliability of static measurements, the moduli of grouted specimens determined by loading and unloading tests are compared with moduli determined by torsional testing, as shown in Figure 7. Because the stiffness of the synthetic specimen is affected by the loading rate (=), $M_R$ values are compared at a similar loading rate: torsional testing was performed at a loading frequency of 0.05 Hz and static testing was performed using a load duration (equivalent to a half period in the cyclic test) of 10 sec. Within the ranges of stiffness below about 290 MPa (42 ksi), static modulus obtained from both loading and unloading curves were almost identical to the values obtained from torsional testing. This indicates an interesting feature: a reliable moduli can be measured using a static testing scheme if the $M_R$ values are corrected to consider the loading rate. More important, if the specimen ends are grouted to the end platen using hydrostone paste, a static triaxial loading scheme with external measurement, which is common for conventional triaxial testing, provides an alternative $M_R$ testing method without introducing the technical difficulties involved in internal measurement. In addition, the need for expensive cyclic testing equipment is avoided. At higher stiffness ranges, however, static moduli of grouted specimens are less than the values from torsional testing.

### TABLE 3  Static Moduli of Synthetic Specimens Determined at Different End Conditions

<table>
<thead>
<tr>
<th>Specimen ID</th>
<th>Load Duration=10 sec</th>
<th>Modulus ($\text{psi}$)</th>
<th>Static Moduli $M_R$</th>
<th>Cyclic Modulus $M_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Grouted</td>
<td>Ungrounded with Preload</td>
<td>Ungrounded without Preload</td>
<td></td>
</tr>
<tr>
<td>TU700</td>
<td>2700</td>
<td>3020</td>
<td>2750</td>
<td>2720</td>
</tr>
<tr>
<td>TU900</td>
<td>8150</td>
<td>8800</td>
<td>7120</td>
<td>7550</td>
</tr>
<tr>
<td>TU960</td>
<td>33900</td>
<td>45000</td>
<td>26500</td>
<td>45100</td>
</tr>
<tr>
<td>D50</td>
<td>17100</td>
<td>18800</td>
<td>10200</td>
<td>13500</td>
</tr>
<tr>
<td>D60</td>
<td>41600</td>
<td>45600</td>
<td>20100</td>
<td>43500</td>
</tr>
<tr>
<td>D70</td>
<td>44700</td>
<td>53900</td>
<td>20400</td>
<td>40900</td>
</tr>
</tbody>
</table>

1: Determined by loading and unloading curves at load duration of 10 sec.  
2: Determined by resonant column and torsional shear test at a loading frequency of 0.05 Hz.
EFFECTS OF GROUTING ON COMPACTED SUBGRADE SOILS

Cyclic Resilient Modulus

The variations in cyclic resilient moduli of two compacted subgrade soils with their strain amplitudes are shown in Figure 8. $M_R$ values of grouted specimens are generally larger than those of ungrouted specimens. Modulus difference between the grouted and ungrouted specimens is greater for higher values of $M_R$ and decreases as $M_R$ decreases. At $M_R$ values below about 69 MPa (10 ksi), both the moduli of the grouted and of the ungrouted specimens are almost identical regardless of end conditions. This behavior indicates that improvements in the cyclic $M_R$ measurements due to specimen grouting are greater when the stiffness of the specimen is higher.

To show the effect of conditioning on $M_R$ measurements, moduli of Sample 2 determined without conditioning are included in Figure 8. Moduli without conditioning are significantly lower than the grouted values, whereas moduli determined after conditioning are much closer to the grouted values, indicating that conditioning significantly improves the test results, particularly at low strain measurements, by making better contacts between the specimen and end platens. After conditioning the normalized moduli of compacted subgrade soils, $M_R$ (ungrouted)/$M_R$ (grouted), are approximately from 80 percent to 85 percent when $M_R$ values vary from 207 MPa (30 ksi) to 138 MPa (20 ksi). These values are considerably higher than those on synthetic specimens without seating pressure (45 percent to 50 percent) and similar to those with seating pressures (76 percent to 83 percent) as shown in Figure 3. Specimen conditioning improves $M_R$ measurements on compacted subgrade soils by reducing bedding errors, but it does not provide the same level of improvement achieved by specimen grouting.

Static Modulus

Typical variations in static moduli with strain amplitude determined by loading and unloading tests are shown in Figure 9. Static moduli determined by loading tests are affected by end conditions as shown in the top portion of Figure 9: moduli of grouted specimens are greater than the values of ungrouted specimens. However specimen end condition does not influence the static modulus determined by unloading tests, as shown in the bottom portion of Figure 9, where the moduli of grouted and ungrouted specimens are almost identical.

For comparison of the $M_R$ values determined by static and cyclic tests, cyclic moduli of grouted specimen are included in Figure 9.
With an identical specimen, the static modulus is determined at a load duration of 0.4 sec (equivalent of 1.25 Hz) and a cyclic modulus is determined at a loading frequency of 10 Hz. All static moduli match fairly well except for those of the ungrouted specimen measured by the loading curve but they are somewhat smaller than the cyclic moduli. This difference can be explained by the difference in loading frequency between both tests, because the resilient modulus of compacted subgrade soil is affected by the loading frequency (12). This suggests the feasibility of using an alternative static loading scheme for a resilient modulus measurement if the measured value is properly corrected to consider the loading frequency. Further study is being conducted by the authors.

CONCLUSIONS

The reliability of external \( M_R \) measurements with specimens grouted to end platens was investigated using synthetic specimens of known stiffness and compacted subgrade soils. Both static and cyclic tests were performed on the same specimens. The following conclusions were drawn:

1. Specimen grouting provides better contact between the specimen and end platens and improves the external \( M_R \) measurements by eliminating bedding errors. The amount of improvement increases as the stiffness of the specimen increases. For synthetic specimens, the moduli of ungrouted specimens varied from 100 percent to 25 percent of grouted specimen values without seating pressure and from 100 percent to 50 percent of grouted specimen values with seating pressure when the grouted specimen \( M_R \) values varied from 21.4 MPa (3.1 ksi) to 497 MPa (72 ksi).

2. Static secant moduli are obtained from both static loading and unloading curves. The improvement achieved in static loading tests due to specimen grouting was similar to that in the cyclic \( M_R \) tests at a given stiffness. However static modulus obtained from the unloading curve was much less affected by the end conditions.

3. Reliable \( M_R \) can be determined for pavement design by external \( M_R \) measurements with specimen grouting in the range of stiffness below about 290 MPa (42 ksi) for static tests and below about 345 MPa (50 ksi) for cyclic tests. However at higher stiffness ranges, external \( M_R \) measurements underestimate the \( M_R \) values and the deviation increases with the increasing stiffness of the specimen.

4. Static moduli of synthetic specimens and compacted subgrade soils determined by external measurements match fairly well with the cyclic \( M_R \) values at a corresponding strain amplitude if the loading rate is considered in the comparison. A static triaxial loading scheme with an external measurement may provide an alternative \( M_R \) testing method without introducing the technical difficulties involved in internal measurement and without the need for expensive cyclic testing equipment.
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Factors Influencing Determination of a Subgrade Resilient Modulus Value

JAMES M. BURCZYK, KHALED KSAIBATI, RICHARD ANDERSON-SPRECHER, AND MICHAEL J. FARRAR

Factors influencing the determination of a subgrade resilient modulus value were evaluated. Nine test sites with cohesive subgrade soils were selected in the state of Wyoming, and laboratory testing was conducted on subgrade cores obtained in 1992 and 1993. Several fundamental soil properties of these cores were determined and deflection data from these nine sites were used to determine resilient modulus values with three back calculation programs. The data analysis resulted in several important conclusions about factors that influence the selection of a design subgrade resilient modulus value.

The 1993 AASHTO Guide for Design of Pavement Structures requires selecting a value for the design subgrade resilient modulus (MR). Resilient modulus is a “measure of the elastic property of soil recognizing certain nonlinear characteristics” (1). Numerically, it is the ratio of the deviator stress to the resilient or recoverable strain (\(M_R = \sigma_d/e\)). This value may be based on laboratory testing, back-calculation programs using deflection measurements, resilient modulus correlation studies, or original design and construction data (2).

In many cases, agencies lack the capital required for the laboratory equipment, or their pavement engineers are unfamiliar with this new subgrade soil property (3). As a result, equations have been developed to convert values from soil tests, such as California bearing ratio (CBR) and R-value, to resilient modulus values. Even though this method of obtaining \(M_R\) values is acceptable, AASHTO recommends that “user agencies acquire the necessary equipment to measure \(M_R\)” (1).

Several factors must be taken into consideration when selecting a design \(M_R\) value. According to Darter et al. (2), “Regardless of the method used, the design subgrade \(M_R\) value must be consistent with the value used in the design performance equation for the AASHO Road Test subgrade.” The 1986 guide uses a value of 20 684 kPa (3000 psi), but does not justify its selection. Elliott, however, presented the findings of several researchers on the reason this value was chosen to represent the AASHO Road Test subgrade (3). Based on a study by Thompson and Robnett (4), this value is appropriate when the AASHO soil is about 1 percent wetter than optimum and is subjected to a deviator stress of about 41.4 kPa (6 psi) or more. Besides the usefulness of this observation in selecting a design \(M_R\) value from laboratory testing, it also plays an important role in determining a value from back-calculation programs using deflection data. To make these nondestructive testing (NDT) values consistent with the 20 684 kPa (3000-psi) value, the calculated \(M_R\) value is multiplied by a correction factor (C) less than or equal to 0.33 for cohesive soils (3). The need for a correction factor resulted from the fact that most NDT programs assume that the measured deflection, at a certain distance away from the loading plate, is attributable solely to the subgrade. In many cases, the amount of stress at this point is less than 41.4 kPa (6 psi), giving a higher resilient modulus value. Reducing the back-calculated resilient modulus value satisfies the underlying assumption in the overlay equation.

Because the intent of laboratory testing is to simulate conditions in the field, other factors, such as water content, soil type, and sample condition, must also be considered. First, water content is important because of its effect on \(M_R\) values obtained either above or below the optimum value. In 1989 Elfino and Davidson (5) reported variations in the resilient modulus value of 7 to 41 percent from soils at different water contents. Second, whether the sample is undisturbed or disturbed will influence the \(M_R\). Third, soil type may influence the \(M_R\) because of the differences in quality and soil strength.

The University of Wyoming and the Wyoming Department of Transportation (DOT) conducted a joint research project, first to investigate the importance of several fundamental soil properties in determining a design subgrade resilient modulus value, and second to define the actual relationship between back-calculated and laboratory-based \(M_R\) values for typical subgrade soils in Wyoming. The main findings of this study are presented here.

EXPERIMENT DESIGN

Figure 1 shows the data collection process and overall evaluation strategies followed in this research. Initially, a large number of pavement test sections were selected in the state of Wyoming. During the summer of 1992 and spring of 1993, different types of field data were collected on all sections. This field evaluation included pavement and subgrade coring, deflection measurements, and condition surveys. Several laboratory tests were later conducted on the soil cores to determine the types of subgrade at each site. As a result of this laboratory testing, all sections with granular subgrade material were dropped from the study. More laboratory tests, including resilient modulus, were later conducted only on the sites that had cohesive subgrades. Table 1 shows the locations and thicknesses of the sections included in this experiment. In addition to the laboratory analysis, the deflection data collected in 1992 and 1993 were used to determine \(M_R\) values with the following three back-calculation programs: MODULUS (6), EVERCALC (7), and BOUSDIF (8). All data were summarized in a computerized data base. Statistical analyses were then performed to determine how fundamental soil properties, linear variable differential transducer (LVDT) placement during \(M_R\) testing, and sample condition influence the resilient modulus value. Further analyses were completed to examine the relationship between laboratory and back-calculated \(M_R\) values.
DATA COLLECTION AND LABORATORY TESTING

Field Data Collection

Extensive field data were collected on all test sections included in this study. Pavement deflection measurements were obtained by using standard loads on the Wyoming DOT Kaub 2-m falling weight deflectometer. Then, three pavement cores were obtained from each section to examine the characteristics of the asphalt layers and to verify the thicknesses. This information was used later in determining the back-calculated resilient modulus values. Next, pavement condition surveys were completed to record each section’s surface condition. Finally, three Shelby tubes were taken from the subgrade at each test section. The soil samples were used to conduct resilient modulus testing, obtain R-values, and perform other tests for certain fundamental soil properties.

Resilient Modulus Testing

Laboratory $M_r$ values are normally obtained with repeated-load triaxial testing. The Interim Method of Test for Resilient Modulus of Unbound Granular Base/Subbase Materials and Subgrade Soils—SHRP Protocol P46 (AASHTO: T 294–92) outlines the latest testing procedure. This specification separates subgrade material into two different categories: Type I (granular) and Type II (cohesive). Each type of soil has a different conditioning cycle and 15 loading sequences varying in confining and deviator stresses. Overall, Type I soils undergo higher stresses, both confining and deviator, because of their higher resistance to deformation. The amount of deformation in the soil sample is recorded using two LVDTs outside of the testing chamber. However, the original AASHTO T-274 specifications required two LVDTs within the test chamber. These LVDTs are placed at a specified gauge length depending on the size of the soil sample. Figure 2 shows the two different LVDT locations used in this study. The $M_r$ value is then calculated by using the averaged deviator load and deformation from the last five cycles of each testing condition.

In this project, deformation readings were recorded at two different locations during the laboratory testing: from two LVDTs

<table>
<thead>
<tr>
<th>Roadway</th>
<th>Milepost From</th>
<th>Milepost To</th>
<th>Pavement Thicknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Surface (inches)</td>
</tr>
<tr>
<td>US-30</td>
<td>67.063</td>
<td>76.819</td>
<td>5.5</td>
</tr>
<tr>
<td>US-30</td>
<td>45.984</td>
<td>48.786</td>
<td>12.0</td>
</tr>
<tr>
<td>US-287</td>
<td>411.890</td>
<td>419.270</td>
<td>6.0</td>
</tr>
<tr>
<td>US-26</td>
<td>105.642</td>
<td>109.677</td>
<td>5.0</td>
</tr>
<tr>
<td>US-20/26</td>
<td>10.360</td>
<td>21.237</td>
<td>5.0</td>
</tr>
<tr>
<td>US-20</td>
<td>162.120</td>
<td>164.094</td>
<td>3.0</td>
</tr>
<tr>
<td>US-16</td>
<td>226.300</td>
<td>233.700</td>
<td>6.0</td>
</tr>
<tr>
<td>US-16</td>
<td>241.990</td>
<td>246.590</td>
<td>2.3</td>
</tr>
<tr>
<td>US-85</td>
<td>195.760</td>
<td>202.690</td>
<td>6.0</td>
</tr>
</tbody>
</table>

<sup>1</sup>Asphalt Treated Base (ATB)

<sup>2</sup>Cement Treated Base (CTB)
located outside the triaxial cell on the loading piston (referred to as the actuator in this paper) and from three LVDTs located on the rings inside the testing chamber. Even though some testing programs automatically average these signals during testing, readings were averaged after completion of testing. This procedure was useful in eliminating inconsistent readings. Three segments of subgrade soil from each Shelby tube were extracted for testing. All subgrade cores were tested in undisturbed and disturbed conditions, and each sample was 15.2 cm (6 in.) in length and 7.1 cm (2.8 in.) in diameter.

After laboratory testing was completed, deformation and applied load readings from the last five cycles of each loading condition were retrieved from the data files. Several spreadsheets were developed to accept these data as well as the length and diameter of each sample. After this information was entered the resilient modulus values were calculated automatically for each testing condition and test section.

Other Laboratory Tests

After completing the resilient modulus testing, each soil sample was tested to determine its R-value, liquid limit (LL), plasticity index, soil classification, group index, and water content. Table 2 shows some typical values observed in this study. The following equation, occasionally used by the Wyoming DOT, was used in estimating the optimum water content of each sample:

$$\omega = 0.477 (LL) + 2$$  \hspace{1cm} (1)  

where \( \omega \) is the optimum water content (percent) and \( LL \) is the liquid limit.

All laboratory tests were conducted in accordance with their respective ASTM and AASHTO specification.

Back Calculations of Resilient Modulus

Deflection data collected from the nine test sites were used to obtain \( M_R \) values with three back-calculation computer programs: MODULUS, EVERCALC, and BOUSDEF. These programs compare the deflection basins based on field data to theoretical basins in order to determine back-calculated \( M_R \) values. However each program computes these moduli using different methodologies and assumptions. The first program, MODULUS, was developed at Texas A&M University. MODULUS determines \( M_R \) values based on a layered elastic code called WESS. This code creates a large data base of theoretical deflection basins and matches, through interpolation, the best basin to the field data. The second program, EVERCALC, was developed at the University of Washington. In this program theoretical deflections are based on CHEVRON as the layered elastic solution. The third program, BOUSDEF, was developed at Oregon State University. This program uses the method of equivalent thicknesses, assuming one thick, uniform layer of material, and the Boussinesq theory to determine theoretical basins. Overall, by matching the deflection basin measured in the field, the \( M_R \) value is calculated for each section's layers (surface, base, and subgrade) (9).

DATA ANALYSIS

Data were gathered during two different periods, Period A (summer 1992) and Period B (spring 1993), at nine different sites. Five of these sites were common to both time periods; one was specific to Period A; and three were specific to Period B. Aside from designations of the sampling variables (period, site, tube, and layer), the measured variables included the resilient modulus (measured in various manners), R-value, and certain soil characteristics (soil classification, group index, actual and optimum water contents, and plasticity index). The inclusion of different sites made for some inconstancy in soil types between periods. The analyses below account for these differences as necessary. All analyses were based on \( \log_{10}(M_R) \), abbreviated as LMR, instead of \( M_R \) itself.

Relationship Between Resilient Modulus and R-Values

Accurate values of LMR are expected to correlate fairly well with R-values. Because of this assumption correlations were obtained for measured R-values and the four measurements of LMR for Periods A and B. Table 3 shows the observed correlations. Within rows of this table correlations are comparable because they are based on the same soil samples. However differences in base soils between Periods A and B may distort comparisons between these rows. The most important aspect of Table 3 is that the disturbed soils' LMRs are not significantly correlated with the R-value, but undisturbed soils' LMRs are correlated with the R-value. Correlations between undisturbed and disturbed LMRs (not shown) were modest to nonexistent. Therefore samples should be retained intact if the resilient modulus is to be a meaningful measure for pavement design.
### TABLE 2  Typical Soil Characteristics, Spring 1993

<table>
<thead>
<tr>
<th>Water Content (%)</th>
<th>Optimum Water Content (%)</th>
<th>Soil Classification</th>
<th>Plasticity Index (PI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.2</td>
<td>13.9</td>
<td>A-6(1)</td>
<td>10</td>
</tr>
<tr>
<td>15.9</td>
<td>18.7</td>
<td>A-6(13)</td>
<td>22</td>
</tr>
<tr>
<td>11.9</td>
<td>14.4</td>
<td>A-6(1)</td>
<td>13</td>
</tr>
<tr>
<td>10.8</td>
<td>14.9</td>
<td>A-4(0)</td>
<td>7</td>
</tr>
<tr>
<td>11.5</td>
<td>14.4</td>
<td>A-4(0)</td>
<td>6</td>
</tr>
<tr>
<td>13.2</td>
<td>14.4</td>
<td>A-4(0)</td>
<td>8</td>
</tr>
<tr>
<td>13.9</td>
<td>14.4</td>
<td>A-4(0)</td>
<td>5</td>
</tr>
<tr>
<td>12.8</td>
<td>14.4</td>
<td>A-4(0)</td>
<td>7</td>
</tr>
<tr>
<td>15.5</td>
<td>17.7</td>
<td>A-6(9)</td>
<td>18</td>
</tr>
<tr>
<td>15.8</td>
<td>13.0</td>
<td>A-4(3)</td>
<td>9</td>
</tr>
<tr>
<td>16.8</td>
<td>15.4</td>
<td>A-6(6)</td>
<td>14</td>
</tr>
<tr>
<td>19.4</td>
<td>20.1</td>
<td>A-6(13)</td>
<td>23</td>
</tr>
<tr>
<td>19.7</td>
<td>25.9</td>
<td>A-7-6(26)</td>
<td>26</td>
</tr>
<tr>
<td>20.1</td>
<td>28.2</td>
<td>A-7-6(30)</td>
<td>28</td>
</tr>
<tr>
<td>18.7</td>
<td>26.3</td>
<td>A-7-6(29)</td>
<td>29</td>
</tr>
<tr>
<td>20.7</td>
<td>22.0</td>
<td>A-7-6(16)</td>
<td>16</td>
</tr>
<tr>
<td>20.6</td>
<td>23.5</td>
<td>A-7-6(23)</td>
<td>22</td>
</tr>
<tr>
<td>20.8</td>
<td>22.5</td>
<td>A-7-6(15)</td>
<td>15</td>
</tr>
<tr>
<td>15.9</td>
<td>17.7</td>
<td>A-6(7)</td>
<td>17</td>
</tr>
<tr>
<td>23.7</td>
<td>19.6</td>
<td>A-6(7)</td>
<td>13</td>
</tr>
<tr>
<td>20.7</td>
<td>24.4</td>
<td>A-7-6(21)</td>
<td>23</td>
</tr>
<tr>
<td>25.3</td>
<td>19.6</td>
<td>A-6(3)</td>
<td>11</td>
</tr>
<tr>
<td>21.1</td>
<td>17.3</td>
<td>A-7-6(26)</td>
<td>28</td>
</tr>
<tr>
<td>20.9</td>
<td>24.4</td>
<td>A-7-6(23)</td>
<td>26</td>
</tr>
<tr>
<td>19.8</td>
<td>26.3</td>
<td>A-7-6(27)</td>
<td>29</td>
</tr>
<tr>
<td>11.3</td>
<td>21.1</td>
<td>A-6(16)</td>
<td>23</td>
</tr>
<tr>
<td>17.4</td>
<td>22.5</td>
<td>A-7-6(20)</td>
<td>25</td>
</tr>
<tr>
<td>12.8</td>
<td>21.6</td>
<td>A-7-6(17)</td>
<td>23</td>
</tr>
<tr>
<td>15.5</td>
<td>22.0</td>
<td>A-7-6(17)</td>
<td>23</td>
</tr>
<tr>
<td>19.3</td>
<td>21.1</td>
<td>A-6(16)</td>
<td>22</td>
</tr>
<tr>
<td>16.2</td>
<td>22.0</td>
<td>A-7-6(16)</td>
<td>22</td>
</tr>
<tr>
<td>15.2</td>
<td>23.5</td>
<td>A-7-6(21)</td>
<td>25</td>
</tr>
<tr>
<td>13.8</td>
<td>14.9</td>
<td>A-4(5)</td>
<td>9</td>
</tr>
<tr>
<td>17.4</td>
<td>25.9</td>
<td>A-7-6(25)</td>
<td>31</td>
</tr>
<tr>
<td>12.7</td>
<td>15.4</td>
<td>A-4(4)</td>
<td>7</td>
</tr>
</tbody>
</table>

### TABLE 3  Correlations Between LMR\(^{1}\) and R-Value

<table>
<thead>
<tr>
<th></th>
<th>Undisturbed</th>
<th>Disturbed</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ring Actuator</td>
<td>Ring Actuator</td>
<td>Size</td>
</tr>
<tr>
<td>Period A(^{2})</td>
<td>0.630 0.749</td>
<td>-0.041 -0.089</td>
<td>16</td>
</tr>
<tr>
<td>Period B(^{3})</td>
<td>0.334 0.437</td>
<td>-0.219 -0.273</td>
<td>23</td>
</tr>
<tr>
<td>Pooled(^{4})</td>
<td>0.380 0.509</td>
<td>-0.136 -0.142</td>
<td>39</td>
</tr>
</tbody>
</table>

\(^{1}\)Log\(_{10}\) (Resilient Modulus Values)

\(^{2}\)Summer 1992

\(^{3}\)Spring 1993

\(^{4}\)Pooled (1992 & 1993)
Only undisturbed LMRs were used in the remaining analyses unless noted otherwise.

Effect of Sensor Location on \( M_R \) Measurements

The correlations shown in Table 3 also suggest that the placement of LVDTs outside the testing chamber may be more suitable than placement on the ring. Observed differences in the correlations with \( R \)-value are not, however, extreme, and placements were also compared on the basis of measurement precision. To ensure that all variability measured was attributable to differences in measurement methods, values were adjusted for site, period, and sample tube. The test for differences in variances for paired data (10) showed the ring variance to be greater than the actuator variance (\( t = 2.238, df = 20, p = 0.0368 \)). The greater variation in ring measurements is a result of the difficulty in obtaining good contact between the LVDTs on the ring and the soil sample. Analyses are henceforth made using actuator measurements only.

Although measurements at the actuators appear to be preferable, the relationship between actuator and ring measures is of interest. Actuator and ring measurements of LMR are highly correlated, as shown in Table 4. A \( t \)-test of paired differences indicates that ring measures are consistently higher than actuator measures. Repeated measures analysis indicates that differences between ring and actuator measures are similar for undisturbed samples (\( p = 0.206 \)), and the pooled analysis is consequently considered acceptable.

Effect of Sample Location on \( M_R \) Values

An issue relevant to \( M_R \) measurement is the selection of samples from tubes. If layers systematically differ from each other, with surface layers having consistently higher or lower values than deeper layers, one would expect that surface-layer measures would differ in quality from lower-layer measures. Available data do not yield evidence of such differences (repeated measures analysis \( F_{2, 11} = 1.27, p = 0.3126 \)). Assuming that layers are in fact similar to each other, averaging LMR values will give more reliable results than will readings from any single layer. It may still be that \( M_R \) values at one level of the soil are particularly important for highway considerations, but it is not possible with available data to select one layer over another without additional reference criteria.

Relationships Between Back-Calculated and Laboratory \( M_R \) Values

\( M_R \) values can be obtained indirectly, via back calculations from nondestructive testing instead of laboratory tests. As mentioned earlier, the following three back-calculation programs were used in this research: MODULUS (MP), EVERCALC (EP), and BOUSDEF (BP). To consider the quality of these three programs, logs of back-calculated values (designated as LMR-MP, LMR-EP, and LMR-BP, respectively) were compared with laboratory LMR values. The site-by-period mean LMR from undisturbed samples measured on the actuator was used as the best available value for the “true” resilient modulus, the one exception being a single site for which only ring measurements were available in Period A. Because means were calculated from different numbers of observations, a weighted analysis was used (weight = sample size). Results are shown in Table 5. Note that the EVERCALC program appears to be slightly superior to the other two back-calculation methods. All back-calculated values match each other better than they do the laboratory measurements.

Assuming constant differences between logs of back-calculated and “true” values, the best estimated differences appear in Table 6, along with implied relationships between laboratory and back-calculated values of \( M_R \). A 95 percent confidence interval for the appropriate correction factor (\( C \)) for subgrade soils in Wyoming, based on the EVERCALC program, is (0.20, 0.32) where \( M_R = C \cdot \) (back calculated value).

Relationship Between \( M_R \) Values and Soil Properties

The final question considered was the relationship between soil characteristics and the resilient modulus. The possible relationship between LMR and four factors, moisture (actual water content – optimum water content), soil classification, group index, and plasticity index were analyzed. Because the group and plasticity indices were highly correlated, only the group index was ultimately considered for describing soil–\( M_R \) relationships.

<table>
<thead>
<tr>
<th>TABLE 4</th>
<th>Relations Between LMRR(^1) and LMRA(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation</td>
</tr>
<tr>
<td>Period A(^3)</td>
<td>0.858</td>
</tr>
<tr>
<td>Period B(^4)</td>
<td>0.906</td>
</tr>
<tr>
<td>Pooled</td>
<td>0.885</td>
</tr>
</tbody>
</table>

1\( \log_{10} \) (Resilient Modulus Value for Ring Measurements)
2\( \log_{10} \) (Resilient Modulus Value for Actuator Measurements)
3Summer of 1992
4Spring of 1993
Moisture and LMR are related, and their relationship depends on soil type. Similar strengths in the relationship between soil factors and responses were found for both undisturbed and remolded samples, and also for R-values (see Table 7). All of the test sections had one or more of the following types of subgrade soil: A-4, A-6, and A-7. For each of these soil classifications correlations were developed to determine the effect of moisture on the measured values. Overall values for undisturbed and remolded $M_R$ values and R-values from A-4 and A-6 soils decreased as water content increased. The A-7 subgrade soils showed little change in the measured values (see Table 8).

**CONCLUSIONS AND RECOMMENDATIONS**

On the basis of data analysis performed in this project, the following conclusions are drawn:

1. Layers within Shelby tubes do not differ significantly from one another. Averaging the resilient modulus values from all layers will give more reliable results than measuring the value from one layer.

2. Some fundamental soil properties influence the measured $M_R$ value. Resilient modulus values for type A-4 and A-6 subgrade soils decreased as water content increased.

### TABLE 5 Back Calculation Correlations ($N = 13$)

<table>
<thead>
<tr>
<th>Weighted Correlations with LMR$^1$</th>
<th>Cross-correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LMR-MP</td>
</tr>
<tr>
<td>LMR-MP$^2$</td>
<td>0.526</td>
</tr>
<tr>
<td>LMR-EP$^3$</td>
<td>0.735</td>
</tr>
<tr>
<td>LMR-BP$^4$</td>
<td>0.590</td>
</tr>
</tbody>
</table>

$^1\log_{10}$ (Resilient Modulus Values)

$^2\log_{10}$ (Resilient Modulus Values from MODULUS Program)

$^3\log_{10}$ (Resilient Modulus Values from EVERCALC Program)

$^4\log_{10}$ (Resilient Modulus Values from BOUSDEF Program)

---

<table>
<thead>
<tr>
<th>Computer Program</th>
<th>Diff. Error</th>
<th>95% CI</th>
<th>Relation</th>
<th>Bounds on C ($M_R = C \cdot [X]$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MODULUS (MP)</td>
<td>0.408</td>
<td>(0.249, 0.567)</td>
<td>$M_R = 0.39MP$</td>
<td>(0.27, 0.56)</td>
</tr>
<tr>
<td>EVERCALC (EP)</td>
<td>0.599</td>
<td>(0.492, 0.706)</td>
<td>$M_R = 0.25EP$</td>
<td>(0.20, 0.32)</td>
</tr>
<tr>
<td>BOUSDEF (BP)</td>
<td>0.503</td>
<td>(0.374, 0.632)</td>
<td>$M_R = 0.31BP$</td>
<td>(0.23, 0.42)</td>
</tr>
</tbody>
</table>

---

### TABLE 7 Coefficients of Determination for Soil–$M_R$ Relations

<table>
<thead>
<tr>
<th>Models (linear models with interaction)</th>
<th>Undisturbed samples LMR$^1$</th>
<th>Remolded samples LMR$^1$</th>
<th>R-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moisture and Soil Classification</td>
<td>0.427</td>
<td>0.436</td>
<td>0.478</td>
</tr>
<tr>
<td>Moisture and Group Index</td>
<td>0.479</td>
<td>0.286</td>
<td>0.321</td>
</tr>
</tbody>
</table>

$^1\log_{10}$ (Resilient Modulus Values)
TABLE 8 Parameter Estimates ± Standard Error for Model with Group Index

<table>
<thead>
<tr>
<th>Soil Classification</th>
<th>Parameter Estimates</th>
<th>Undisturbed Samples LMR</th>
<th>Remolded Samples LMR</th>
<th>R-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-4</td>
<td>Intercept</td>
<td>4.50 ± 0.0740</td>
<td>4.35 ± 0.0893</td>
<td>47.1 ± 1.21</td>
</tr>
<tr>
<td></td>
<td>Slope (Moisture)</td>
<td>-0.102 ± 0.0286</td>
<td>-0.0803 ± 0.0383</td>
<td>-0.845 ± 0.619</td>
</tr>
<tr>
<td>A-6</td>
<td>Intercept</td>
<td>4.38 ± 0.0548</td>
<td>4.685 ± 0.0524</td>
<td>37.9 ± 1.96</td>
</tr>
<tr>
<td></td>
<td>Slope (Moisture)</td>
<td>-0.0682 ± 0.0148</td>
<td>-0.0401 ± 0.0162</td>
<td>-2.04 ± 0.570</td>
</tr>
<tr>
<td>A-7</td>
<td>Intercept</td>
<td>4.54 ± 0.151</td>
<td>4.73 ± 0.0435</td>
<td>31.0 ± 1.97</td>
</tr>
<tr>
<td></td>
<td>Slope (Moisture)</td>
<td>0.0110 ± 0.0250</td>
<td>-0.00492 ± 0.00699</td>
<td>-0.762 ± 0.316</td>
</tr>
</tbody>
</table>

1 Log₁₀ (Resilient Modulus Values)

3. $M_r$ measurements made with LVDTs on the ring inside the testing chamber consistently gave higher values than the actuator LVDTs located on the loading piston.

4. The EVERCALC back-calculation program appears to give more accurate $M_r$ values than do the other two computer programs.

5. The recommended correction factor ($C$) of 0.33 or less appears to be adequate for subgrade soils in Wyoming.
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Resilient Modulus of Subgrade Soils: Comparison of Two Constitutive Equations

B. LANKA SANTHA

The concept of resilient modulus has been used to explain the nonlinear stress-strain characteristics of subgrade soils. During the past few decades, several constitutive models have been developed for the resilient modulus of subgrade soils. No stress or deformation analysis can be useful unless a correct constitutive equation that describes the actual behavior of material has been used in the analysis. When the correct form of constitutive equation is selected, there is a need for the accurate k parameters, which vary from soil to soil. Under a Georgia Department of Transportation research project, subgrade soil samples were tested in the laboratory using AASHTO T274–82 to determine their resilient moduli. Results were used to compare two widely used constitutive equations and to study the effect of material and physical properties of subgrade soils on the k values of these equations. Two well-known constitutive equations (bulk stress and universal model) are compared for their capability of modeling granular subgrade soils. This comparison shows that the resilient modulus of granular subgrade soils are better described by the universal model, where resilient modulus is a function of bulk stress and deviator stress. The universal model and the semi-log model, where the resilient modulus is a function of deviator stress, were selected to model granular and cohesive soils, respectively, to study the effect of material and physical properties of subgrade soils on their resilient modulus. Results show that the k parameters in the constitutive equations can be calculated using material and physical properties of the soil, and the values of k parameters vary within wide ranges for cohesive and granular subgrade soils.

In recent years highway engineers have devoted considerable effort to determining the nonlinear stress-strain characteristics of subgrade soils. During the past few decades several constitutive models have been developed and used by pavement design engineers. These developments have provided powerful tools for research and design engineers to conduct pavement analysis in a more realistic manner. However stress or deformation analysis cannot be useful unless a correct constitutive equation that describes the actual behavior of material has been used in the analysis. Each time a load passes in a pavement structure, the pavement rebounds less than it was deflected under load. After repeated loading and unloading sequences, each layer accumulates only a small amount of permanent deformation, with recoverable or resilient deformation. To explain this behavior, researchers have used the concept of resilient modulus, which can be defined as

\[ M_R = \frac{\sigma_d}{\epsilon_R} \]  

where \( M_R \) = resilient modulus, \( \sigma_d \) = repeated deviator stress \( (\sigma_1 - \sigma_3) \) as defined in Figure 1,

\( \epsilon_R \) = recoverable axial strain in the direction of principal stress \( \sigma_1 \), and \( \sigma_1, \sigma_2, \sigma_3 \) = principal stresses as shown in Figure 1.

Soil samples collected from 35 test sites throughout Georgia were tested in the laboratory using AASHTO T274–82 to determine their resilient modulus. Four replicate samples were run for each soil. A set of these resilient moduli test data was used in this study.

The objectives of this study were to compare two widely used constitutive equations (bulk stress and universal model) and study the effect of material and physical properties of subgrade soils on k parameters of the constitutive equations.

BACKGROUND

Granular Soils

Research (1, 2) has shown that the resilient modulus of granular materials increases with increasing confining stress. There are several relationships to describe the nonlinear stress-strain characteristics of granular materials. The following bulk stress model is currently used by most pavement design engineers (3, 4):

\[ M_R = k_1 P_a \left[ \frac{\Theta}{P_a} \right]^{k_2} \]  

where

- \( M_R \) = resilient modulus of granular soils,
- \( \Theta \) = bulk stress or first stress invariant \( (\sigma_1 + \sigma_2 + \sigma_3) \),
- \( \sigma_1, \sigma_2, \sigma_3 \) = principal stresses as shown in Figure 1,
- \( k_1, k_2 \) = material and physical property parameters, and
- \( P_a \) = atmospheric pressure, expressed in the same unit as \( M_R \) and \( \Theta \), used to make the constants independent of the units used.

The main disadvantage of this model is that it does not adequately model the effect of deviator stress. In 1981 May and Witczak (5) suggested the following equation to describe the resilient modulus of granular materials:

\[ M_R = K_1 k_1 \Theta^{k_2} \]  

where \( K_1 \) is a function of pavement structure, test load, and developed shear strain, and \( k_1, k_2 \) are constants.

In 1985 Uzan (6) demonstrated that Equation 2 cannot adequately describe the nonlinear behavior of granular soils. In 1988, he suggested Equation 4 to describe the nonlinear behavior found in repeated load triaxial tests, which was obtained from empirical ob-
As mentioned by Uzan and Scullion (13), Equation 4 can be used as a universal model for all types of soils. For a constant modulus or linear elastic material, both \( k_3 \) and \( k_4 \) are set to zero (14). Also the bulk stress model (Equation 2) can be obtained by setting \( k_3 \) to zero. The semi-log model (Equation 6) can be obtained by setting \( k_5 \) to zero.

**LABORATORY TESTS**

Subgrade soil samples collected from different locations in Georgia were classified and separated into cohesive and granular categories according to the AASHTO soil classification. Each soil was subjected to laboratory tests such as sieve analysis, Atterberg limits, percent swell and shrinkage, optimum moisture, maximum dry unit weight, and California Bearing Ratio.

Resilient modulus tests were carried out according to the AASHTO T 274-82 (1986) test procedure. The tested samples had a diameter of 73 mm (2.875 in.) and a height of 142.2 mm (5.6 in.) and were statically compacted in three layers. A sample is placed in a triaxial device and subjected to the repetitive loads and stresses expected in a pavement system. These tests were performed on four replicate samples of each soil. One of these samples was compacted to 95 percent compaction; the other three were compacted to 100 percent. The ratio of sample dry unit weight to maximum dry unit weight of soil was taken as the measure of compaction. Low compacted samples had a moisture content of approximately 3 percent above the optimum moisture content. Two of the other three samples had moisture contents approximately 1.5 percent below and 1.5 percent above the optimum moisture. The moisture content of the fourth sample was kept close to optimum. Practical difficulties prevented obtaining the exact intended compactions and moisture contents. The results of the tests were recorded along with the other soil properties.

**STUDY DATA**

Data used in this study were obtained from a data base created from the aforementioned laboratory test results. To avoid inaccuracies, data were selected according to the following criteria, based on research findings and observations:

1. All soils, fine and coarse grained, that have decreasing resilient modulus with increasing deviator stress at least at lower deviator stresses (6–8, 15, 16).
2. All soils, fine and coarse grained, that have increasing resilient modulus with increasing confining stress (1, 2).
3. All soils, fine and coarse grained, that have decreasing resilient modulus with increasing moisture content in the vicinity of optimum moisture (16) when other soil properties are kept constant.

Fourteen cohesive and 15 granular data sets that satisfied the criteria were used for the study. Some of these soils did not have resilient modulus test results for low-compacted, high-moisture samples. Therefore the resilient modulus test results of low-compacted, high-moisture samples were not included in this study.
DATA ANALYSIS

Granular Soils

The measured resilient moduli values corresponding to confining stresses of 6.89 and 34.45 kPa (1 and 5 psi) and deviator stresses of 13.78, 34.45, 51.68, 68.9, and 103.35 kPa (2, 5, 7.5, 10, and 15 psi) were used to obtain a close representation of stress conditions of the subgrade. These stress conditions and the measured resilient moduli were used to develop relationships for each soil sample in which the resilient modulus is a function of both the bulk stress and the deviator stress. The form of this relationship is given in Equation 4, the universal model, which was transformed to linear form as shown in Equation 7 to carry out linear regressions:

\[
\log(M_R) = \log(k_1 P_\sigma) + k_2 \log\left(\frac{\Theta}{P_o}\right) + k_3 \log\left(\frac{\sigma_d}{P_o}\right) \tag{7}
\]

Linear regressions were performed for each set of data and \(k_1, k_2,\) and \(k_3\) were found for each soil sample. These developed relationships and the stress conditions of soil samples were then used to back-calculate the resilient moduli for each stress condition of each soil sample. These resilient moduli values were referred to as the predicted resilient moduli. Atmospheric pressure used in these analyses was 101.3 kPa (14.7 psi). The same data were used to develop relationships for each soil sample in which the resilient modulus is a function of bulk stress. The form of this relationship is given in Equation 2, the bulk stress model. Equation 8 gives the linear form of the bulk stress model used for regression analysis.

\[
\log(M_R) = \log(k_1 P_\sigma) + k_2 \log\left(\frac{\Theta}{P_o}\right) \tag{8}
\]

The predicted resilient moduli obtained from the bulk stress model gave a poor correlation to actual resilient moduli (Figure 2). Figure 3 shows a close correlation between predicted resilient moduli obtained from the universal model and the actual resilient moduli. Symbols A, B, C, and D in the figures refer to one, two, three, and four overlapping data points, respectively. The statistics given in Table 1 provide evidence of better predictability in describing behavior of granular soils using the universal model than using the bulk stress model. Fifty percent of the predicted resilient moduli obtained using the bulk stress model were within \pm 16.6 percent of the actual values, whereas the predicted moduli were within \pm 5 percent using the universal model. The universal model also provided better predictions than Equation 2 for the 25th, 75th, and 90th percentiles (Table 1). The universal model is therefore more suitable to represent the relationship between resilient modulus and stress levels of granular soils used in this study. The coefficients \(k_1, k_2,\) and \(k_3\) obtained from least-square regressions of the universal model for each sample are listed in Table 2 with moisture content (MC), percent saturation (SATU), and compaction (COMP) of the sample. The values of these coefficients were used in further analyses. Table 2 also gives the optimum moisture content (MOIST) of each soil and the ratio of MC and MOIST (MCR).

A multiple regression analysis approach was used to obtain the relationships among \(k\) parameters (dependent variables) and other soil properties such as percent passing #40 sieve (S40), percent passing...
To select the best subset of these variables and their interaction terms, The "PROC STEPWISE" procedure in SAS (17) was used with maximum R-square improvement technique (MAXR). This regression procedure does not settle on a single model, but tries to find the best one-variable model, the best two-variable model, and so forth. The stepwise procedure with the MAXR method begins by finding the one-variable model producing the highest $R^2$. Then another variable, the one that yields the greatest increase in $R^2$, is added. Once the two-variable model is obtained, each variable in the model is compared to each variable not in the model. For each comparison, MAXR determines whether removing one variable and replacing it with the other variable increases $R^2$. After comparing all possible switches, MAXR makes the switch that produces the largest increase in $R^2$. By doing this MAXR finds the best two-variable model. Another variable is then added to the model and the comparing and switching process is repeated to find the best three-variable model, and so forth. The number of parameters that correspond to the lowest coefficient of performance value ($C_p$) was selected to describe the data (18). In each model developed, the multicolinearity effect of independent variables was evaluated and interaction terms were selected to minimize the multicolinearity effect.

The difference between the forward or backward stepwise technique and the MAXR technique is that all switches are evaluated before any switch is made in the MAXR method. In the forward or

![Legend for the plot of actual MR vs. predicted MR: A = 1 CBS, B = 2 CBS, etc. Symbol used in line of equality is *]
backward stepwise method, the worst variable may be removed without considering what adding the best remaining variable might accomplish. The MAXR method could require much more computer time than the stepwise method.

### Cohesive Soils

The measured resilient moduli values corresponding to the confining stress of 20.67 kPa (3 psi) and the deviator stresses of 13.78, 27.56, 55.12, and 68.9 kPa (2, 4, 8, and 10 psi) were used to obtain a close representation of stress conditions of subgrade. The stress conditions and the measured resilient moduli were used to develop relationships in which the resilient modulus is a function of deviator stress. The form of this relationship is given in Equation 6, the deviator stress model, which was transformed into the following linear form to carry out linear regressions:

$$\log(M_r) = \log(k_1P_d) + k_2 \log\left(\frac{\sigma_d}{P_d}\right)$$  

(9)

<table>
<thead>
<tr>
<th>ID</th>
<th>MOIST</th>
<th>MC</th>
<th>MCR</th>
<th>COMP</th>
<th>SATU</th>
<th>k1</th>
<th>k2</th>
<th>k3</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-I</td>
<td>12</td>
<td>11.2</td>
<td>0.93</td>
<td>1.00</td>
<td>80.3</td>
<td>392</td>
<td>0.291</td>
<td>-0.487</td>
<td>0.97</td>
</tr>
<tr>
<td>1-II</td>
<td>12</td>
<td>12.5</td>
<td>1.04</td>
<td>1.00</td>
<td>91.0</td>
<td>349</td>
<td>0.316</td>
<td>-0.531</td>
<td>0.89</td>
</tr>
<tr>
<td>1-III</td>
<td>12</td>
<td>9.7</td>
<td>0.81</td>
<td>1.00</td>
<td>70.1</td>
<td>543</td>
<td>0.268</td>
<td>-0.402</td>
<td>0.98</td>
</tr>
</tbody>
</table>

...
Linear regressions were performed for each set of data and $k_1$ and $k_2$ were found for each cohesive soil sample. Atmospheric pressure of 101.3 kPa (14.7 psi) was also used. The coefficients $k_1$ and $k_2$ that were obtained from least-square regressions of the deviator stress model for each sample are listed in Table 4 with sample MC, SATU, and COMP of the samples.

The multiple regression analysis approach, described in the discussion of granular soils, was used to obtain relationships for $k_1$ and $k_3$. In these regressions, the independent variable CBR, which was used in granular soil regressions, was replaced by liquid limit (LL) procedure. Complete regression results, including analysis of variability. Equations 10-12 represent the regression equations of 101.3 kPa values of granular soils are subject to a great degree of variability. Equations 10-12 represent the regression equations found for $k_1$, $k_2$, and $k_3$, respectively, from the multiple regression procedure. Complete regression results, including analysis of variance tables, are given in the Georgia Department of Transportation Special Report 91001 (19).

**RESULTS**

### Granular Soils

Table 6 presents the descriptive statistics of the $k$ values. Mean and median of each $k$ value were close. Mean, maximum, and minimum values of $k_1$ were 421, 918, and 130, respectively. These results show that the $k$ values of granular soils are subject to a great degree of variability. Equations 10–12 represent the regression equations found for $k_1$, $k_2$, and $k_3$, respectively, from the multiple regression procedure. Complete regression results, including analysis of variance tables, are given in the Georgia Department of Transportation Special Report 91001 (19).

$$\log(k_1) = 3.479 - 0.07 \times MC + 0.24 \times MCR + 3.681$$

$$+ \ 0.011 \times CBR + 0.008 \times CLY + 0.025$$

$$+ SW - 0.039 \times DEN + 0.004 \times (SW^2/CLY)$$

$$+ 0.003 \times (DEN^2/S40) \quad R^2 = 0.94 \quad (10)$$

$$k_2 = 6.044 - 0.053 \times MOIST - 2.076 \times COMP + 0.0053$$

$$- 0.027 \times DEN + 0.012 \times CBR + 0.003 \times (SW^2/CLY)$$

$$- 0.31 \times (SW + SH)/CLY \quad R^2 = 0.96 \quad (11)$$

$$k_3 = 3.752 - 0.068 \times MC + 0.309 \times MCR - 0.006 \times SLT$$

$$+ 0.0053 \times CBR + 0.026 \times SH - 0.033 \times DEN$$

$$- 0.0009 \times (SW^2/CLY) + 0.00004 \times (SATU^2/SH)$$

$$- 0.0026 \times (CBR \times SH) \quad R^2 = 0.87 \quad (12)$$

The success of multiple regression analysis to obtain relationships for $k_1$, $k_2$, and $k_3$ is shown in Figures 4–6. Actual material and physical properties of soils (given in Tables 2 and 3) were used to calculate $k_1$, $k_2$, and $k_3$ from Equations 10–12, respectively. These $k$ values were labeled as predicted $k$ values. The plots of predicted $k$ values against actual $k$ values with the line of equality clearly indicate the good fit of the regressions. The coefficients of determination for each regression (also given in the figures) were 0.94, 0.96, and 0.87 for $k_1$, $k_2$, and $k_3$, respectively.

As a measure of model evaluation, predicted $k$ values and the stress levels were used to back-calculate the resilient moduli values using the universal model. These resilient moduli values were labeled as predicted resilient moduli values. These predicted resilient moduli values versus actual laboratory-observed resilient moduli values and the line of equality are shown in Figure 7. This plot shows a close correlation between actual and predicted resilient moduli values.

The descriptive statistics for the actual and predicted resilient moduli values show that 50 percent of the predicted resilient moduli values were within ±8 percent of actual values. They also show that 25 percent, 75 percent, and 90 percent of the predicted values were within ±4 percent, ±15 percent, and ±21 percent of the actual values, respectively. Thus these results show that for granular soils the $k$ parameters of Equation 4 have a direct relationship to material and physical properties of each soil.

### Cohesive Soils

Table 7 gives the descriptive statistics of the $k$ values. Mean and median of each $k$ value were very close. Mean, maximum, minimum, and standard deviation of $k_1$ were 645, 1263, 188, and 252, respectively. These results show that the $k$ values of cohesive soils are also
### TABLE 4  Physical Properties of Cohesive Soil Samples and Their Least-Square Regression Results

<table>
<thead>
<tr>
<th>ID</th>
<th>MOIST</th>
<th>MC</th>
<th>MCR</th>
<th>COMP</th>
<th>SATU</th>
<th>k₁</th>
<th>k₂</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-I</td>
<td>20</td>
<td>19.2</td>
<td>0.96</td>
<td>1.01</td>
<td>89.3</td>
<td>382</td>
<td>-0.466</td>
<td>0.94</td>
</tr>
<tr>
<td>1-II</td>
<td>20</td>
<td>21.7</td>
<td>1.09</td>
<td>1.01</td>
<td>98.7</td>
<td>287</td>
<td>-0.478</td>
<td>0.97</td>
</tr>
<tr>
<td>1-III</td>
<td>20</td>
<td>18.4</td>
<td>0.92</td>
<td>1.01</td>
<td>84.3</td>
<td>574</td>
<td>-0.322</td>
<td>0.89</td>
</tr>
<tr>
<td>2-I</td>
<td>20</td>
<td>20.2</td>
<td>1.01</td>
<td>1.00</td>
<td>93.0</td>
<td>276</td>
<td>-0.511</td>
<td>0.98</td>
</tr>
<tr>
<td>2-II</td>
<td>20</td>
<td>20.8</td>
<td>1.04</td>
<td>1.01</td>
<td>97.7</td>
<td>188</td>
<td>-0.598</td>
<td>0.98</td>
</tr>
<tr>
<td>2-III</td>
<td>20</td>
<td>17.5</td>
<td>0.88</td>
<td>1.01</td>
<td>82.7</td>
<td>450</td>
<td>-0.368</td>
<td>0.96</td>
</tr>
<tr>
<td>3-I</td>
<td>20</td>
<td>19.9</td>
<td>1.00</td>
<td>1.00</td>
<td>86.3</td>
<td>657</td>
<td>-0.188</td>
<td>0.80</td>
</tr>
<tr>
<td>3-II</td>
<td>20</td>
<td>21.1</td>
<td>1.06</td>
<td>1.00</td>
<td>92.1</td>
<td>431</td>
<td>-0.261</td>
<td>0.80</td>
</tr>
<tr>
<td>3-III</td>
<td>20</td>
<td>18.1</td>
<td>0.91</td>
<td>1.00</td>
<td>79.0</td>
<td>745</td>
<td>-0.128</td>
<td>0.51</td>
</tr>
<tr>
<td>4-I</td>
<td>19</td>
<td>18.1</td>
<td>0.95</td>
<td>1.00</td>
<td>88.7</td>
<td>608</td>
<td>-0.264</td>
<td>0.95</td>
</tr>
<tr>
<td>4-II</td>
<td>19</td>
<td>19.9</td>
<td>1.05</td>
<td>1.00</td>
<td>96.8</td>
<td>423</td>
<td>-0.272</td>
<td>0.97</td>
</tr>
<tr>
<td>4-III</td>
<td>19</td>
<td>16.4</td>
<td>0.86</td>
<td>1.00</td>
<td>80.8</td>
<td>774</td>
<td>-0.251</td>
<td>0.88</td>
</tr>
<tr>
<td>5-I</td>
<td>20</td>
<td>19.2</td>
<td>0.96</td>
<td>1.00</td>
<td>89.5</td>
<td>641</td>
<td>-0.219</td>
<td>0.99</td>
</tr>
<tr>
<td>5-II</td>
<td>20</td>
<td>20.6</td>
<td>1.03</td>
<td>1.00</td>
<td>96.1</td>
<td>442</td>
<td>-0.312</td>
<td>0.90</td>
</tr>
<tr>
<td>5-III</td>
<td>20</td>
<td>17.7</td>
<td>0.89</td>
<td>1.00</td>
<td>82.6</td>
<td>657</td>
<td>-0.134</td>
<td>0.78</td>
</tr>
<tr>
<td>6-I</td>
<td>17</td>
<td>16.5</td>
<td>0.98</td>
<td>1.00</td>
<td>85.0</td>
<td>777</td>
<td>-0.169</td>
<td>0.71</td>
</tr>
<tr>
<td>6-II</td>
<td>17</td>
<td>18.4</td>
<td>1.07</td>
<td>1.00</td>
<td>93.1</td>
<td>473</td>
<td>-0.235</td>
<td>0.74</td>
</tr>
<tr>
<td>6-III</td>
<td>17</td>
<td>14.6</td>
<td>0.86</td>
<td>1.01</td>
<td>75.1</td>
<td>913</td>
<td>-0.079</td>
<td>0.70</td>
</tr>
<tr>
<td>7-I</td>
<td>19</td>
<td>18.4</td>
<td>0.97</td>
<td>1.01</td>
<td>84.8</td>
<td>651</td>
<td>-0.273</td>
<td>0.94</td>
</tr>
<tr>
<td>7-II</td>
<td>19</td>
<td>19.1</td>
<td>1.01</td>
<td>1.01</td>
<td>89.2</td>
<td>549</td>
<td>-0.260</td>
<td>0.90</td>
</tr>
<tr>
<td>7-III</td>
<td>19</td>
<td>16.6</td>
<td>0.87</td>
<td>1.01</td>
<td>76.6</td>
<td>943</td>
<td>-0.136</td>
<td>0.98</td>
</tr>
<tr>
<td>8-I</td>
<td>18</td>
<td>17.7</td>
<td>0.98</td>
<td>1.01</td>
<td>85.0</td>
<td>460</td>
<td>-0.323</td>
<td>0.90</td>
</tr>
<tr>
<td>8-II</td>
<td>18</td>
<td>18.6</td>
<td>1.03</td>
<td>1.01</td>
<td>90.7</td>
<td>299</td>
<td>-0.424</td>
<td>0.97</td>
</tr>
<tr>
<td>8-III</td>
<td>18</td>
<td>15.9</td>
<td>0.88</td>
<td>1.01</td>
<td>77.0</td>
<td>599</td>
<td>-0.177</td>
<td>0.78</td>
</tr>
<tr>
<td>9-I</td>
<td>15</td>
<td>14.2</td>
<td>0.95</td>
<td>1.00</td>
<td>78.1</td>
<td>650</td>
<td>-0.243</td>
<td>0.93</td>
</tr>
<tr>
<td>9-II</td>
<td>15</td>
<td>15.5</td>
<td>1.03</td>
<td>1.00</td>
<td>85.6</td>
<td>474</td>
<td>-0.366</td>
<td>0.97</td>
</tr>
<tr>
<td>9-III</td>
<td>15</td>
<td>12.2</td>
<td>0.81</td>
<td>1.01</td>
<td>68.0</td>
<td>823</td>
<td>-0.072</td>
<td>0.97</td>
</tr>
<tr>
<td>10-I</td>
<td>16</td>
<td>15.6</td>
<td>0.98</td>
<td>1.01</td>
<td>83.3</td>
<td>917</td>
<td>-0.204</td>
<td>0.98</td>
</tr>
<tr>
<td>10-II</td>
<td>16</td>
<td>16.3</td>
<td>1.02</td>
<td>1.01</td>
<td>89.0</td>
<td>685</td>
<td>-0.211</td>
<td>0.90</td>
</tr>
<tr>
<td>10-III</td>
<td>16</td>
<td>13.6</td>
<td>0.85</td>
<td>1.01</td>
<td>73.9</td>
<td>1169</td>
<td>-0.074</td>
<td>0.97</td>
</tr>
<tr>
<td>11-I</td>
<td>20</td>
<td>20.2</td>
<td>0.96</td>
<td>1.00</td>
<td>77.1</td>
<td>916</td>
<td>-0.184</td>
<td>0.95</td>
</tr>
<tr>
<td>11-II</td>
<td>20</td>
<td>21.5</td>
<td>1.02</td>
<td>1.00</td>
<td>90.3</td>
<td>748</td>
<td>-0.216</td>
<td>0.84</td>
</tr>
<tr>
<td>11-III</td>
<td>21</td>
<td>18.5</td>
<td>0.88</td>
<td>1.01</td>
<td>77.8</td>
<td>1263</td>
<td>-0.090</td>
<td>0.99</td>
</tr>
<tr>
<td>12-I</td>
<td>16</td>
<td>15.5</td>
<td>0.97</td>
<td>1.01</td>
<td>83.1</td>
<td>541</td>
<td>-0.414</td>
<td>0.89</td>
</tr>
<tr>
<td>12-II</td>
<td>16</td>
<td>17.1</td>
<td>1.07</td>
<td>1.01</td>
<td>91.3</td>
<td>310</td>
<td>-0.501</td>
<td>0.98</td>
</tr>
<tr>
<td>12-III</td>
<td>16</td>
<td>13.6</td>
<td>0.85</td>
<td>1.01</td>
<td>73.7</td>
<td>808</td>
<td>-0.274</td>
<td>0.86</td>
</tr>
<tr>
<td>13-I</td>
<td>18</td>
<td>19.1</td>
<td>1.06</td>
<td>0.99</td>
<td>83.0</td>
<td>967</td>
<td>-0.109</td>
<td>0.89</td>
</tr>
<tr>
<td>13-II</td>
<td>18</td>
<td>20.5</td>
<td>1.14</td>
<td>0.99</td>
<td>89.1</td>
<td>734</td>
<td>-0.176</td>
<td>0.82</td>
</tr>
<tr>
<td>13-III</td>
<td>18</td>
<td>17.7</td>
<td>0.98</td>
<td>0.99</td>
<td>76.8</td>
<td>1181</td>
<td>-0.068</td>
<td>0.98</td>
</tr>
<tr>
<td>14-I</td>
<td>22</td>
<td>19.9</td>
<td>0.90</td>
<td>1.02</td>
<td>82.5</td>
<td>560</td>
<td>-0.221</td>
<td>0.91</td>
</tr>
<tr>
<td>14-II</td>
<td>22</td>
<td>21.7</td>
<td>0.99</td>
<td>1.02</td>
<td>89.5</td>
<td>442</td>
<td>-0.262</td>
<td>0.93</td>
</tr>
<tr>
<td>14-III</td>
<td>22</td>
<td>18.5</td>
<td>0.84</td>
<td>1.02</td>
<td>76.7</td>
<td>691</td>
<td>-0.206</td>
<td>0.95</td>
</tr>
</tbody>
</table>

### TABLE 5  Index Properties of Cohesive Soils

<table>
<thead>
<tr>
<th>ID</th>
<th>SLT</th>
<th>CLY</th>
<th>LL</th>
<th>PI</th>
<th>SW</th>
<th>SH</th>
<th>S40</th>
<th>DEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>52</td>
<td>40.3</td>
<td>20.9</td>
<td>3</td>
<td>9</td>
<td>79</td>
<td>105</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>29</td>
<td>35</td>
<td>10.8</td>
<td>5</td>
<td>7</td>
<td>67</td>
<td>107</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>55</td>
<td>38.9</td>
<td>19.2</td>
<td>3</td>
<td>11</td>
<td>90</td>
<td>106</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>36</td>
<td>36</td>
<td>17.5</td>
<td>6</td>
<td>8</td>
<td>84</td>
<td>108</td>
</tr>
<tr>
<td>5</td>
<td>43</td>
<td>39</td>
<td>40.5</td>
<td>17.8</td>
<td>13</td>
<td>8</td>
<td>89</td>
<td>106</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>32</td>
<td>46.5</td>
<td>30.4</td>
<td>10</td>
<td>12</td>
<td>88</td>
<td>109</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>39</td>
<td>43</td>
<td>18</td>
<td>7</td>
<td>5</td>
<td>73</td>
<td>104</td>
</tr>
<tr>
<td>8</td>
<td>14</td>
<td>31</td>
<td>40</td>
<td>13.1</td>
<td>16</td>
<td>7</td>
<td>72</td>
<td>107</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>27</td>
<td>33</td>
<td>11.3</td>
<td>17</td>
<td>4</td>
<td>64</td>
<td>112</td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>32</td>
<td>49</td>
<td>32</td>
<td>9</td>
<td>10</td>
<td>95</td>
<td>111</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>51</td>
<td>59</td>
<td>18</td>
<td>3</td>
<td>14</td>
<td>83</td>
<td>103</td>
</tr>
<tr>
<td>12</td>
<td>11</td>
<td>31</td>
<td>30</td>
<td>12</td>
<td>7</td>
<td>4</td>
<td>50</td>
<td>110</td>
</tr>
<tr>
<td>13</td>
<td>7</td>
<td>40</td>
<td>34</td>
<td>14</td>
<td>2</td>
<td>5</td>
<td>87</td>
<td>111</td>
</tr>
<tr>
<td>14</td>
<td>10</td>
<td>43</td>
<td>39</td>
<td>14</td>
<td>3</td>
<td>1</td>
<td>95</td>
<td>101</td>
</tr>
</tbody>
</table>
TABLE 6  Mean, Median, Standard Deviation, Maximum, and Minimum of $k$ Values of Granular Soils

<table>
<thead>
<tr>
<th>$k_1$</th>
<th>Samples</th>
<th>Mean</th>
<th>Median</th>
<th>Std.Dev.</th>
<th>Maximum</th>
<th>Minimum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>45</td>
<td>421</td>
<td>401</td>
<td>173</td>
<td>918</td>
<td>130</td>
</tr>
<tr>
<td>$k_2$</td>
<td>45</td>
<td>0.34</td>
<td>0.33</td>
<td>0.089</td>
<td>0.50</td>
<td>0.15</td>
</tr>
<tr>
<td>$k_3$</td>
<td>45</td>
<td>-0.37</td>
<td>-0.36</td>
<td>0.095</td>
<td>-0.15</td>
<td>-0.63</td>
</tr>
</tbody>
</table>

Legend for the plot of Actual $k_1$ vs. Predicted $k_1$: $A = 1$ CBS, $B = 2$ CBS, etc.

$R^2$ = 0.94

FIGURE 4  Actual $k_1$ versus predicted $k_1$ for granular soils.

subject to a great degree of variability. Equations 13 and 14 represent the regression equations found for $k_1$ and $k_3$, respectively, from the multiple regression procedure. Complete regression results, including analysis of variance table are presented elsewhere (19). Results of an evaluation of the success of multiple regression analysis to obtain the relationships between $k_1$ and $k_3$ are shown in Figures 8 and 9. Actual material and physical properties of soils (given in Tables 4 and 5) were used to calculate $k_1$ and $k_3$ from Equations 13 and 14, respectively. These $k$ values were labeled as predicted $k$ values. The plots of predicted $k$ values against actual $k$ values show the effectiveness of the regressions. The coefficients of determination for each regression (also given in the figures) are 0.95 and 0.88 for $k_1$ and $k_3$, respectively.

Log($k_1$) = 19.813 - 0.045 * MOIST - 0.131 * MC - 9.171
- 0.021 * SW - 0.052 * DEN + 0.00001
* (S40 * SATU) $R^2$ = 0.95 (13)

$k_3$ = 10.274 - 0.097 * MOIST - 1.06 * MCR - 3.471
- 0.046 * DEN $R^2$ = 0.88

As a measure of model evaluation, predicted $k$ values and the stress levels of soil samples were used to back-calculate the resilient...
FIGURE 5 Actual $k_2$ versus predicted $k_2$ for granular soils.

FIGURE 6 Actual $k_3$ versus predicted $k_3$ for granular soils.
moduli values using the deviator stress model. These values, named as predicted resilient moduli values, and the line of equality are shown in Figure 10. This plot shows a close correlation between actual and predicted resilient moduli values.

The descriptive statistics for actual and predicted resilient moduli values show that 50 percent of the predicted resilient moduli values were within ±7 percent of actual values. They also show that 25 percent, 75 percent, and 90 percent of the predicted values were within ±3 percent, ±11 percent, and ±18 percent of the actual values, respectively. Thus these results show that the $k$ parameters of Equation 6 have a direct relation to the material and physical properties of each soil.

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

1. Equation 4 (the universal model) is capable of describing the behavior of granular soils better than Equation 2 (the bulk stress model).

2. Both granular and cohesive soils have a wide spread in their $k$ parameters. These $k$ parameters depend on the material and physical properties of soil.

Recommendations

1. When a complete data base of resilient modulus test results and material and physical properties of soils is available, it is possible to develop a regression model to predict resilient modulus.

2. The universal model is recommended for use with cohesive soils if the model development data have more than one confining stress level.

3. It is important to omit any incorrect data from the data base.

ACKNOWLEDGMENTS

The data used for this study were obtained from Georgia Department of Transportation (DOT) Research Project 8801, sponsored by FHWA. The author would like to express his sincere appreciation.
FIGURE 8  Actual $k_1$ versus predicted $k_1$ for cohesive soils.

FIGURE 9  Actual $k_3$ versus predicted $k_3$ for cohesive soils.
for this support. The author gratefully acknowledges the assistance and encouragement given by Wouter Gulden, Lamar Caylor, Steve Valdez, Gerald Bailey, and staff of the Office of Materials and Research of Georgia DOT.

REFERENCES


The views expressed in this paper are those of the author, who is responsible for the facts and accuracy of the data analysis. The contents do not necessarily reflect the official views or policies of Georgia DOT. The paper does not constitute a standard, specification, or regulation.

Publication of this paper sponsored by Committee on Soil and Rock Properties.
Influence of Testing Procedure and LVDT Location on Resilient Modulus of Soils

LOUAY N. MOHAMMAD, ANAND J. PUPPALA, AND PRASAD ALAVILLI

Several transportation agencies use the AASHTO-recommended resilient modulus ($M_r$) as the fundamental parameter in the mechanistic analysis and design of pavements. At present there are several types of dynamic testing devices calibrated to measure resilient modulus. The repeated triaxial device is popular because of its repeatability, reliability, and ease of operation. Testing procedures and internal deformation measurements play a crucial role in testing. A statistically designed experiment was used to compare the influence of these factors. Two testing procedures, AASHTO T-294-1992 and AASHTO T-292-1991, were evaluated, and two separate measurement systems inside the triaxial cell were used to measure the axial deformations. Both cohesive and granular soils were tested. The influence of testing procedures and measurement systems are presented in the form of normalized factors, which are discussed with respect to the test variables and confining and deviatoric stresses. The testing procedure appears to influence test results for sand specimens, possibly due to the variation in magnitudes of testing stresses. The measurement system has a greater influence on clay specimens due to a combination of several factors such as soil fabric, stress dependency behavior, and end friction effects. The type of soil, testing procedures, and location of the internal, linear variable differential transformers and their influence on the regression model constants are discussed and graphically presented.

In 1986 AASHTO recommended the use of resilient modulus as a fundamental property for characterizing highway materials in the mechanistic design of flexible pavements (1). Many state transportation agencies use empirical procedures involving soil support, California bearing ratio, and $R$-values for estimating the resilient modulus. These approaches do not adequately represent the response of pavement materials to the dynamic loading to which they are exposed under actual service conditions. Therefore dynamic testing methods are needed to determine realistic resilient modulus values.

The resilient modulus ($M_r$) is defined as the ratio of deviatoric stress to recoverable axial strain and is presented in the following equation:

$$ M_r = \frac{\sigma_d}{\varepsilon_r} \tag{1} $$

where $\sigma_d$ is the deviatoric stress and $\varepsilon_r$ is the resilient strain.

Most of the recent research on resilient modulus testing is concentrated on the use of various dynamic testing equipment for determining the resilient modulus (2,3), influence of soil characteristics (3–9), and instrumentation effects on $M_r$ (9–16). This research has contributed significantly to understanding of the resilient properties of soils.

AASHTO has recommended several procedures (T-274, T-292, and T-294) for determining resilient modulus of subgrade soils. The most recent procedure, T-294, is a modification of the old procedures and was published by AASHTO in the interim specifications in 1992 (17). Since their introduction, all the above procedures have been subjected to criticism and discussion. For example, many investigators, questioned the need for extensive sample conditioning (6,11,14). Their investigations showed that severe conditioning may result in disturbance to the soil sample and sometimes may result in the breaking of samples during testing. However it was reported by Houston et al. (11) that conditioning is needed to eliminate the plastic strains before obtaining measurements for determining the resilient modulus. Other reasons for this conditioning are given in the Conditioning and Testing Procedure section of this paper.

The sequence of applying the confining pressure and deviatoric stress to the specimen in AASHTO T-292-1991 has raised many concerns (12,13). The new protocol, T-294-1992, is a modified version of the sequence of stresses of T-292-1991. This protocol is more conducive to testing and does not have any sudden jumps in test stresses from one sequence to another. Furthermore some transportation agencies and organizations have adopted their own testing procedures based on investigations conducted on locally available soils (14). The procedure influence is investigated by conducting resilient tests on two different soils using two AASHTO procedures (T-292 and T-294).

The location of linear variable differential transformers (LVDTs) on the specimen for resilient displacement measurements is a crucial element in this investigation. Two locations, the middle and the end of the specimen, were selected for this study. The results of the tests using all these variables are presented in the form of coefficients or multipliers.

OBJECTIVE AND SCOPE

The main objective of this paper is to develop an understanding of the influence of AASHTO T-292-1991 and T-294-1992 testing procedures on measured resilient modulus. The testing was conducted on both cohesive and cohesionless soils (A-7 silty clay and A-3 sand). Another objective is to investigate the influence of the location of internal LVDTs on the specimen in measuring the resilient deformations. To achieve these objectives, an extensive resilient modulus testing program was initiated at the Louisiana Transportation Research Center (LTRC). As part of this study, fully automated test software, data acquisition, and equipment control were also developed.

EXPERIMENTAL SETUP

Loading System and Data Acquisition

An MTS model 810 closed-loop servo-hydraulic material testing system was used. The major components of this system are an ana-
log controller, a load frame, a hydraulic actuator, and a function generator. The loading system consists of a load frame and a hydraulic actuator. Fully automated test software for equipment control and data acquisition was developed to perform tests and acquire, analyze, and present data. These units and software are described in detail elsewhere (13).

Measurement Systems

In existing testing procedures, LVDTs are placed outside the chamber for measuring displacements. This external measurement system is easy to install and provides a simplified procedure to externally rezero the initial LVDT readings without having to remove the chamber of the cell. However, the influence of external LVDT location is significant on $M_r$ results due to the nonuniform strain distributions at the ends, the result of end friction effects as well as instrumental and system compliance errors (2). One suggestion is to use internal LVDTs in the place of external LVDTs to minimize these errors (2). It should be mentioned that T-294 uses an external LVDT system and T-292 uses both external and internal LVDT systems. However, due to the reasons mentioned, internal LVDT systems were selected for this study. The internal system is subjected to fewer system compliance errors than the externally mounted LVDT system because the internal system is mounted directly on the specimen.

One system is used to measure deformations with respect to ends, whereas the other is used to measure the deformations at the middle one-third of the specimen (Figure 1). These systems are hereafter referred to as end and middle systems, respectively. The LVDTs of the middle system have a full-scale stroke of $\pm 3.05$ mm ($\pm 0.12$ in.) with a nonlinearity of $\pm 0.00762$ mm ($\pm 0.0003$ in.). The LVDTs of the end system have a full-scale stroke of $\pm 6.35$ mm ($\pm 0.25$ in.) with a nonlinearity of $\pm 0.0158$ mm ($\pm 0.000625$ in.).

Specimen Preparation

Tests were conducted on two locally available soils: a blasting sand and a silty clay. Properties of these soils are given in Table 1. Specimens tested were 71.1 mm (2.8 in.) in diameter and 142.2 mm (5.6 in.) in height. This produces a height-to-diameter ratio of 2, which is required in this type of testing to reduce end effects due to friction. Both types of soil specimens were compacted close to the optimum water content–dry density combination.

Quality Assessment and Control

The influence of sample preparation on the target design water content and density was examined for each soil type. No significant difference in densities were observed among samples for each soil type, indicating that similar specimens were tested in each category. For sand specimens, the influence of fine migration due to compaction and testing procedures was examined. After testing, the sand specimen was carefully removed, cut into two slices, and dried for grain size distribution tests. Results of these tests are shown in Figure 2, including the results for untested sand. No significant variation in grain size distributions was observed, indicating that the compaction procedures did not result in any fine migration, layering, or crushing of the aggregates.

The moisture migration check is important for fine-grained cohesive soils because variations in moisture content could result in variations in partial saturation of the specimen. This partial saturation induces suction pressures that cause some confinement, which in turn increases the total strength of the specimen and thereby influences the final $M_r$ values. Moisture migration was therefore checked by measuring the water content of different slices of a freshly prepared silty clay specimen before testing. The moisture content of these slices varies between 20.8 and 21.6 percent, which implies that moisture migration was not present in these samples.

<table>
<thead>
<tr>
<th>TABLE 1 Properties of Soils Tested</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROPERTY</td>
</tr>
<tr>
<td>Specific Gravity, $G_s$</td>
</tr>
<tr>
<td>Optimum Density (kN/m$^3$)</td>
</tr>
<tr>
<td>Optimum Moisture Content (%)</td>
</tr>
<tr>
<td>Plasticity Index (PI)</td>
</tr>
<tr>
<td>AASHTO Classification</td>
</tr>
</tbody>
</table>
Conditioning and Testing Procedure

The tests on both soil samples were performed at the confining and deviatoric stress levels recommended in AASHTO T-292-91 and T-294-92. Few additional testing stresses were added to T-294 and T-292 testing sequences for sands. These stresses are selected to fit in between the provided successive testing sequences.

The samples were first conditioned by applying 1,000 repetitions of a specified deviatoric stress. Conditioning eliminates the effects of specimen disturbances due to sampling, compaction, and specimen preparation procedures, and also aids in minimizing the effects of imperfect contacts between end platens and the specimen. Once the conditioning is completed, the specimen is subjected to different stress sequences of confining and deviatoric stresses. One hundred cycles were used for each sequence. The stress sequence was selected to cover the expected in-service range that a pavement or subgrade material experiences as a result of traffic loading.

Figure 3 presents the stress sequences of both AASHTO procedures in the form of bar charts for both soils, representing the maximum amount of deviatoric stress applied to each specimen at each confining pressure. It should be noted that granular soils under T-292 were subjected to a higher variation of stresses in each testing sequence than those under T-294.

Cohesive soil samples were subjected to lower magnitudes of stresses than granular samples. The stress sequence for clays under T-294 shows that they are subjected to a higher confining pressure in the beginning of a testing sequence (42 kPa) and a lower confining pressure in the end (0 kPa). It is well known that this type of phenomenon will cause over-consolidation of the clays and may result in strengthening of the specimen, which may give higher $M_r$ values at lower confining stresses. The stress sequence for clays under T-292 depicts only one set of confining pressure (21 kPa).

All tests were conducted with a haversine-type loading waveform with a peak load equivalent to the specified deviatoric stress. The loading period and the relaxation periods were 0.1 and 0.9, respectively.

EXPERIMENTAL DESIGN

A statistically designed experiment was used to examine the influence of the testing procedure and LVDT location. The number of samples ($n$) for each soil type can be computed as follows:

$$n = (z_{a/2} \sigma e)^2$$

(2)

where

$z_{a/2} = \text{upper } \alpha/2 \text{ critical value for the standard normal distribution,}$

$\sigma = \text{population standard deviation, and}$

$e = \text{error in estimation.}$
The variables $\sigma$ and $\epsilon$ were initially unknown, and in such a case statisticians have established that a sample size of 30 would define the pattern of the variation of the variable. Thus 30 specimens were used in the preliminary testing phase, which involved testing both soils under the T-292 procedure. The test results were statistically analyzed using the analysis of variance procedure. A multiple comparison procedure with a risk level of 5 percent was performed on the means. The independent variables are assumed to have populations with normal distributions. In addition operator errors are insignificant because all tests were conducted by a single operator. The number of samples for the subsequent testing based on the statistics obtained from the first-phase 30 sample test results total approximately 7, however 10 samples were selected and tested to produce more reliable results.

**ANALYSIS OF RESULTS**

The test results were analyzed using the analysis of variance procedure provided in the Statistical Analysis System (SAS) program. Tables 2 and 3 present the mean resilient modulus (in MPa) of the test results of sands and silty clay samples, respectively, along with standard deviation ($\sigma$), coefficient of variation ($C_v$), and test repeatability. The coefficient of variation, an indicator of the variation of the results, lies between 0.9 and 10.3 for sands and 5.10 and 24.0 for clays. Even though the range is wider for clays, most of the results have $C_v$ values around 10. These variations are insignificant and therefore the test results are considered repeatable as per ASTM C670. Higher $C_v$ values were obtained for samples tested under T-292 because the samples under T-292 were subjected to a wider
variation of stresses from test to test, which might have resulted in some change in the structure of the specimen.

**Influence of Testing Stresses**

The influence of confining and deviatoric stresses on the moduli of sands and clays is depicted in Figure 4. The trends represented in this figure are similar to those obtained in previous investigations \((5,6,8,11)\). Granular materials exhibit an increase in \(M\) value with an increase in confining and deviatoric stresses. This is attributed to the dilatational characteristics and stiffness properties of the soils \((13)\). Higher confining pressures tend to resist the dilatational behavior during shearing, which results in lower axial strain measurements and subsequently higher \(M\) values. For cohesive materials, however, \(M\) decreases with an increase in deviatoric stress. This is attributed to the pore pressure development, which increases with an increase in deviatoric stress and also in the number of cycles \((11)\). This development of pore pressures results in a decrease in effective stresses and in the overall strength of the specimen. Therefore lower \(M\) values were obtained.

The traditional break in the curve with deviatoric stress as seen in cohesive specimen results was not observed during this study. Silty clay materials tested have significant strength even under unconfined conditions, and this is probably the reason for clays not displaying the breaking behavior at a certain deviatoric stress.
TABLE 3  $M_r$, Results from Silty Clay

<table>
<thead>
<tr>
<th>S3</th>
<th>Sd</th>
<th>Measurement System</th>
<th>Test Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>End</td>
<td>Middle</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MR</td>
<td>SD</td>
</tr>
<tr>
<td>42</td>
<td>14</td>
<td>243.2</td>
<td>23.0</td>
</tr>
<tr>
<td>42</td>
<td>28</td>
<td>216.9</td>
<td>14.2</td>
</tr>
<tr>
<td>42</td>
<td>42</td>
<td>195.9</td>
<td>10.1</td>
</tr>
<tr>
<td>42</td>
<td>55</td>
<td>179.8</td>
<td>10.1</td>
</tr>
<tr>
<td>42</td>
<td>69</td>
<td>152.7</td>
<td>10.0</td>
</tr>
<tr>
<td>21</td>
<td>14</td>
<td>204.3</td>
<td>17.9</td>
</tr>
<tr>
<td>21</td>
<td>28</td>
<td>186.2</td>
<td>9.9</td>
</tr>
<tr>
<td>21</td>
<td>42</td>
<td>171.7</td>
<td>11.6</td>
</tr>
<tr>
<td>21</td>
<td>55</td>
<td>157.7</td>
<td>11.3</td>
</tr>
<tr>
<td>21</td>
<td>69</td>
<td>145.9</td>
<td>12.5</td>
</tr>
<tr>
<td>21</td>
<td>15</td>
<td>171.9</td>
<td>17.6</td>
</tr>
<tr>
<td>21</td>
<td>52</td>
<td>158.4</td>
<td>18.9</td>
</tr>
<tr>
<td>21</td>
<td>69</td>
<td>141.7</td>
<td>19.6</td>
</tr>
<tr>
<td>21</td>
<td>86</td>
<td>127.4</td>
<td>19.8</td>
</tr>
</tbody>
</table>

| 0  | 14 | 161.5 | 15.5  | 9.6 | Y  | 257.2 | 22.9 | 8.9  | Y  |
| 0  | 28 | 141.4 | 14.6  | 10.3 | Y  | 223.3 | 26.8 | 12.0 | Y  |
| 0  | 42 | 129.9 | 13.8  | 10.6 | Y  | 206.8 | 23.1 | 11.2 | Y  |
| 0  | 55 | 122.4 | 13.0  | 10.6 | Y  | 189.1 | 23.9 | 12.6 | Y  |
| 0  | 69 | 116.8 | 14.6  | 12.5 | Y  | 172.9 | 23.9 | 13.8 | Y  |

S3 : Confining Pressure (in kPa)  
Sd : Deviatoric Pressure (in kPa)  
MR : Resilient Modulus (in MPa)  
SD : Standard Deviation  
CV : Coefficient of Variation  
R : Repeatability  
Y : Indicates Test is Repeatable as per ASTM C670.

Testing Procedure

The results on both sands and clays are presented in the form of a simplifying normalized factor, termed the procedure coefficient (PC). The PC is defined as the ratio of the $M_r$ value obtained from the AASHTO T-294 procedure to that obtained from the AASHTO T-292 procedure. The T-292 procedure value was taken as the reference value to which the comparisons were made. In other words, the PC values represent the variation of $M_r$ of the T-294 procedure with respect to the same from the T-292 procedure. The PC values for confining and deviatoric stresses are determined for each measurement system.

Figure 5 shows the results for sand specimens using both measurement systems. The PC values are as high as 1.28 at low confining stresses (35 to 105 kPa) and deviatoric stresses (less than 70 kPa) and are reduced to around 1.15 with the increase in these stresses. Both measurement systems produced similar results. At low confining stresses (35 to 105 kPa) and deviatoric stresses (less than 70 kPa), the previous sequence of the testing had a certain influence on the moduli, which resulted in higher PC values. This influence, however, is not observed at higher deviatoric stresses (greater than 70 kPa), which implies that test procedures have only minor influence on $M_r$ values at these stresses. This is probably because the higher deviatoric stresses applied to the specimen will overcome the stress dependency effects due to previous testing stress sequences. Surprisingly for both measurement systems, however, lower PC values with an average value of around 1.08 are observed for the tests conducted at the lowest (21 kPa) and the highest (140 kPa) confining pressures. The lower values at higher confining pressures can be reasoned from the previous explanations, but cannot be explained in the case of lowest confining pressure (21 kPa) results. After additional examinations it can be assumed that one of the reasons for the lower values is that both procedures tested the samples at this confining stress, 21 kPa, either at the end of the testing, as in the case of T-292, or at the beginning, as with T-294, in which this test was preceded by conditioning at a high deviatoric stress (140 kPa). In both procedures, therefore, previous conditioning (T-294) and testing (T-292) stabilized the sample and reduced the stress dependency behavior to an extent beyond which the testing procedures did not contribute to any significant variation in the results.

Equation 3 is derived based on the results reported in Figure 5. This equation, which provides the procedure coefficients, is valid for both measurement systems and confining pressures of magnitudes 35, 70, and 105 kPa. For other confining pressures of 21 and 140 kPa, the coefficients remain constant for all deviatoric stresses and are around 1.08.

\[
PC = 1.28 - 0.00115 \times \sigma_d
\]

where $\sigma_d$ is the deviatoric stress in kPa.
Figure 5 also depicts the procedure variation on clays but does not provide enough information for discussion because, for testing on clays, both procedures have different confining pressure and deviatoric stress sequences. The only common test stresses are the confining pressure of 21 kPa and the deviatoric stress of 72 kPa. To determine another PC value, results from the deviatoric stress of 55 kPa in T-294 and 52 kPa in T-292 are assumed to be equivalent. The PC values of these two deviatoric stresses are calculated and are also shown in Figure 5. These coefficients from both measurements are around 1.0, except at the middle system, which has a value of 0.8 at 72 kPa deviatoric stress and 21 kPa confining pressure. Swelling phenomenon and stress dependency may have occurred for the specimens tested under T-294 at 21 kPa confining pressure as a result of a drop from the previous confining stress, which was 42 kPa. These phenomena appear to have more influence on middle measurement results, therefore, lower and PC values are calculated by the middle measurement system at 72 kPa deviatoric stress. Overall the procedure variation on values for clay specimens is not as significant as in the case of sands because the procedures for clay specimens do not have a wide range of testing stresses and the lower magnitudes of confining pressures (0 to 42 kPa range).
Measurement System

The influence of the measurement system is presented in the form of a measurement coefficient (MC), which is defined as the ratio of the resilient modulus or axial strain measured by the middle system to that measured by the end system. These coefficient values are determined for both procedures and test stresses. The coefficient can be used to convert the end measurement system results to more realistic middle measurement system results.

Figure 6 presents the variation of MC values of sands for both AASHTO procedures. The MC values range from 1.20 at lower confining and deviatoric stresses to 1.08 at higher confining and deviatoric stresses. The lower value is due to the perfect contacts between the end plates, porous stones, and the specimen ends at higher stresses. This is the reason that both measurement systems measured relatively similar values. An average measurement coefficient value of 1.14 is recommended for converting $M_r$ values for the end system to $M_r$ values for the middle system.

Figure 6 also presents the MC values obtained from results on clay specimens. The influence of the measurement system can be clearly seen from this figure. MC values ranging from 1.5 to 1.6 are observed for unconfined conditions. These significantly higher coefficients are due to the complex behavior of clay specimens that can result from specimen preparation, stress history caused by the stress sequence of the testing (note that T-292 shows only loading sequence and T-294 has both loading and unloading sequences),

---

**FIGURE 6** Measurement coefficients (sands and clays).
imperfect end contacts, and system compliance errors. Specimen preparation using a standard Proctor test may not produce the same soil fabric in all layers. The bottom layer is subjected to more blows or energy than the top layer, even though each layer is subjected to a similar number of blows. This, coupled with the variations due to test stress sequences that cause stress dependency behavior and errors due to instrumentation, will significantly influence the displacement measurements. The end system that measures the displacements over the full length of the specimen will be more influenced by these problems than the middle system. The end system therefore measured significantly higher displacements, which resulted in lower $M_r$ values and higher measurement coefficients.

These MC values decrease with an increase in confining stress and, to some extent, with deviatoric stress. The MC values from both test procedures, which match at 21 kPa confining pressure, are compared in Figure 6. These values are similar and vary between 1.2 to 1.52, with most around 1.3.

The following measurement coefficient equation for clays is derived from the results shown in Figure 6. The deviatoric stress is not taken into account in the equation because its influence on MC value is relatively insignificant.

$$MC = 1.52 + e^{-0.0094 \cdot \sigma^3} \quad (4)$$

**Regression Models**

Regression models are used in the form of equations for predicting the moduli. The theta ($\theta$) or the bulk stress and the deviatoric stress are used as predictors in these models on the basis of whether the soil is cohesionless or cohesive (8,9,12). These models were recommended in AASHTO T-292, T-294, and Strategic Highway Research Program Protocol P-46. The model can be expressed as

$$M_r = k_1 \cdot \theta^{k_2} \quad \text{granular soils} \quad (5)$$

$$M_r = k_3 + \sigma_d^{k_4} \quad \text{cohesive soils} \quad (6)$$

where $k_1$ and $k_2$ (granular soils) and $k_3$ and $k_4$ (cohesive soils) are regression coefficients.

The regression coefficients were determined from the test results for both soils (Figure 7) and are given in Table 4. It is interesting to note that $k_2$ and $k_4$, which are slopes of the lines in the respective models, appear to be mainly dependent on the type of soil tested and to some extent on conditioning and testing procedure. In the case of sands, the variation of $k_2$ obtained from both AASHTO procedures (0.49 to 0.47) is negligible; however, the same is not true in the case of clay soils. The $k_4$ values from both procedures are significantly different from one another because of the variations in the conditioning and testing procedures. The other constants, $k_1$ and $k_3$, which are intercepts in the figures, depend both on the testing procedures and on the measurement systems. As expected, higher $k_1$ and $k_3$ values are obtained for the middle system than for the end system because of higher measurements of resilient moduli. Figure 8 shows the influence of the type of soil, the testing procedure, and the measurement system on the regression coefficients.

**DISCUSSION OF RESULTS**

The testing procedure influenced the resilient moduli of sands more significantly than those of clays. This can be attributed to the sequences involved in the conditioning and testing that make the specimens stress dependent and in some cases may cause some disturbance to the sample. The ranges of stresses for sands are also significantly larger than those for clays. T-294 is more conductive for testing sands because it has less variation in the deviatoric stress magnitudes in the successive test sequences (Figure 3). Moreover in the testing phase the deviatoric stress increases at each confining pressure. Therefore results from the T-294 procedure are unaffected by the specimen stress dependency phenomenon at higher stresses.

The T-294 procedure for clays has both loading (deviatoric) and unloading (both deviatoric and confining stresses) phases. The range and magnitudes of confining stresses for both procedures for clays are significantly low, which may be the reason for clays not showing significant procedure variation.
TABLE 4 Regression Constants: θ and Deviatoric Stress Models

<table>
<thead>
<tr>
<th>Procedure &amp; Measurement System</th>
<th>k₁</th>
<th>k₂</th>
<th>k₃</th>
<th>k₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-292E</td>
<td>4.15</td>
<td>0.49</td>
<td>2.75</td>
<td>-0.14</td>
</tr>
<tr>
<td>T-292M</td>
<td>4.30</td>
<td>0.47</td>
<td>3.15</td>
<td>-0.21</td>
</tr>
<tr>
<td>T-294E</td>
<td>4.23</td>
<td>0.49</td>
<td>2.57</td>
<td>-0.10</td>
</tr>
<tr>
<td>T-294M</td>
<td>4.35</td>
<td>0.47</td>
<td>2.71</td>
<td>-0.10</td>
</tr>
</tbody>
</table>

Note: E - End System; M - Middle System; T-292 and T-294 - AASHTO Procedures.

The following PC can be used to determine the moduli values of T-294 procedure:

\[ M_{r,294} = PC \times M_{r,292} \]  \hspace{1cm} (7)

where

\[ PC = 1.08 \quad \text{for sands—both measurement systems, } \sigma_3 = 21 \text{ and } 140 \text{ kPa; all } \sigma_d \text{ values}, \]

\[ PC = 1.28 - 0.0015 \times \sigma_3 \quad \text{for sands—both measurement systems, } \sigma_3 = 35 \text{ to } 105 \text{ kPa}, \]

\[ PC = 1.00 \quad \text{for clays at all measurement systems and stresses; and } \]

\[ 0.8 \quad \text{for } \sigma_3 = 21 \text{ kPa and } \sigma_d = 72 \text{ kPa for middle measurement system.} \]

Because the resilient moduli values were computed based on a uniform state of stresses and strains, the middle internal measurement system will be the appropriate one to use. As explained earlier, however, the end internal measurement system is easier to use routinely than the middle system. Whenever end measurement systems are used, the measurement coefficients must be multiplied with the end measurement resilient moduli to get realistic resilient moduli that can be used in the design of flexible pavements. The measurement coefficient is presented for both soils in the following equation:

\[ M_{r,mid} = MC \times M_{r,end} \]  \hspace{1cm} (8)

where

\[ MC = 1.14 \quad \text{for sands—both procedures, for all } \sigma_3 \text{ and } \sigma_d \text{ values} \]

and

\[ MC = 1.41 \exp(-0.0365 \sigma_3) \quad \text{for clays—both procedures}. \]

These factors are only recommended for the soils tested. Additional research needs to be conducted to develop such factors for other soils.

SUMMARY AND CONCLUSIONS

Several resilient modulus tests were conducted using two AASHTO procedures on both granular and cohesive soils (A-3 sand and A-7 silty clays). Two types of internal systems were used for displacement measurements. The following conclusions were obtained from this study:

1. Procedures have some influence on sands because of the differences in the stress sequences. The T-292 procedure causes more stress dependency and disturbance to the specimen than the T-294 procedure because of the sudden stress jumps of significant magnitudes.

2. For clays tested, the resilient modulus from both procedures is not significantly different. This is thought to be due to the smaller magnitudes of confining stresses used in these procedures. Data used for understanding the procedure variation of clays are not sufficient to provide meaningful conclusions.

3. Measurement systems have more influence on clays than on sands. This is attributed to changes in the fabric of the specimen due
to the preparation procedures; the test stress sequence, which may have resulted in stress dependency behavior; the visco-elastic behavior of the clays; and the imperfect contacts at the ends of the specimen. Even though some of these problems are present, the primary reason for obtaining lesser measurement coefficients for sands is the perfect contacts between porous stones and the specimen ends. These perfect contacts may have occurred as a result of the higher magnitudes of the stresses at which the sands are tested.

4. A multiplier of 1.5 to 1.6 is recommended for \( M \), values of the end system to obtain \( M \), values at the middle system in an unconfined test on clays. An equation for the measurement coefficient of clays is also provided as a function of confining pressure. The same coefficient is approximately 1.12 for sands.

5. The theta and deviatoric stress models are used to determine the constants for both soils. The constants \( k_1 \) and \( k_4 \) depend mainly on the type of soil and to some extent on the testing stresses. Constants \( k_1 \) and \( k_2 \), however, depend on the measurement system and testing procedure. The middle system produced higher \( k_1 \) and \( k_3 \) values for both soils because of higher resilient modulus determinations.
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Analysis of Procedures for Establishing In Situ Subgrade Moduli

JEROME F. DALEIDEN, BRIAN M. KILLINGSWORTH, AMY L. SIMPSON, AND RICHARD A. ZAMORA

Through the efforts of the Strategic Highway Research Program Long-Term Pavement Performance study, a vast amount of data has been collected on hundreds of pavement test sections across North America. As part of this effort, extensive subgrade data have been collected, including Atterberg limits, gradations, moisture contents, deflection data, laboratory resilient moduli, and subgrade profiles. With this wealth of information on the subgrade and its associated properties, it becomes possible to evaluate previously proposed methods for determining the subgrade resilient moduli and possibly to develop new models to improve the ability to estimate soil support conditions for pavement design purposes. Three methods for determining the subgrade resilient moduli are considered: laboratory testing, backcalculation using deflections measured from nondestructive testing (NDT), and an estimation equation contained in the 1986 AASHTO Guide. There is currently no consensus as to which moduli value should be used for pavement design. An attempt is made to develop relationships between the various sources for moduli prediction. Based on the data currently available, there appears to be little if any relationship between these various methods for determining the resilient modulus of a subgrade. Efforts were made to develop moduli prediction equations based on various subgrade properties and NDT. The subgrades were separated into basic soil classifications (clay, sand, and silt) and models were developed for each subgrade type. Each model contains the load and sensor 7 reading from falling weight deflectometer test results. Other properties that proved to be significant were the thicknesses of the pavement layers, percent saturation of the subgrade, dry densities, and specific gravities.

A pavement structure is designed to distribute the vehicle loadings to which it is exposed. If that pavement structure is not designed appropriately for its underlying support, it will fail. Pavement designers must take into account the properties of the subgrade on which the road is built to ensure that sufficient pavement structure is provided to adequately distribute the anticipated loading.

Taking these fundamentals of pavement design into account, the stiffness of the subgrade is obviously an important parameter in pavement design. Many unique methods have been developed over the years for representing the subgrade support and estimating the subgrade stiffness, but to date there is no consensus on how to best establish the stiffness of the subgrade for pavement design purposes.

Through the efforts of the Strategic Highway Research Program (SHRP) Long-Term Pavement Performance (LTPP) Program, considerable data have been collected on pavement subgrades. In addition to the fundamental subgrade properties (e.g., Atterberg limits, gradation, and in situ moisture content), deflection data, lab resilient moduli, and data on the subgrade profile to a depth of 20 ft have also been accumulated. With this wealth of information on the subgrade and its associated properties, relationships that exist among all of these various properties should be established to provide a more comprehensive understanding of subgrade support for future pavement design work. Several researchers have reported on various facets of this complicated subject (1,2). The LTPP data base, however, provides such a vast array of data types for so many sections (more than 700) that some of the methods previously prescribed for estimating soil support conditions can now be evaluated and modifications established that will ultimately enhance predictive capabilities. Data from only the North Atlantic and Southern SHRP regions were available for this analysis.

As part of the LTPP Program, backcalculation of test section deflection data has been conducted using the MODULUS program to establish the layer moduli for each test section. Subgrade moduli from these backcalculation procedures were evaluated in conjunction with the lab-determined moduli and estimated subgrade moduli on the basis of procedures prescribed in the 1986 AASHTO Guide to the Design of Pavement Structures (3). Comparisons of these three sources of subgrade moduli were used along with the other subgrade properties in an attempt to identify where relationships exist among these various sources of subgrade moduli data and to identify methods for estimating subgrade stiffness in the absence of resilient modulus or deflection testing. Although there has been some debate as to which source of subgrade stiffness data is best suited for pavement design, no efforts are made here to prove or disprove the merits of either source.

SHRP-LTPP DATA BASE

Under SHRP, many different types of data have been collected on various test sections within the United States and Canada, including information about traffic, pavement materials, and structural parameters, as well as monitoring information. All of these data are stored in a data base in the form of tables using the Oracle program. Under SHRP, the United States and Canada were divided into four regions, with each region responsible for all of the data collection and monitoring within its respective area. Each region also controls the data base for that region and semiannually uploads its data to a national data base in Washington, D.C. The data used in this analysis were obtained from that data base, and the statistics for the data set are presented in Table 1. Because of testing limitations at SHRP, however, only lab resilient moduli values for the Southern and North Atlantic regions were available for this analysis.

MODULI PREDICTION PROCEDURES

For this analysis, subgrade resilient moduli from three sources were used. The first source was laboratory resilient modulus testing.
TABLE 1 Statistical Values of Data Set Used in Analysis

<table>
<thead>
<tr>
<th>Variable</th>
<th>Units</th>
<th>No. of Values</th>
<th>Mean Value</th>
<th>Standard Deviation</th>
<th>Low Value</th>
<th>High Value</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Back calculated Modulus</td>
<td>psi</td>
<td>534</td>
<td>29214</td>
<td>29778</td>
<td>0</td>
<td>292000</td>
<td>292000</td>
</tr>
<tr>
<td>Laboratory Resilient Modulus</td>
<td>psi</td>
<td>671</td>
<td>9694</td>
<td>3882</td>
<td>0</td>
<td>54023</td>
<td>54023</td>
</tr>
<tr>
<td>AASHTO Estimated Resilient Modulus</td>
<td>psi</td>
<td>546</td>
<td>40132</td>
<td>25759</td>
<td>0</td>
<td>260596</td>
<td>260596</td>
</tr>
<tr>
<td>In Situ Moisture</td>
<td>%</td>
<td>671</td>
<td>14.8</td>
<td>7.7</td>
<td>1.2</td>
<td>43.4</td>
<td>42.2</td>
</tr>
<tr>
<td>Plasticity Index</td>
<td></td>
<td>671</td>
<td>7.8</td>
<td>10</td>
<td>0</td>
<td>61</td>
<td>61</td>
</tr>
<tr>
<td>Liquid Limit</td>
<td></td>
<td>671</td>
<td>20.1</td>
<td>18.8</td>
<td>0</td>
<td>81</td>
<td>81</td>
</tr>
<tr>
<td>Plastic Limit</td>
<td></td>
<td>671</td>
<td>12.2</td>
<td>11</td>
<td>0</td>
<td>51</td>
<td>51</td>
</tr>
<tr>
<td>% passing #200 Sieve</td>
<td>%</td>
<td>671</td>
<td>43.7</td>
<td>28.1</td>
<td>0</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>Effective Depth to Rigid Layer</td>
<td>in</td>
<td>523</td>
<td>316</td>
<td>235</td>
<td>43.8</td>
<td>600</td>
<td>556.2</td>
</tr>
<tr>
<td>Specific Gravity</td>
<td></td>
<td>671</td>
<td>2.68</td>
<td>0.07</td>
<td>2.49</td>
<td>3.1</td>
<td>0.6</td>
</tr>
<tr>
<td>Wet Density</td>
<td></td>
<td>671</td>
<td>123.3</td>
<td>9.0</td>
<td>92.8</td>
<td>150.8</td>
<td>58.0</td>
</tr>
<tr>
<td>Saturation</td>
<td></td>
<td>671</td>
<td>67.7</td>
<td>19.7</td>
<td>6.0</td>
<td>162.1</td>
<td>156.1</td>
</tr>
<tr>
<td>Dry Density</td>
<td></td>
<td>671</td>
<td>108</td>
<td>10.5</td>
<td>76.6</td>
<td>135.8</td>
<td>59.2</td>
</tr>
<tr>
<td>Sensor 7 Deflection</td>
<td>mils</td>
<td>284</td>
<td>1.33</td>
<td>0.64</td>
<td>0.08</td>
<td>4.03</td>
<td>3.45</td>
</tr>
<tr>
<td>FWD Load</td>
<td>lbs</td>
<td>284</td>
<td>9335</td>
<td>441</td>
<td>7528</td>
<td>10475</td>
<td>2947</td>
</tr>
<tr>
<td>Base Thickness</td>
<td>In</td>
<td>664</td>
<td>8.5</td>
<td>8.91</td>
<td>0</td>
<td>47.1</td>
<td>47.1</td>
</tr>
<tr>
<td>Surface Thickness</td>
<td>In</td>
<td>664</td>
<td>11.5</td>
<td>6.01</td>
<td>1.1</td>
<td>34</td>
<td>32.9</td>
</tr>
</tbody>
</table>

"Undisturbed" samples were collected in Shelby tubes where possible. Where undisturbed samples could not be obtained, bulk samples were obtained and samples remolded for testing. The second source was a backcalculation process using measured deflections from all seven sensors of a falling weight deflectometer (FWD). The third source was an estimation procedure using the load and the measured deflection from the seventh sensor of an FWD. The following is a brief explanation of these three sources of subgrade moduli.

Laboratory Estimation of Subgrade Moduli

Laboratory moduli included in this analysis were determined using SHRP protocol P46, "Resilient Modulus of Unbound Granular Base/Subbase Materials and Subgrade Soils." The modulus from this test is determined from the results of repeated-load triaxial compression tests. The resilient modulus is expressed as the ratio of the amplitude of the repeated axial deviator stress to the amplitude of the resultant recoverable strain, and each value is related to a specific stress state.

The test method consists of applying a repeated axial deviator stress of fixed magnitude, load duration, and cycle duration to a cylindrical test specimen. The specimen is subjected to a constant (static) lateral stress by means of the triaxial test chamber where the specimen is placed for testing. The recoverable axial deformation of the specimen is measured and used to calculate the resilient modulus. For this analysis the resilient modulus values were determined using a deviator stress of 2 psi and a confining pressure of 2 psi ($M_{r22}$). It was believed that these values best represented the average stress and pressure values that occur in the subgrade under traffic loading and surcharge.

Backcalculated Estimation of Subgrade Moduli

Backcalculation of the subgrade moduli was conducted using a microcomputer-based procedure called MODULUS 4.0 (4), which was selected by SHRP for LTPP after careful study of available backcalculation software. This procedure estimates the layer moduli using deflections for seven sensors measured by an FWD. The objective of any backcalculation routine is to process the deflection data and estimate the pavement material properties on the basis of these data and the applied load. This can be accomplished by employing a procedure that predicts a set of parameters that corresponds to the best fit of the measured deflection bowl. Best fit is achieved when the percent error between the measured deflection bowl and the calculated deflection bowl is minimized. A data base of calculated deflection bowls can be generated by elastic layer theory (assuming ranges of material properties) and then used as a comparative tool by which the error is minimized.

Once the error between measured and calculated deflection bowls is minimized, the calculated modulus for each layer of the pavement structure associated with the calculated deflection bowl that best fits
the measured bowl together are used as the layer moduli of the existing pavement. In summary, the steps followed by MODULUS to backcalculate pavement layer moduli are as follows:

1. Input measured deflection data obtained from FWD testing, the applied load, and other pavement properties (layer thickness, estimated range of layer moduli, and Poisson’s ratio).
2. Generate calculated deflection bowls using elastic layer theory.
3. Minimize the percent error between calculated and measured deflection bowls.
4. Determine layer and subgrade moduli on the basis of calculated deflection bowl that corresponds to lowest percent error.

It should be noted that the MODULUS program is only one of many backcalculation programs available. These programs are developed on basically the same theory, but they can and will generate different results when supplied with the same input. This point is made because the analysis process could also include the results from these other programs, but no effort is made here to do this.

**Estimation of Subgrade Moduli from Deflection Testing**

The 1986 AASHTO Guide to the Design of Pavement Structures (3) includes a procedure that uses deflection testing results to estimate the subgrade resilient modulus. Figures 1 and 2 show a typical deflection profile and corresponding stress “bulb” in a pavement structure as it is loaded at a specific point. The stress bulb, or conical zone, represents the way in which the load application is spread through the pavement system under a steady state or impulse NDT load. The slope of the line that projects through each pavement layer reflects the relative modulus, or stiffness, of the material within the layer, with a fundamental being that as the modulus increases, the stress within the layer is spread over a greater area (3).

It is generally accepted that deflections measured far enough away from the center of the load can be used to characterize the subgrade stiffness. As shown in Figure 1, at the distant sensors the pavement surface deflection that is occurring is due only to the stresses or deformations from the subgrade itself, and therefore the outer readings primarily reflect the stiffness of the subgrade soil.

As reported in the AASHTO Guide, using deflection measurements collected from the sensor located at a distance of $1 < r_{la} < 6$ (where $r$ is the outer geophone radial distance from the applied load and $a_e$ is the radius of the stress bulb at the interface of the subgrade and bottom layer of the pavement), the subgrade modulus may be estimated from the following equation:

$$E_{sg} = \frac{P \cdot S_f}{d \cdot r}$$

where

- $E_{sg}$ = in situ modulus of elasticity of the subgrade (psi),
- $P$ = plate load of the NDT device (lb),
- $d_r$ = measured NDT deflection at radial distance $r$ from the center of the plate load (mils),
- $r$ = radial distance from plate load center to the point of the deflection measurement (in.), and
- $S_f$ = prediction factor based on the soil’s Poisson’s ratio as shown in Table 2.

Other values for the prediction factor may be obtained from the Guide with the use of a figure that plots the prediction factor versus the radial offset ratio for varying Poisson’s ratio values. As the ratio increases the prediction factor also increases until it becomes constant past a ratio of one.

Using this process, the subgrade modulus may be directly estimated without costly computing time and software; however, prediction accuracy may be lost due to the varying nature of subgrade properties.

**COMPARISONS**

An unprecedented wealth of data on subgrade properties for more than 300 test sections offers many possibilities for the evaluation of subgrade stiffness. The following studies were considered in this analysis:

1. Straightforward comparison between the various moduli estimation procedures (i.e., determining ratios between predicted moduli values from each estimation procedure);
2. Determination of direct relationships between the moduli estimation procedures using regression techniques;
3. Determination of relationships between moduli estimation procedures using regression techniques and including other known properties that influence the resilient modulus; and
4. Development of new procedures to estimate the subgrade moduli on the basis of the subgrade data available.

Results of these studies are provided here to highlight where relationships were and were not found. It is also anticipated that the results noted here may lend insight to those who wish to explore these data further.

**Direct Comparisons of Moduli Values from Various Sources**

The first comparison explored here was a straightforward comparison using ratios of the various subgrade moduli values. As shown in Table 3, there is a wide range of ratios between the estimated moduli from the AASHTO equation and the backcalculated moduli from the MODULUS program, and between both the backcalculated and estimated moduli and the moduli determined by laboratory testing. The wide scatter of ratios between the backcalculated moduli and the moduli from laboratory testing is consistent with previously published reports and tends to highlight the noted concerns about which values are most appropriate for pavement design purposes (1,2).

**Regression Analyses Between Various Moduli Sources**

Acknowledging that no simple relationship exists, the next step was to explore other relationships that might exist. These studies were conducted by performing linear regression analysis between each of the moduli sources. As one might expect review of ratios mentioned previously revealed no significant relationship between the laboratory and backcalculated moduli. The coefficients of determination ($R^2$) for this regression analysis did not rise above 0.10, and the root mean square error (RMSE) was generally as large as the moduli values.

Researchers recognized that the relationship between lab and backcalculated moduli must be a function of the subgrade properties, among other things, and expanded the regression analysis to include Atterberg limits, gradations, depth to rigid layer, moisture contents, and other data as available. Even with this additional data, however, a significant relationship could not be found.

One relationship that did prove to be somewhat significant occurred between the estimated and the backcalculated moduli. The estimated value was calculated using Equation 1 and an assumed Poisson’s ratio of 0.45. A linear regression analysis of the moduli prediction sources yielded $R^2 = 0.37$ and RMSE = 23,404.

The analysis of estimated versus backcalculated moduli was then expanded to include various subgrade properties in an attempt to improve on this relationship. The inclusion of subgrade properties did improve the relationship, but the results were still somewhat less than favorable ($R^2 = 0.50$, RMSE = 20,949). This is particularly intriguing when one considers that both of these subgrade moduli values are based on essentially the same basic data. From this observation it was established that development of a better estimation procedure may be warranted.

**Modification of the Moduli Estimation Equation**

Modification of the estimation equation was attempted using a linear regression analysis between the backcalculated moduli and the constant term from Equation 1, $P/l_d$.r. The resulting coefficient from this analysis could be used as a new value for $S_p$. It should be noted that the regression for this particular analysis was performed with the no intercept option, which forces the y-intercept through the origin. This analysis procedure produced a new $S_p = 0.1508$ with an $R^2$ of 0.56 and an RMSE of 20,601. This appears to indicate, at least for the data available, that a slightly improved estimation equation has been formulated with which subgrade moduli can be predicted solely from the seventh sensor deflections and load from NDT.

**Predictions of Backcalculated Moduli**

As noted previously, use of the equation form shown in the AASHTO Guide for predicting backcalculated subgrade moduli provided reasonable results, but it was believed that a better relationship must exist. To further explore the data, efforts were made to predict the backcalculated moduli using the various data elements noted with a variety of different equation forms.

In initial attempts to establish a relationship no distinctions were made among the various subgrade types. As one might expect, however, the Atterberg limits and gradation information were significant to these relationships. On the basis of this information the sections were sorted and separated by subgrade type to facilitate these analyses. Sections with greater than 50 percent passing the number 200 sieve were considered fine subgrades (clay or silt). The fine subgrades were further distinguished using the plasticity index (PI); subgrades with PIs of greater than 10 were considered clays. Good relationships were ultimately established for each of the three subgrade types in these analyses (clay, silt, and sand). Only seven sections had gravel subgrades, so these sections were not included in

<table>
<thead>
<tr>
<th>TABLE 3 Direct Comparison Among Moduli from Different Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ratio</strong></td>
</tr>
<tr>
<td>Laboratory / Back calculated</td>
</tr>
<tr>
<td>Estimated / Laboratory</td>
</tr>
<tr>
<td>Estimated / Back calculated</td>
</tr>
</tbody>
</table>
the analysis. The equations are shown below and the associated statistics are presented in Table 4.

Clay:

\[
M_c = 0.88\left(\frac{ld}{s7}\right) + 90.13\left(\frac{b^2}{s7}\right) - 4.88 \times 10^{-4}(b)^2(ld) + 1.47 \times 10^{-4}(sat)^2(ld) - 0.08(b)(t)^2 + 116.77d\left(\frac{b^2}{sat^2}\right) + 94.749\left(\frac{t}{sat^2}\right) - 2,707.99
\]

Silt:

\[
M_s = 30.17\left(\frac{b^2}{s7^2}\right) + 3.84 \times 10^{-4}(ld)^2 + \frac{611,120}{spgr} + 630.12\left(\frac{b^2}{t^2}\right) - 23.54(b)(spgr) + 2,439.62\left(\frac{t}{spgr}\right) - 258,797
\]

Sand:

\[
M_s = \frac{-2,834,967}{dd} + 1.31 \times 10^{-4}(ld)^2(S7) + 15.04(b)(S7) + 371.33\left(\frac{dd}{s7}\right) - 3.01 \times 10^{-4}(ld)^2(dd) - 2,751.43\left(\frac{t}{dd}\right) + 22,372
\]

where

\[
S7 = \text{Sensor 7 reading from FWD (mils)},
ld = \text{load from FWD (lb)},
t = \text{asphalt or concrete thickness + treated base thickness (in.)},
b = \text{untreated granular base thickness (in.)},
spgr = \text{specific gravity of the subgrade},
sat = \text{percent saturation, and}
dd = \text{dry density of the subgrade}.
\]

Common to each of these models is the load and deflection at Sensor 7. Because only Sensor 7 deflection readings were included in this analysis (at a spacing of 60 in. from the load), the distance from the load to the sensor was not needed as a variable. Similarly the area of the loading was constant for each section (using a 12-in.-diameter plate), hence the area also was not a function in the analysis. Variables that did prove significant were the thicknesses of the pavement layers, in situ moisture contents, dry densities, and specific gravities.

### Sensitivity Analysis

A simple set of factorial tables was designed using a wide range of input values for each variable to determine the validity of the models. Testing the equation in this way can establish how the equation performs for input values outside the inference space from which it was developed, but still within practical limits. Table 5 presents the ranges used in this analysis.

The model for a sand subgrade appears to yield reasonable values for the backcalculated subgrade moduli for the input ranges considered. Subgrade moduli values generated ranged from 6200 to 153,000 psi. Values greater than 100,000 psi appear high; however, for deflections of 0.25 mils (typically associated with “rock” subgrades) this is not all that surprising.

### Table 4: Statistics for the Three Subgrade Moduli Prediction Equations

<table>
<thead>
<tr>
<th>Equation</th>
<th>( R^2 )</th>
<th>Adjusted ( R^2 )</th>
<th>Root Mean Square Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clay</td>
<td>0.8886</td>
<td>0.8739</td>
<td>6,997</td>
</tr>
<tr>
<td>Silt</td>
<td>0.7809</td>
<td>0.7238</td>
<td>11,419</td>
</tr>
<tr>
<td>Sand</td>
<td>0.8371</td>
<td>0.8276</td>
<td>15,033</td>
</tr>
</tbody>
</table>

The model for silt seems to falter at the high end of the specific gravity range. Specific gravities in excess of 2.7 tend to produce negative values. This is not a realistic value for specific gravity, however, and if the range of specific gravities is narrowed to a range of around 2.3 to 2.6, moduli generated values begin to appear more consistent with expectations.

The clay model fails at the low end of the percent saturation range. For saturation levels of 10 percent, subgrade moduli values can exceed 700 ksi. Saturation levels of 10 and 20 percent do not seem unreasonable, but they are outside the inference space from which these equations were developed. If the saturation level remains above 30 percent, the equation appears to provide reasonable estimates of backcalculated subgrade moduli.

### Conclusions

The SHRP LTPP program has produced a considerable amount of information characterizing pavement structures. These data were used to attempt to improve existing procedures and develop new procedures to predict subgrade resilient moduli. Equations generated from this analysis can be used to predict subgrade backcalculated resilient moduli based on NDT data and other subgrade properties. These equations have relatively high correlation coefficients (from .78 to .89) and low root mean square errors.

In addition to developing new prediction equations, an attempt was made to redevelop the prediction factor, \( S_p \), used in the AASHTO Guide’s subgrade moduli prediction equation. A new factor was established on the basis of the data set with reasonable statistics. It appears that the layer structure has a greater impact on estimations of subgrade moduli than is commonly accepted. However each of the equations generated using all available data were heavily dependent on the layer structure. This could also indicate that Sensor 7 is not sufficiently distant from the load in the SHRP sensor setup.

Evaluations were conducted to explore relationships among the various sources of subgrade moduli. With the volumes of data avail-

| Table 5: Ranges Used for Sensitivity Analysis |
|------------------|------------------------------|
| Variable         | Range                        |
| Load             | 8,000 - 10,000 (lbs)         |
| Sensor 7         | 0.25 - 2 (mils)              |
| Untreated Base   | 4 - 20 (inches)              |
| Treated Base + Asphalt/Concrete | 4 - 12 (inches) |
| Percent Saturation | 10 - 100 (%)                |
| Specific Gravity | 2 - 3                        |
| Dry Density      | 85 - 115                     |
able one would expect that some relationship between laboratory and backcalculated subgrade moduli could be established; however, these evaluations did not generate any useful relationships.

**RECOMMENDATIONS FOR CONTINUING RESEARCH**

This limited analysis has raised many opportunities for further research. Some studies that warrant further pursuit are as follows:

- Continue to seek relationships between laboratory and backcalculated subgrade moduli.
- Develop other moduli prediction equations that include subgrade properties but do not include deflection data.
- Continue to pursue a relationship for estimating laboratory subgrade moduli.

Nonlinear modeling or other modeling techniques may be used to better represent these data and the relationships sought. It is evident, however, that the disparity between these methods of estimating subgrade moduli is fairly substantial. Pavement designers should be particularly cautious when estimating subgrade moduli to ensure that the values used are consistent with those on which their pavement design equations are developed.
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