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Residential Density and Travel Patterns:
Review of the Literature

RUTH L. STEINER

With the increasing concern about the environmental side effects of the
use of the automobile, a few researchers, real estate developers, and in-
creasingly policy makers in many states argue for the need for infill
housing, mixed land uses, and increased density, especially around tran-
sit stations. In making these recommendations they make several as-
sumptions about the relationship between high-density residential de-
velopment and transportation choices and the resultant environmental
impacts. They assume that people in high-density developments will
make fewer and shorter trips and walk or use transit more frequently
than residents of other areas. Furthermore they often assume that these
high-density residential areas have a mix of land uses and a variety of
destinations for residents. Finally, they assume that people will be will-
ing to move to high-density areas and, when they do, will change their
travel patterns. Several sets of the literature are explored to gain a bet-
ter understanding of the interactions between the household in high-
density residential areas, the land-use characteristics of the area, and the
transportation choices of households.

In recent years in metropolitan areas throughout the United States
there has been increasing concern about the environmental side ef-
fects of the use of the automobile. A large number of metropolitan
regions have not been able to meet the national air quality standards
and as a result are increasingly recognizing the need to decrease
emissions from transportation sources. Increasingly, environmen-
talists, a few researchers, real estate developers, and policy makers
in several states and around the world argue for infill housing,
mixed land uses, and increased density, especially around existing
transit stations (-8). These forms of development are often called
“neotraditional development” (NTD) or “the new urbanism,” which
g0 under a variety of names: urban villages, pedestrian pockets,
compact cities, and compact urban development. These NTDs in-
clude a mixed-use core, similar to a traditional town center, with re-
tail and employment sites and residences surrounding the core (9).

Environmentalists and researchers who advocate transit-oriented
and high-density development have made assumptions about the re-
lationship between high-density residential development and trans-
portation choices and the resultant environmental impacts. They as-
sume that people in high-density developments will make fewer and
shorter automobile trips and will walk or use transit more frequently
than residents of areas with lower densities. High-density residen-
tial areas are often assumed to have a mix of land uses that provide
a variety of destinations for residents. Underlying these assertions
is an untested assumption that people will be willing to move into
high-density areas and, when they do, will change their travel pat-
terns. If all of these assumptions are true the result should be re-
duced automobile emissions and lower energy usage. If, on the
other hand, people in high-density areas take as many trips of the
same distance as people with similar socioeconomic and demo-
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graphic characteristics who live in lower-density residential areas,
the emissions and energy usage will be higher because the travel
takes place in greater congestion and, therefore, at lower speeds.

Although this argument can be seen as a part of the long-
standing debate about the appropriate level of density and distribu-
tion of urban settlements (see, for example, references 10 and 11),
some previous empirical research supports some of these claims.
These studies, using grossly aggregate data, suggest that high-
density residential development results in less dependence on the
automobile and higher rates of commuting to work by walking or
by using public transportation when it is available (/2-15). How-
ever, those studies fail to separate out several factors associated
with high-density residential areas that also lead to differences in
usage of the automobile, including income, household size, life-
cycle characteristics of household members, and other land-use
characteristics of the residential area. Thus, density could be seen
as a proxy for these other unmeasured variables.

This paper presents reviews of several sets of the literature on the
interactions between the households in high-density residential
areas, the land-use characteristics, and the transportation choices.
First, it presents studies of the relationship between residential den-
sity and travel patterns or energy use. These studies will be catego-
rized into (a) empirical studies and (b) policy formulation studies.
Next, the relationship between the density and spatial distribution
of activities (especially with respect to residential uses) and indi-
vidual and household decision making about residential location is
reviewed. Finally, the relationship between the socioeconomic and
demographic characteristics of households and their travel patterns
is considered.

RELATIONSHIPS BETWEEN TRAVEL PATTERNS
AND DENSITY OF RESIDENTIAL AREAS

Empirical Studies

Previous empirical studies analyzing the relationship between travel
and residential density have generally concluded that residents of
high-density areas use public transportation or walk more fre-
quently than residents of lower-density areas and travel shorter dis-
tances overall (12-14,16-18). Goodwin (16) also found that the
total number of stages (i.e., trips) by all modes was about the same,
on average, across various densities. Those studies also found that
the rate of automobile ownership was higher in low-density areas.
Pushkarev and Zupan (2) used data on the New York region and
aggregate data from other regions in the United States to conclude
that as density ‘increased so did the number of transit trips, espe-
cially among the middle-income households. Even though
Pushkarev and Zupan suggest that they considered 105 of the
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largest urbanized areas, they did not use all of these metropolitan
areas for each of their statistical analyses and exhibits. This leads
one to question whether the relationship holds for all metropolitan
areas or just the ones they included in the exhibits. They also as-
sumed that all work trips are to the central business district (CBD).
In considering only the larger nonresidential areas, they ignored
nonresidential destinations that are located in residential areas.
Through their use of only aggregate regional data, they considered
neither the dynamics within neighborhoods nor the accessibility to
transit and highways in specific residential neighborhoods. They
considered the relationships among income, density, and trips per
person and concluded that, on average, members of lower-income
households travel less than members of other households at all den-
sities. However, they never separated the travel patterns based on
income from the travel patterns based on the level of density. Fi-
nally, they showed that households with higher incomes are more
likely to own an automobile and, once they own it, are likely to use
it irrespective of the density of the neighborhood. However, they did
not compare the use of the automobile among members of high-
income households in high-density areas with the usage of the au-
tomobile among members of other higher-income households in
less dense areas.

Newman and Kenworthy (73, 14) compared metropolitan regions
in the United Kingdom, Canada, Europe, and Asia. They found that
automobile dependence is lower in higher-density cities than in
lower-density cities. Although they considered a wide range of
transport, land-use, economic, and technological factors in deter-
mining gasoline usage, they have been criticized for not consider-
ing all variables simultaneously and, in particular, for underesti-
mating the role of income and gasoline prices (/9) and for using
data of questionable reliability and consistency on gasoline usage,
trip lengths, and vehicle occupancy (20). They have similarly been
criticized for not considering the polycentric nature of many regions
and the impact of metropolitan structure on travel patterns (21).
They used a narrow definition of urban form that considered the
density of both employment and housing but omitted the type of
land uses and their spatial distribution within the region. Although
Newman and Kenworthy (22) dispute these criticisms, their re-
search has not accurately accounted for these factors. For example,
they assume that the income elasticity of the United States can be
used for all countries. In addition, they reached conclusions about
the behavior of individuals living in high-density areas based on
aggregate regional-level data.

P. Goodwin (/6) used the 1972 British National Travel Survey to
identify relationships between density and each of several other
variables: (a) number of trips, (b) distance per trip, (c) distance per
person, (d) travel speed, (e) time spent traveling, and (f) time per
trip. He concluded that households in high-density areas took the
same number of trips overall but took fewer trips by automobile and
traveled shorter distances at lower speeds. Although that analysis
identified interesting trends (e.g., that all households spent the same
amount of time traveling), it did not separate out other factors that
may lead to these relationships. The analysis could have been im-
proved through the use of multivariate statistics rather than simple
correlations and by explicitly considering travel patterns within spe-
cific residential neighborhoods.

In contrast to Newman and Kenworthy, Pushkarev and Zupan,
and Goodwin, Holtzclaw (17,18) used neighborhood-level data to
reach similar conclusions about the relationship between density
and travel patterns; Holtzclaw’s conclusions, however, can also be
challenged on methodological grounds. Holtzclaw chose a series of
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“neighborhoods” in the San Francisco Bay Area and, in a second
study, in other cities in California and compared the number of
miles traveled per year. He concluded that the level of travel is in-
versely related to the density of the neighborhood. His major source
of data, the number of automobile miles traveled per household per
year, is based on odometer readings of cars tested biennially for
emissions. However, that study did not measure the effect of the
level of income of residents in these neighborhoods, the mix of land
uses in the neighborhood, or the number, frequency, and types of
trips taken by other forms of transportation.

Overall these studies suggest that residents of high-density areas
travel shorter distances and use public transit or walk more fre-
quently than residents of lower-density areas. Although the re-
searchers confirm this relationship in the aggregate, they do not an-
alyze the relationships at the disaggregate, neighborhood level, nor
do they systematically consider the spatial relationships between
various land uses. In using aggregate data they have made the ques-
tionable assumption that the relationships among variables are con-
stant across space and time. Finally, they do not separate out the re-
lationship between the travel patterns of residents based on their
socioeconomic and demographic characteristics and their travel pat-
terns based on the density of the neighborhood.

In a related empirical study, Susan Handy (23,24) concluded that
residents of NTDs were significantly more likely to make walking
trips in their neighborhoods. However, Handy could not determine
if these trips to neighborhood commercial areas replaced or were in
addition to driving trips. Although that study did not control for the
level of density, it nonetheless suggests that a mix of land uses,
which occurs within many high-density residential areas, may af-
fect the pattern of travel.

Simulations for Policy Purposes

These empirical studies have been used to justify proposals for
higher-density areas within a regionally integrated land-use and
transportation system. Although the debate has taken slightly dif-
ferent forms in Europe and the United States, the results are largely
the same. In the United States these empirical studies and the work
of a few architects and planners (Duany and Plater-Zyberk,
Calthorpe and Solomon) have been used as a part of larger propos-
als for regional development in at least three regions (Sacramento,
Seattle, and Portland, Oreg.) and in other local development
projects such as Seaside, Fla. (2,25-27).

In Portland a national demonstration project, Making the Land
Use, Transportation, Air Quality Connection (LUTRAQ), is devel-
oping methodologies for creating and evaluating alternative land-
use patterns and design standards that will reduce automobile de-
pendence; increase mobility for all segments of the population;
minimize negative environmental impacts, especially air quality;
reduce energy consumption; and foster a strong sense of commu-
nity. Using a proposed bypass freeway around the Portland metro-
politan region as a case study, LUTRAQ identified alternative land-
use patterns, including three types of transit-oriented development
(TOD), that reduce travel demand and increase the use of alterna-
tive travel modes and modeled the travel behavior associated with
these land-use patterns. The LUTRAQ models project an average
rate of automobile ownership of 1.62 automobiles per household in
the TOD areas compared with 1.90 automobiles per household for
the no-action and bypass options (25, p.81) and a mode split of 12.1
percent walking, 79.3 percent automobile travel, and 8.6 percent
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transit travel for all trips from TODs compared with values of 3.8,
89.1, and 7.0 percent, respectively, for the no-action alternative (25,
p.83) in 2010.

The LUTRAQ case study strongly suggests that high-density
mixed-use residential areas have the potential to reduce the level of
automobile dependence. Although the study uses state-of-the-art
modeling techniques, the achievement of a reduction in automobile
travel will still depend on public acceptance of infill housing as a
part of TODs. Later evaluation will be required to determine if the
assumptions of this model are too optimistic. For example, the use
of the rate of walking from surveys in the San Francisco Bay Area
for the rate of walking in Portland is questionable given the differ-
ences in scales and densities of the two regions. Assumptions about
increases in the level of transit ridership are speculative given the
long-term decline in transit usage in U.S. cities.

Similarly, the regional transportation plan in Seattle includes a
transportation systems management (TSM) alternative with mixed-
use and high-density development around a new transitway and ex-
panded rail system. Although the alternatives are not as well devel-
oped as those in LUTRAQ, the transit share for work trips to
selected centers is projected to increase from 11.3 percent under the
no-build alternative (the 1990 rate was 11.8 percent) to 13.0 percent
under the TSM alternative, 13.1 percent under the transitway/TSM
alternative, and 16.4 percent under the rail/ TSM alternative (26,
p.3-101). These conclusions again show optimism about the will-
ingness of people to use transit and did not consider travel for non-
work purposes.

In contrast, in Europe the debate over the compact city has re-
sulted from concerns about energy efficiency, land-use patterns,
and more recently, CO, emissions from transportation sources and
sustainability. Several studies (5,6,28) and official documents of the
European Commission (4) and the Dutch (29) and British (4, 30)
governments have advocated compact development as a more en-
vironmentally sound form of development. More recent studies
have questioned this conclusion. Breheny (31) compared Inner Lon-
don, Outer London, metropolitan districts, new towns, and rural
areas and found that if all of the new development had been located
in the compact urban areas instead of in lower-density areas energy
consumption would have been reduced by only 3 percent. On the
basis of this result he questions whether the policy of containment
in compact cities is a sound policy. In spite of this conclusion, his
data also suggest that the distance that each person travels per week
is lower in inner London and other metropolitan areas than in
smaller cities, outer London, and rural areas (37). However, his
study only considers the pattern of travel and energy use in the
aggregate and generalizes to specific locations.

SPATIAL DISTRIBUTION OF ACTIVITIES (LAND
USES) WITHIN REGIONS

The literature on the spatial distribution of land uses within regions
comprises various similar, albeit distinct, views of the relationship.
These models can be divided into the following categories: (a) lo-
cation theory and (b) central-place theories.

Location Theory

Location theory has generally been concerned about the how vari-
ous land uses compete for space within a region. Largely on the
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basis of early work in market towns surrounded by agricultural uses
(e.g., von Thunen), these models consider the relationship between
land rents and transport costs. According to the basic theory various
land uses (e.g., office, manufacturing, and residential) will each
have separate bid-rent functions based on the trade-off between the
cost of land and the cost of travel. The density and the bid-rent will
be highest in the center and decrease farther from the center. For ex-
ample, headquarters office uses will be located at the center because
of the need for face-to-face contact with others, and the owners and
managers of companies are willing to outbid those wanting the lo-
cation for other uses for a location that makes such contact easier.
Residential uses have the least to gain from proximity to the center
and will therefore be less willing to bid higher rent for central loca-
tions. Various land uses, according to the basic location theory, will
generally be segregated, with the office uses closest to the CBD,
manufacturing will be in between, and residences will be the far-
thest from the center.

This initial theory was elaborated in models of residential loca-
tion. This basic model made the following assumptions: (a) the total
amount of employment is fixed and located at the center of the city,
(b) each household has one worker, (c) residential location is based
on the work location, (d) all housing has the same characteristics,
and (e) unit transportation costs are constant and uniform in all di-
rections (32). Under these assumptions, reductions in transportation
costs lead to decentralization as households consume more housing
at greater distances from the center.

Various studies of residential location theory reached different
conclusions about the relationship between household income and
residential location. Theoretical work by Wingo (33) and Alonso
(32) suggests that low-income households were more likely to live
in high-density neighborhoods because they will trade off the com-
mute trip and accessibility to transit and other activities for less
housing. Higher-income households, they assumed, would be the
highest bidders for suburban land because their preferences for
housing, lot size, and suburban public services increase faster than
the household’s dislike of commuting. On the other hand, Muth
(34), on the basis of empirical research in Chicago, concluded that
there is a “negligible partial relationship between income and dis-
tance” that is mediated by the age of buildings. In other words
higher-income households were more likely to live in newer hous-
ing located farther from the CBD. Wheaton (35) used data from the
San Francisco Bay Area to show that when distaste for commuting
was considered, “income in fact may not be a strong determinant of
long-run location patterns”; rather, each income stratum will have
variability in preference for location of housing. Anas (36) clarified
this relationship by suggesting the conditions under which the
higher-income households would locate farther away from the cen-
ter: “the bid rent function of higher income households may be less
steep than that of the poor, but only if the increase in the preference
for land consumption (lot size) by income is sufficiently stronger
than the increase in the disutility for commuting time by income”
(36, p.32). Anas found that the average income of households was
higher in the first 2 mi from the CBD of Chicago than it was in any
of the 2-mi ranges between 2 and 10 mi from the CBD and that in-
come increased with each distance category (after the first 2 mi) be-
fore reaching its highest level at 22-24 mi and gradually declined
with greater distances (36, p.131).

The differing conclusions of these studies can be explained
largely by the assumptions about the preferences for housing and
commuting of households with higher incomes. Alonso, Wingo,
and Muth assume that all households with higher incomes have
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preference for more and newer housing (i.e., they assume that
housing is a superior good). Wheaton and Anas make the more
reasonable assumption that households with higher incomes have
a variety of preferences (or tastes) in housing and the neighbor-
hoods in which they choose to live. Thus, households with higher
incomes may choose to live in a high-, medium-, or low-density
neighborhood.

Central-Place Theory

Central-place theory can be seen as an extension of the basic loca-
tion theory to market-sensitive employment activities. Location the-
ory would suggest that employment location is a function of land
rents and commuting costs of employees, and a reduction in trans-
portation costs will result in the concentration of employment at
nodes and a separation of land uses. In contrast, central-place the-
ory considers activities that require access to consumers. Central-
place theory as developed by Christaller (37) and Lésch (38) was
directed at the relationship between the distribution and consump-
tion of goods and the number of goods sold and the population
served by a central place. Losch connected the transportation sys-
tem to the central places and extended the central-place theory to a
more general description of relationships between central places
and complementary regions.

The central-place theory includes some basic features: (a) the
basic function of a city is to be a central place providing goods and
services for a surrounding area; the central place locates to mini-
mize the aggregate travel of its tributaries and is central to the max-
imum profit it can command; (b) the greater the centrality of a place,

the higher its order; (c) higher-order places offer more goods, have

more establishments and business types (i.e., offer more shopping
opportunities), serve a wider tributary area, serve a larger popula-
tion, and are more widely spaced than low-order places; (d) low-
order places provide only low-order goods to low-order tributary
areas; these low-order goods are generally necessities requiring fre-
quent purchasing with little consumer travel; (e) central places fall
into a hierarchy comprising discrete groups of centers; higher-order
centers perform all of the functions of lower-order centers plus a
group of central functions; and (f) the hierarchy of centers can be
ordered on the basis of three characteristics: market area, trans-
portation, and sociopolitical or administrative separation of func-
tions (37,38). Initially, this research was used to develop hierarchies
of cities within regions and countries.

In later work Berry and Garrison (39) suggest that this theory ex-
tends beyond Christaller’s and Losch’s explanation of hierarchy of
central places to hierarchies of retail and service businesses within
regions. Berry and Pred (40) suggest that the central-place studies
of rural places could be extended to a hierarchy of business centers
in urban areas. In urban areas there is a CBD, with subsidiary cen-
ters located outside of the center. The number and order of those
centers will depend on the order of the city as a central place and
the order of its CBD. In a metropolitan area the array of types of
centers includes street-corner nucleations, neighborhood centers,
and regional centers. Central-place theory attempts to explain the
location, size, functional characteristics, and spacing and clustering
of centers (41, p.3).

Central-place theory thus provides a framework for considering
the relationship between residential uses and nonresidential uses.
Although central-place theory does not explicitly deal with the
question of density, it addressés another assumption related to travel
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in high-density areas—the proximity and mix of nonresidential uses
relative to residential uses.

RESIDENTIAL LOCATION THEORIES

Two types of research have attempted to identify how people
choose where they will live. The hedonic pricing models focus on
factors that give housing value. Residential choice models identify
the factors that households consider in deciding where they would
like to live. Although this review is about the transportation choices
of households that choose to live in high-density neighborhoods and
not how households make this location choice, this literature sug-
gests the constraints and opportunities that households face in mak-
ing their location decision and the multiplicity of factors that are
balanced with these decisions.

Hedonic Pricing Models

Hedonic pricing models of residential location provide an indica-
tion of the value that households attribute to various characteristics
when they look for housing. Economists use hedonic pricing mod-
els to understand the relative importance of various attributes to the
market price of a commodity (in this case, housing). Early studies
of housing value attempted to calculate the costs associated with air
pollution. Ridker and Hennings (42), in the earliest study of the cost
of air pollution, found the following categories of characteristics
significant in determining median property values: property or site
and housing characteristics, location (i.e., accessibility to shopping,
industrial areas, highways, the CBD), neighborhood characteristics
(quality of schools, crime rates), and household income. In other
studies of the cost associated with air pollution, these same charac-
teristics and a few others were found to be significant (43): public
services and costs (44) and other land uses in the neighborhood
(45—47). Kain and Quigley (48) were the among the first researchers
to focus on individual dwellings and the measurement of the qual-
ity of residential services. They found a negative relationship with
housing value and other nonresidential uses and a negative value
associated with higher density.

Much of the focus of the hedonic pricing work has been on the
identification and weighting through multiple regression of key at-
tributes of housing and neighborhoods. This research has provided
a list of variables associated with neighborhoods and their relative
importance with respect to the price of housing.

Williams (49) identifies five general assumptions of hedonic
models:

1. A single urban housing market,

2. Complete availability of relevant data on alternative attribute
bundles,

3. Freedom of locational choice for consumers,

4. Market equilibrium, and

5. Consumers with identical utility functions except for the
observable attributes of housing (49, p.312).

Although a few of these assumptions are questionable, the last is
perhaps the farthest removed from the reality of the marketplace
(50). This is also key to this research because it can be read to as-
sume that irrespective of household income households will have
the same preference for high-density neighborhoods. However,
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when this last assumption is considered with the second assump-
tion, one can conclude that similar households with similar incomes
(i-e., identical utility functions) will choose housing with different
attributes. Thus, the characteristic of housing choices, including the
choice of housing in high-density areas, by households with similar
incomes can be seen as probabilistic.

Residential Choice Models

Residential choice models focus on the trade-offs that households
face when deciding where they will live. Lerman (51,52) developed
a model that connected mobility choices, which are choices that are
made in the long term such as employment location, residential lo-
cation, housing type, automobile ownership, and mode to work,
with travel choices (in the short term) for non-work trips. He as-
sumed that the mobility choice, which includes all of the long-term
choices except employment location, are made on the basis of the
employment location.

Although this model presents a reasonable framework from
which to consider how the residential choice is made, it has some
limitations. Most notably, the model, like the Lowry model, as-
sumes that residential location is largely based on location of em-
ployment. Although this assumption can be justified in one-worker
households, it does not address how two-worker households decide
where to live. In addition, the model is not estimated for different
socioeconomic groups (51, p.326). Finally, this model is based on
a small number of prototypical cases and not on the decisions of
households that had moved.

Weisbrod et al. (53) explicitly considered the trade-offs between
transportation and other factors in residential location decisions.
Using a sample of 6,000 household from a 1970 survey in the
Minneapolis-St. Paul metropolitan area, he did a logit analysis of
discrete choices to estimate the contribution of various locational
attributes and household characteristics in determining each house-
hold’s decision whether or not to move within an 18-month period.
Each household was assumed to select residential mobility choice
and (for movers) the alternative location/housing bundle that max-
imizes its utility. The utility was expressed as a function of attrib-
utes of the alternative (e.g., distance to work, prices, transportation
services, neighborhood quality, and housing type) and the attributes
of the household itself (e.g., age, income, and household size).

The results showed that a 5 percent reduction in automobile com-
mute time was equivalent to a 1.5 percent decrease in monthly rent,
a 3.8 percent decrease in home value, and a 28 percent reduction in
crime rate. A similar reduction in bus commute time was worth a
smaller amount. Household composition considerations over-
whelmed all other trade-offs among housing cost, taxes, transporta-
tion access, and crime level. No reduction in automobile travel time
or bus travel time could compete with the preference of households
with children for single-family detached housing. Finally, age and
household composition factors were very strong determinants of the
propensity to move. Regardless of travel time to work, crime rates,
school quality, or housing costs, older persons and families with
several children had a lower probability of moving than younger or
smaller households.

Although this study reached interesting conclusions about the im-
portance of access to the workplace and differences in preferences
of households with different socioeconomic characteristics, it did
not address the trade-offs made in two-worker households. Instead,
it assumes that one is dominant over the other. It also assumed that
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those who moved had the same characteristics and preferences as
those who did not move and that those preferences were constant
through time. Finally, the study did not address the importance of
non-work locations (e.g., schools and personal services) in the
decision about where to move.

RELATIONSHIPS BETWEEN SOCIOECONOMIC
CHARACTERISTICS AND TRAVEL PATTERNS

Although the relationship between socioeconomic characteristics
and travel patterns is embedded in the traditional four-step travel de-
mand models, several targeted studies of the travel patterns of
households based on socioeconomic characteristics have been
completed.

Much of the research on travel patterns based on socioeconomic
and demographic characteristics of households has focused on im-
proving the explanatory power of traditional transportation models
by challenging the assumptions used in various stages of the mod-
els. This research has focused on the relationship between travel
patterns and a variety of factors: income, household size, age (i.e.,
stage in life cycle), sex roles of household members, and presence
or absence of children (54-59). Two approaches have been taken to
life-cycle stages: (a) cross-sectional, which addresses the behavior
of groups with different socioeconomic and demographic charac-
teristics at a point in time, and (b) time series, which uses panel sur-
veys to follow the travel patterns of households as they move
through stages in their life cycle (56). Cross-sectional studies are of
greater relevance in this review.

These cross-sectional studies attempted to isolate the factors that
can be used to define the various household types. Salomon (57)
used a joint choice model to analyze the relationship of life cycle to
mobility and travel choices. He concluded that the lifestyle shows a
decreasing effect in order with the following decisions: residential
location, activity pattern (trip chaining), destination for recreation
trips, automobile type, automobile ownership, and mode to work.
Lifestyles were categorized into clusters based on age of head of
household; age of children, if any; household size; number of adults
in household; proportion of household income earned by male and
female heads; education level; annual household income; time spent
at home, leisure, services, and work for male and female heads of
household; occupation (white collar or not white collar); and em-
ployment status (part-time or full-time) of female and male heads
of household. Salomon used three different combinations of so-
cioeconomic and demographic variables to cluster households and
reached the following conclusions about their utilities: (a) income
is a poor indicator for the cross-sectional variation in taste; (b) a life-
cycle-occupation scheme is very powerful as an indicator of
lifestyle; and (c) two additional variables, working status of female
head of household and household type, should be used in the seg-
mentation. One of the major limitations of this research is the small
sample size used in the analysis.

In related research Salomon and Ben-Akiva (59) used cluster
analysis to separate households into five clusters to determine if
they exhibited different travel patterns. Cluster 1 included house-
holds with older (35-54-year old) white-collar males with a wife
that was not gainfully employed outside of the home. The second
cluster is more heterogeneous, younger, and of higher socioeco-
nomic classes with both husband and wife employed outside of the’
home. Cluster 3 was defined as the young, family-oriented, child-
bearing households. The fourth cluster includes households with
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lower incomes and lower levels of educational attainment. Cluster
5 includes most of the elderly households in the sample and is dis-
tinct from other clusters because of its low income and educational
level, small household size, and low rate of participation in the labor
force. These clusters were then compared by using a model of
constrained level of service, using in-vehicle travel time, out-of-
vehicle travel time, and out-of-pocket travel costs, and the differ-
ences between groups were found to be statistically significant (59).

Salomon and Ben-Akiva’s research identifies the difficulty of
how to cluster households and the appropriate number of clusters to
be used. Hanson and Hanson (55) and Clarke and Dix (56) define
six and eight categories, respectively, that related to the “typical”
family cycle. Hanson and Hanson set up these categories: single
adults with no children, two adults with no children, at least one
adult with child less than 7 years of age, at least one adult with at
least one child over 7 years of age, and no children under 7 years of
age, “empty nesters,” and retired persons. Clarke and Dix (56) used
two additional categories: families with preschool and school-age
children and families with older school-age children. Although
Hanson and Hanson (55) concluded that “socioeconomic status and
role-related variables contribute significantly to an explanation, of
the dimensions of individuals’ complex travel-activity patterns,”
they did not differentiate between single-parent and two-parent
households and two-worker and one-worker households in their
model. Clarke and Dix (56) were less ambitious in the results that
they presented; they simply showed that the income coefficient dif-
fered between life-cycle groups when the number of cars is related
to the gross household income.

Zimmerman (54) defined five major lifestyles (each with subcat-
egories based on the age of the head of household for each): the typ-
ical or nuclear-family household, the single-parent household, the
childless-couple household, the single person living alone, and the
household of unrelated individuals. Zimmerman did a simple cor-
relation between the trip frequency and the life cycle and concluded

that the number of trips varies on the basis of the household struc-

ture and the age of the persons who comprise the household unit.
Although Zimmerman (54) makes a contribution by identifying the
differences in number of trips, the number of categories is so large
that in a more complex model the results are likely to be trivial. In
addition, Zimmerman acknowledged that the life cycle should in-
clude considerations of household size, family income, and vehicle
ownership.

Although the researchers on the relationship between travel pat-
terns and socioeconomic and demographic characteristics suggest
that different types of households have different travel patterns, they
do not identify the spatial aspects of the travel. They do not consider
the density or characteristics of neighborhoods that households live
in when considering the travel patterns.

AREAS FOR FURTHER RESEARCH

The advocates of high-density transit-oriented development make
several assumptions about the relationship between density and
travel patterns when they advance their proposals. There are many
reasons why these assumptions could be successfully implemented
in practice. Decreased usage of the automobile is possible in higher-
density residential areas because of several related factors. First,
high density puts destinations close together, making it possible for
residents to walk to activities in an acceptable amount of time. If the
residential area has a mix of local serving uses, people may also be
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more likely to walk to them. Second, by virtue of the fact that more
people are in the area, people generally perceive it to be safer to
walk in the area. The larger number of people makes it easier to
serve the area with public transit because there are simply more peo-
ple to use the transit [i.e., higher-density areas provide the potential
for a higher trip density, as Pushkarev and Zupan (12) suggest]. Fi-
nally, certain types of households may be more likely to live in
high-density residential areas; these households may also exhibit
travel patterns different from those of other types of households.
Higher-income singles and couples and elderly couples may choose
to live in high-density areas because of the lifestyle that it provides
them. Low-income households may double up in one housing unit
because separate units may simply not be affordable.

What is missing from this debate is a consideration of some of
the research results presented in this literature review. Although re-
search using aggregate data suggests that people who live in high-
density developments make fewer and shorter trips and walk or use
transit more frequently than residents of areas with lower densities,
these studies have not separated out other factors, such as income,
household size, life-cycle characteristics or household members,
and other land-use characteristics for which density may be a proxy.
Further research is needed to sort out the importance of the pattern
of travel based on socioeconomic characteristics, mix of land uses,
density, and other location factors. Such research would enable pol-
icy makers to understand the situations in which households might
be willing to live in high-density, more urban environments and the
extent to which changes in land-use patterns will ultimately reduce
the level of overall travel, energy consumption, congestion, and air
pollution.
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