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Neural Network Approach for Solving the 
Train Formation Problem 

DAVID R. MARTINELLI AND HUALIANG. TENG 

The train formation plan is one of the important elements of railroad 
system operations. Whereas mathematical programming formulations 
and algorithms are available for solving the train formation problem, the 
long CPU time required for convergence makes it difficult to solve the 
problems in a reasonably short time. At the same time, shorter decision 
intervals are becoming necessary, given the highly competitive operat
ing climate of the railroad industry. A novel approach is presented for 
quickly obtaining good solutions to the train formation problem (TFP). 
A neural network model is developed for efficiently solving the TFP. 
Following a training process for neural network development, a testing 
process indicates that the neural network model will likely be both 
sufficiently fast and accurate in producing train formation plans under 
on-line conditions. 

Railroad system operation plans are developed to perform the 
sequential process of car block decisions, train formation decisions, 
train schedule decisions, and empty car distribution decisions. This 
is performed under the consideration of engine power, maintenanc.e, 
and service level requirements. There are two classes of models 
developed for railroad operation decisions: those that treat each 
decision level independently and those that treat two or more of the 
decision levels simultaneously. For example, Beckmann et al. (1), 
Thomet (2), Suzuki (3), Duvalyan ( 4), and Assad (5) developed 
models specifically for train formation decisions. On the other hand, 
Crainic ( 6) developed a model of both car block and train formation 
decisions, while Keaton (7-9) gives three models, each involving 
multiple decision levels. 

Despite the substantial quantity and diversity of rail operating 
decision models, a common element exists among them, in that they 
all require a substantial investment of computational effort and 
subsequent implementation time. Experience with these models 
indicates that the CPU time required to obtain an optimal or near 
optimal solution varies with demand patterns and formulation con
straints. For example, a longer CPU time is required for Assad's 
model for more restrictive demand patterns or if additional con
straints are considered. Therefore, in general, more dynamic 
demand patterns tend to require more expensive modeling efforts. 

A common approach for the industry in handling dynamic 
demands has been to shorten the time period between successive 
modeling updates. Unfortunately this introduces a trade-off 
between longer CPU time requirements for more realistic solutions 
and the added resources necessary to provide more frequent model 
updates. In light of this trade-off, artificial neural networks (ANNs) 
may prove quite fruitful if shorter implementation times can be 
achieved without substantial loss in solution integrity. Such an 
ANN model can also be integrated into a simulation model to 
analyze more operation alternatives. It is well known that the time-
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consuming validation and calibration process required by the neural 
network model is offset by the efficiency of its subsequent use, so 
this study will concentrate on the integrity of the solution provided 
by the neural network model. 

The remainder of this paper is organized as follows: first, a brief 
introduction to neural network tools and their use in formulating the 
train formation problem (TFP) is given, with consideration of alter
native neural network architectures and problem representations. 
Next, an analysis is performed for training (or calibrating) the net
work given solutions from the conventional model of Assad (5). 
The ANN model is tested with respect to various criteria using addi
tional data sets. Finally, several conclusions are derived. 

ANN FORMULATION OF THE TFP 

In the formulation, the train formation decisions are represented as 
the output from a neural network model of different topology. The 
related criteria for neural network model training control and test
ing are then discussed. 

Architecture of the ANN 

In this research, the back-propagation neural network (BPNN) 
model was used due to its wide use in solving the optimization prob
lem. The BPNN model consists of three layers: the input layer, the 
hidden layer, and the output layer. The neurons in the input layer 
represent 0-D demands, while neurons in the output layer represent 
the train consist that defines the assignment of demand to trains. 
There is only one hidden layer considered in this BPNN model. 

The model is developed for a hypothetical railroad network hav
ing 30 0-D demand pairs, represented in Figure 1. However, this 
network is realistic in terms of topology and the complexity of the 
problem implied in this network. The corresponding demands are 
given in Table 1, where rij denotes the cars per period demanded 
from Origin i to Destination j. These demands are indexed 1 
through 30 in the respective cells of Table 1. Thus, the number of 
neurons in the input layer is 30. For this network, 44 trains are 
considered for satisfying the 0-D demands, and an overall 108 
combinations of demand-train assignments are considered. The 
train routes are listed in Table 2, and the train consists considered 
are listed in Table 3, where a;,j denotes that 0-D demand i is 
assigned to train j (1 :::; i :::; 30, 1 :::; j :::; 44 ). Thus, the number of 
neurons in the output layer is 108. Finally, Figure 2 illustrates the 
structure of the BPNN model. 

Of the 30 0-D demands, there are some links that directly connect 
their origin to their destination. As a normal practice, local train ser-
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FIGURE 1 Example 
railroad network. 
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TABLE 1 Demand for Example Railroad 

1 2 

o-o 
1 r12 ( 1) ru 

2 r21 (6) rn 

3 r11 (11) r12 (12) 

4 r"i (16) r42 (17) r41 

5 r51 (21) r52 (22) r51 

6 r61 (26) r62 {27) r63 

3 

(2) 

(7) 

(18) 

(23) 

(28) 

39 

vices are provided for each link. Thus, these types of demands will 
be carried to their destination by local trains without passing by any 
intermediate yards. These demands are called short-distance de
mands. The remaining demands are those with no direct link 
between their origin and destination, which therefore must be carried 
by trains that pass at least 1 intermediate yard. These demands are 
called long-distance demands. In light of these typical operating 
characteristics, it is common to assume that short-distance demands 
will not fluctuate. At this point, it will be assumed that most long
distance demands will fluctuate between 100 and 150 cars per 
period; while all the short-distance demands are fixed. 

4 5 6 

r14 (3) ru (4) r16 (5) 

r24 (8) r" (9) r26 (10) 

r14 (13) r15 (14) r36 (15) 

r45 (19) r46 (20) 

rs. (24) r56 (25) 

r64 (29) r 65 (30) 

TABLE 2 Train Route for Supposed Demand 

Yard Train Traf n Yard Traf n Train 
Must.er Route N\llt>er Route 

1 (1 ,2) 23 (4,2,1) 
2 (1 ,3) 24 (4,3,1) 
3 (1,2,4) 4 25 (4,2) 
4 (1,3,4) 26 (4,3) 

1 5 (1,2,5) 27 (4,5) 
6 (1 ,3,5) 28 (4,6) 
7 (1,2,4,6) 
8 (1,2,5,6) 
9 (1,3,4,6) 
10 (1.3.5.6) 

11 (2,1) 29 (5,2,1) 
12 (2,3) 30 (5,3,1) 

·2 13 (2,4) 5 31 (5,2) 
14 (2,5) 32 (5,3) 
15 (2,4,6) 33 (5,4) 
16 (2.5.6) 34 (5.6) 

17 (3,1) 35 (6,4,2,1) 
18 (3,2) 36 (6,4,3,1) 
19 (3,4) 37 (6,5,2,1) 

3 20 (3,5) 6 38 (6,5,3,1) 
21 (3,4,6) 39 (6,4,2) 
22 (3,5,6) 40 (6,5,2) 

41 (6,4,3) 
42 (6,5,3) 
43 (6,4) 
44 (6.5) 
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TABLE 3 Resulting Train Consist from BPNN 

Yard Train Train Train Consist Considered Desired Consist Recalled Consist 
Nunber 

1 T12 as.1 , a4.1 • aJ.1 • a1.1 64 20 73 2 64 17 72 2 
2 T13 

as.2 a4.2 a3.2 au 
94 91 60 0 94 91 60 0 

3 T114 
, , 

10 0 10 0 
4 T214 a5.3 , a4.3 0 0 0 0 

1 5 T115 aS.4 , a4.4 0 0 0 0 
6 T215 as.s , a4.5 17 0 17 0 
7 T116 aS,6 , au 0 0 
8 T216 as.1 148 148 
9 T316 as.a 0 0 
10 T416 as.9 

0 0 

a .. 1n 

11 T21 a26.11 • a21.11 • a16.11 • au1 78 8 136 1 78 5 135 1 
12 T23 

a1.12 
87 87 

13 T24 20 0 27 107 20 0 27 107 
2 14 T25 a26.13 • a4.13 • a10.13. aa.13 73 2 54 0 72 2 54 0 

15 T126 a26.14 • a4.14 • a10.14 • ag,13 0 0 0 0 
16 T226 a26.1s • a10.1s 0 0 o· 0 

a.,.: 11:•· a,n 11: 

17 T31 
a26.11 • a21.11 • a16.11 • au.11 72 13 0 0 72 13 0 0 

18 T32 
a12.1e 

95 95 
·19 T34 91 0 4 10 91 0 4 10 

3 20 T35 aS.19 • alS.19 • a4.19 • a13.19 60 0 14 104 60 0 14 104 
21 T136 as.20 • a4.20 • a1s.20 • , a1s.20 14 0 14 0 
22 T236 as.21 • a1s.21 22 0 22 0 

a .. .,.,, a, .. .,., 

23 T141 
a26.23 • a16.23 36 11 36 11 

24 T241 
a26.24 • a16.24 

93 0 93 0 
4 25 T42 8 61 0 9 5 61 0 9 

26 T43 a26.2s • a16.2s • a21.2s • a11.2s 13 19 0 46 13 19 0 47 
27 T45 a26.26 • a16.21 • a2a.26 • a1a.26 10 10 
28 T46 a19.21 0 107 10 34 0 107 10 34 

ai; ')A ' a,n ')A• a, .. ')A• a.,n 'JD 

29 T151 
a26.29 • a21.29 

0 0 0 0 
30 T251 

a26.3o • a21.Jo 
0 0 0 0 

5 31 T52 136 38 0 64 135 38 12 64 
32 T53 a26.31 • a21.J1 • a21.31; a22.J1 0 89 0 0 0 89 0 0 
33 T54 a26.32 • a21.32 • a2a.32 • a23.32 82 82 
34 T56 a24.33 2 0 104 99 2 0 104 99 

a .. u , a, .. 'U• a,n ':IA• a., .. '2A 

35 T161 a26.3s 
148 148 

36 T261 
a26.36 

0 0 
37 T361 0 0 
38 T461 a26.37 0 0 

6 39 T162 a26,3e 12 0 0 
40 T261 a26.39 • a27.39 65 1 65 1 
41 T163 a26.4o • a21.4o 83 0 83 0 
42 T263 a26.41 • a2e.41 11 0 11 0 
43 T64 a26.42 • a2a.42 1 9 46 67 1 ·9 47 67 
44 T65 

a26.43 • a21.4l • a2e.43 • a29.43 
0 64 0 26 0 64 0 26 

a.,,; AA• a.,7 AA• a?D AA• 

Determination of Training and Testing Criteria 

The development of the BPNN model requires training of the net
work through numerous prepared training patterns. During training, 
weights associated with each link between neurons are adjusted in 
a manner that yields minimum error between the network output 

a'21'1 AA·-

and the output' of the training data. set. This allows the network to 
"recognize" the underlying relationship between the input parame
ters (demand) and the output (train assignments). Following the 
training process, the adjusted connections between the input and 
output neurons can be used to generate train formation plans (train
demand assignments) for data sets beyond those used for training. 
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FIGURE 2 BPNN model structure. 

The trained BPNN model will yield a TFP solution for a given data 
set almost instantaneously. 

In the course of the training process, data sets are generated by a 
conventional model (5) in which a Monte Carlo algorithm was 
employed for solution. As is common with BPNN development, the 
training process was guided by the sum of square error (SSE) crite
rion, defined as follows: 

[ 
30 44 ]1/2 

SSE = ~ i~ (a'i.J - ai)
2 (1) 

where a~.j and ai.J denote the predicted and desired train assignments, 
respectively. 

Following the training process, the resulting network is tested 
according to a set of criteria beyond that of simple calculation of 
output errors. Specifically, these more comprehensive criteria are 
used to investigate whether (a) the BPNN abides by the constraints 
and the objective function of the conventional model, and (b) the 
train-demand assignments produced from the BPNN model are 
adequately similar to those of the conventional model. 

Three sets of constraints in the conventional model assure traffic 
flow balance, flow conservation, and minimal service flows. If the 
BPNN models are assumed to have recognized the flow balance 
constraints, the volume in the predicted demand-train assignment 
should be the same or close to those presented to the model. Thus, 
the first criterion, Average Percent Flow Deviation (APFD), mea
sures the difference between the predicted and desired demand 
volumes. This criterion is explicitly defined as follows: 

APFD=-1- I I 
30M m=t i=t 

I 
L a~j - L aijl 

jCOio jCOio 

I a .. 
(2) 

jCOio 'l 

where Mis the number of testing patterns, 30 is the number of 0-D 
demands, and Oia is the set of trains going out of the origin of 
demand i. 
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In the same way, if the BPNN models are assumed to success
fully recognize the flow conservation constraints, the flows into an 
intermediate yard should equal the flows out of the yard. Thus the 
second criterion-Average Flow Conservation at Intermediate 
Yards (AFCIY)-is explicitly defined as follows: 

AFCIY=- LL f La'.- La~. 1 M 10 11/M·I I 
10 MN m=I i=I k=I jCli,k '·l jCOi,k '·l 

(3) 

where I;,k and O;.k denote, respectively, the set of trains available for 
demand i going into and out of yard k. /Mi denotes the set of yards 
demand i will pass by, excluding its origin and d~stination yards .. 
N denotes the number of the yards in IM;. 

In the conventional model, the train service minimum flow limit 
is that train service may be provided if the flow exceeds the mini
mum; otherwise no train service will be provided. In general the 
flows on the train services generated from the BPNN models are not 
guaranteed to satisfy the minimum flow limits. Thus, the extent to 
which the BPNN model satisfies this constraint must be investi
gated. Then the third criterion-average train length (ATL)-is 
defined as follows: 

ATL=-
1
-

MITml 

M 

I I I a~.j 
m=I jCTm iCDj 

(4) 

where Tm denotes the set of trains in the mth testing pattern the flows 
on which are less than the minimal flow limit. Dj denotes the set of 
0-D demands which are supposed to be assigned to train}. 

The aim of developing a BPNN is to obtain a more time-efficient 
model than the conventional model, while preserving the integrity 
of the solution. Therefore, it is important to assess the deviation 
between the BPNN solution and the conventional model. The 
BPNN may obtain some solutions superior to that of the conven
tional model. In such cases, conformity to the constraints must be 
insured. If a superior BPNN solution does not satisfy the problem 
constraints, then the predicted demand-train assignments must be 
adjusted to conform to the required constraints. Hence, a method 
was devised to recognize which train consists fully use the infor
mation in the predicted solution. Based on the adjusted demand
train-assignment, the fourth criterion involving the objective func
tion is incorporated into the evaluation, namely the Percent Optimal 
SolUtion Difference (POSD): 

M 

PQSD = L ly~ - Ym l/ym (5) 
m=I 

where y~ and Ym denote the predicted and desired optimization 
solution, respectively. 

The common practice of testing the predicted solution versus the 
desired solution based only on SSE may not suffice in testing the 
similarity between the predicted and desired train consist. Specifi
cally, SSE is an aggregate measure of deviation, and a more disag
gregate criterion is needed. Hence, the remaining two criteria mea
sure first whether the predicted demands are actually assigned to the 
trains desired, and second, the difference in the number of cars 
between the BPNN solution and that of the cpnventional model. The 
fifth criterion-train consist difference in terms of demand assigned 
within the train (TCDDA)-is then calculated as follows: 
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' 18(a' ·) - 8(a· ·)I L I,] I,] 

1 M 44 iCD· 
TCDDA = I I __._} ----

108 x M m=t j=t IDjl 
(6) 

where 8 is a switch function. 8 will be 0 when a~.j or a;.j are less than 
or equal to O; 8 will be 1 otherwise. The number 108 is the sum of 
0-D demands considered in all the trains. The sixth criterion-train 
consist difference in terms of cars assigned (TCDCA)-is calcu
lated as follows: 

TC DC A 
M 44 I 1[8(a~j) - 8(a;,j)] (a~.j - a;.)I 
' 'iCD· L L _..__ ___ _ 

m=l j=l 108 XM I [8(a~.) - 8(a;)] 
(7) 

iCDj 

The difference between criteria stated in Equations 6 and 7 is the 
addition of (a~.j - a;) cars in Equation 6 based on the difference of 
demand-train assignment. 

There are different changing patterns for the six criteria, given a 
variation in the volume of training patterns. For the criteria given in 
Equations 2, 3, and 4; the smaller the values obtained, the better the 
recognition of restriction on flow conservation, balance, and train 
length for the train service provision. For criteria given in Equation 
5, the smaller the values, the better the acknowledgment of objec
tive function. For criteria given in Equations 6 and 7, the smaller 
the values, the more similar will be the predicted train consists to 
the desired train consists. 

BPNN MODEL TRAINING PROCESS 

The BPNN training process consists of two phases: training and 
testing. First, the BPNN models are trained by sets of training pat
terns until the control criteria SSE reach a certain value. It is well 
understood that the characteristics of data used as traini~g patterns 
have an impact on the effectiveness and efficiency of the training 
process. Therefore, some of the data characteristics are varied in this 
BPNN training. Two groups of training patterns were employed. In 
the first group, a portion of the patterns have long-distance fluctu
ating demands that take on the boundary values 100 or 150, and a 
portion have long-distance demands that take on the random values 
uniformly generated between 100 and 150. In the second group, all 
of the sets of patterns have long-distance fluctuating demands that 
take on the random values generated between 100 and 150. 

Five sets of training patterns are in the first training group. For 
each set, the number of patterns are, respectively, 20, 40, 64, 114, 
and 164. In the sets of 20, 40, and 64 patterns, all the long-distance 
fluctuating 0-D demands are restricted to boundary values only. 
The sets of 114 and 164 patterns are composed of the set of 64 with 
an additional 50 and 100 patterns. For these additional patterns, all 
the long-distance demands take on random values. There are four 
sets of training patterns in the second group. In all four, the long
distance demands take on the random values. The number of pat
terns in each set are, respectively, 40, 60, 80, and 100. 

Following the training process, the resulting BPNN model is 
tested by one set of testing patterns so as to investigate the extent to 
which the model can recognize the relationships imbedded in the 
training patterns. Gen.erally, neural network models are tested 
according to the SSE criteria. Different from this practice, however, 
the train consists predicted by the BPNN models here are tested by 
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the extended set of criteria derived from the constraints in the con
ventional model. 

Training 

The following are two examples used in training the BPNN. In the 
first example, the BPNN model is trained by a boundary set con
sisting of 64 patterns. In the second example, the BPNN model is 
trained by a boundary set consisting of 114 patterns. 

Training by the Boundary Set of 64 Patterns 

The trainings are carried out by setting the number of neurons in the 
hidden layer to 30, 40, 50, and 60 respectively, and the SSE at 0.5. 
The reduction of the SSE over the course of the training process is 
represented by Figure 3. The SSE decreases dramatically as the 
training iteration increases from 0 to 2,000, whereas after Iteration 
2,000 the rate of decrease is significantly less. Table 3 gives the 
desired and recalled train consists predicted by the resulting BPNN 
model. A strong similarity may be observed between the. desired 
and the recalled train consists. 

Training by the Boundary Set of 114 Patterns 

Different from the training of the first example, the training for this 
second example is conducted in three steps. First, due to the 
increase in the number of training patterns, a longer time is required 
to reach the initial SSE. After several trials, the SSE was set at 1.5. 
Second, for the same reason, the number of hidden nodes was 
increased to 60, 70, 80, and 90, respectively, for training. Finally, 
only the BPNN of 90 hidden nodes reached the required SSE, and 
the CPU time consumed approximately 11 hr. This training process 
is shown in Figure 4. 

Third, to reduce the required CPU time based on the 90-
hidden-node model, several learning rate combinations were tried. 
The results from this experiment are given in the following table, 
where ex, and ex2 denote the learning rates for the input and output 
layers respectively. 

Leaming Rate Number of CPU Time Each 
CXI> CX2 Iterations CPU Time Iteration 

CX1=1.0 cx2= 1.0 4,600 9:07:05.36 7.14 
cx1=1.0 cx2=0.8 6,800 13:41:52.00 7.25 
CX1=0.8 cx2= 1.0 3,800 9:40:41.46 9.17 

The learning processes are illustrated in Figure 5. Observe in the 
table just displayed that the BPNN model of ex,= 1 and ex2= 1 
dominates those of other learning rate combinations. This may 
demonstrate that the variation of the learning rate may not give an 
opportunity to quicken the training process. This point of view takes 
exception to the popular concept that the training process can be 
accelerated by setting a learning rate for the first layer than for the 
second layer. 

Finally, the CPU times are summarized in Figure 6 for each set 
of training patterns. For the models trained by boundary sets with 
20, 40, and 64 patterns, the CPU times are significantly shorter than 
those trained by sets of 114 and 164 patterns. After the set of 114 
patterns, CPU times increase rapidly as the number of training pat
terns increase. For the models trained by random sets, the CPU 
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FIGURE 3 Training processes by boundary set of 64 patterns. 

13 

12 

11 

10 

9 

8 

7 
i:z:I 
en 
en ·6 

"" QI 
r-1 5 co 
u 
Cll 
~ 4 ::::> 

3 

2 

a 
0 2 3 4 5 6 7 8 

Number of Iterations 

(Thousands) 

9 

D Hidden Nodes 60 + Hidden Nodes 70 0 Hidden Nodes 80 A 
Hidden Nodes 90 

FIGURE 4 Training processes by boundary set of 114 patterns. 
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FIGURE 5 Learning processes by varying the learning rates. 

times change in the same manner as those trained by boundary sets. 
Comparing the CPU times consumed by the BPNN models trained 
by the two different sets of patterns, it is observed that for the same 
amount of training pattern inputs, the BPNN models trained by ran
dom sets consume greater CPU times than those trained by bound
ary sets. This difference is not large. 

• 
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~ ~ /;;;:. 
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ID 40 .. 114 1'4 40 • IO 100 

Number of training patterns 

FIGURE6 CPU times consumed. 

Testing 

The neural network models were tested according to the six criteria 
previously stated. The results are given in Tables 4 and 5. The six 
evaluation criteria are briefly repeated below. 

Referring to Table 4, for the BPNN models trained by boundary 
sets, Criterion 1 achieves a minimal value when the number of 
patterns is 64. Therefore, inputting more than 64 patterns will 
not produce a smaller value. For the remaining five criteria, 
however, smaller values could be obtained as more training 
patterns are used. 

Referring to Table 5 for the BPNN models trained by random 
sets, there are three different patterns for the six criteria. Criteria 2 
and 5 obtain smaller values as more training patterns are input. For 
Criteria 1 and 4, there is no obvious trend for the variation of the 
volume of training patterns. Criteria 3 and 6 obtain the smallest 
values when 60 training patterns were used. 

The BPNN models trained by random sets dominate those trained 
by boundary sets for low volumes of input sets, according to Crite
ria 1, 3, 4, and 6. The reverse is the case according to Criterion 5, 
and there is no significant difference according to Criterion 2. 
However, regardless of the criteria, the two models will converge 
to the same value as the number of patterns used increases. 

Finally, train consists produced by the BPNN models are accept
able, and some are better than those obtained from the conventional 
model. 

To further explain Criterion 3, the train length distributions are 
compiled for trains predicted to be less than the minimum train 
length limit. These trains are divided into 10 groups according to 
their length (number of cars): 0-1, 1-2, 2-3, 3-4, 4-5, 5-6, 6-7, 
7-8, 8-9, and 9-10. The train length distribution could be repre
sented by 
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TABLE 4 Test Results for BPNN Models Trained by Boundary Sets 

Patterns\Criteria 1 2 3 4 5 6 

20 0.14 3.58 1.89 0.065 0.46 4.68 

40 0.14 3.27 2.24 0.072 0.43 4.75 

64 0.10 2.41 2.23 0.070 0.43 4.83 

114 0.16 1.65 1.54 0.056 0.37 3.75 

164 0.20 1.63 1.40 0.048 0.38 3.67 

TABLE 5 Test Results for BPNN Models Trained by Random Sets 

Patterns\Criteria 1 2 3 4 5 6 

40 0.21 2.75 1.39 0.050 0.67 4.37 

60 0.21 2.61 1.25 0.040 0.40 3.48 

80 0.19 1. 73 1.30 0.049 0.36 3.82 

100 0.20 1.83 1.42 0.040 0.36 3.90 

(8) 

where tk represents the number of trains falling into each group, 
k = 1, 2, ... , 10, and Pk represents the percent of trains in each 

group. The statistics are represented in Figures 7 and 8. Observe 
that, as the training patterns for both training sets increase, a greater 
percent of trains are predicted in the interval between 0 and 3. How
ever, trains having less than three cars may be viewed as 0 (i.e., no 
service provided). In other words, fewer trains are predicted with 
less than minimum length. 

Train length less than 10 

0 20 + 40 0 64 
A 114 X 164 

FIGURE 7 Train length distribution trained by boundary sets. 
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FIGURE 8 Train length distribution trained by random sets. 

CONCLUSIONS 

On the basis of the analysis presented here, several conclusions can 
be derived: 

1. The neural network model was successful in recognizing the 
constraints of the conventional model as implied by the training 
patterns. Hence, to some extent, this recognition ensures that the 
predicted train consist satisfies the practical requirements and 
constitutes a feasible solution. 

2. The neural network model successfully recognized the objec
tive function of the conventional model. This ensures that the pre
dicted train consists are optimal or near-optimal. In several cases the 
neural network models produced better solutions than the conven
tional model. 

3. Because more than one possible optimal solution exists, 
the train consist predicted may be different from those obtained by 
the conventional model. More similar optimal solutions could be 
obtained as more training patterns are input (as measured by Crite
ria 5 and 6). For this reason, the popular practice of testing whether 
the solutions from the neural network model are similar to those 
desired using the SSE criteria is not appropriate to this type of 
optimization problem. 

4. The two alternative strategies for generating training patterns 
had no significant impact on the effectiveness (CPU time) of the 
solution generated from the neural network model. This observation 
is reinforced due to the convergence of the two different neural 
network models as the number of training patterns enlarged. 

5. Further research on this topic illight be extended in any of sev
eral directions. First, to quicken the training process, multi-layer 
back-propagation neural network models could be tried, and the 

learning rates assigned could be different for neurons which con
nect different 0-D demand-train assignments. Second, the train 
consist could be represented in 0-1 strings. This representation 
might prove easier for training and analysis. 
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