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Background

• ODOT’s Traffic Operations Center has purchased INRIX speed data for years, 
planning/modeling has benefited from their interest

• The ODOT Modeling & Forecasting Section proceeded cautiously for the past 5 
years funding research through Ohio State University on using Origin-Destination 
data from third party vendors

• ODOT’s Roadway Engineering Office became interested in Origin-Destination data 
to estimate weaves and feed OD based traffic microsimulation and purchased “full 
access” to such data from INRIX/StreetLight, again planning/modeling benefits with 
sudden access to mounds of data

• Lesson: planning people move a lot slower than operations/design people



Background

• While this is excellent data, it isn’t perfect
• Ironically the “big” data is “small” sample sizes 
• Not random samples either

• Must be used carefully to avoid misuse

• ODOT developed a set of procedures to extract and analyze third party data

• Have also updated model validation procedures to incorporate



Data Analysis Procedures

• ODOT’s “full access” license gives us, 
our consultants and other public 
agencies access, so standardized 
procedures made sense

• 40 page manual available on request

• Covers common processing/data 
conversion steps but also creating:

• Trip end summaries
• Trip length frequency distributions
• Coincidence ratios
• Assignment of raw trips to network
• Factoring



Data Analysis Procedures

• 14 scripted procedures

• Besides facilitating analyses mentioned 
on previous slides, 3 common needs:

1. Conversion between TAZ and District, 
for many uses the data is simply too 
course to use at TAZ level

2. Removal of incidental stop locations 
such as rest areas and truck stops

3. Separation of Internal and External 
portions of trip matrices as those 2 
domains have greatly different 
characteristics in the data and utility 
in the models



Understanding the Data
• Concave model 

boundaries (or 
other viable 
routing options 
that exit and re-
enter the area) 
are a real pain 
when extracting 
this data



Understanding the Data
• You have to 

decide how to 
treat incidental 
stops

• They make a 
particularly 
huge difference 
for trucks



Understanding the Data
• There can be 

income biases in 
the car data 
because the 
data is captured 
from consumer 
devices



Understanding the Data
• Coincidence ratios found to be an excellent way to 

judge the similarity of OD matrices

• Different sources of 3rd Party data are no more 
similar to one another than to the model (and 
contain far more error than the changes we 
attempt to model) so there is no conclusive benefit 
to swapping in these observed values for model 
generated ones at TAZ level (except externals)



Understanding the Data
• However, you can swap this data in and assign it to your model networks and see what 

happens
• Some trip length bias in the 3rd Party data will result in higher VMT’s but can also point out 

model problems (in this case model was generating too many short trips)



Updated Model Validation Procedures

• Special Generators

• Trip Length Frequency Distributions

• %IE/%EE Cordon Volume Splits

• Seed EE Trip Table



Updated Model Validation Procedures-Special Generators
• Desire Line Maps help diagnose special generator problems

Original Model

StreetLight Data

Final Model

Erroneous 
Special 
Generator 
Removed



Updated Model Validation Procedures-TLFD
• While individual TAZ level OD could be suspect, aggregated statistics like TLFD very helpful

• Model compares well by 
trip purpose but not 
total

• A factoring process 
between initial purpose 
specific trip tables and 
final assigned trip table 
to blame and was 
adjusted



Updated Model Validation Procedures-%IE/%EE
• Generate a special report for updating these

• Can’t bulk update, instead targeted

• 3rd Party Data is generally too sparse at low volume roads, good on freeways

• This is fortunate in that old cordon roadside surveys were good on low volume roads 
where direct interviews were used and not so good on freeways which used license plate 
methods 



Updated Model Validation Procedures-EE Seed Table
• Same caveats as with %IE/%EE update

• Apply targeted updates to:
• Freeway-Freeway interchanges
• Roads not part of last roadside survey
• Roads with drastically changed volumes

Original Model (trk EE)

StreetLight Data

Final Model



The Future!
• Temporal data rather than snapshots from home interview surveys and tube counts gives 

many opportunities

• Currently trying to devise a method to estimate 30th Highest Hour volumes for design 
rather than relying on look up tables from a limited number of permanent traffic recorders

Good match to permanent 
counter on average

But currently has issues on the extremes due to 
greater variance in small sample of 3rd party data



The Future!

• Time varying OD implies a new way of near term forecasting in the future more akin to 
weather forecasting

• In that paradigm, behavioral models will be relied upon more for long term forecasting, 
with initial conditions (and gradient) defined by the observed data

• Need to figure out how to blend those rather than ad hoc validation/calibration of 
behavioral models

• But the observed data needs to be more robust first
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