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Statistical Modeling vs Machine Learning

Two cultures of developing models (Breiman, 2001):

linear regression
Y4— logistic regression
Cox model

Model validation. Yes—no using goodness-of-fit
tests and residual examination.

Estimated culture population. 98% of all statisti-
cians.

Statistical models ("the data
modeling"): Assuming a data
generation model and use data and
hypothesis testing framework to
recover parameters of the data
generation process; the focus is

more on

y +—rof unknown — X
k‘ decision trees J
neural nets

Model validation. Measured by predictive accuracy.

Estimated culture population. 2% of statisticians,
many in other fields.

Machine learning ("algorithmic
modeling"): With no assumption of
data generation process, use
computer algorithms for pattern
recognition and data-driven
predictions-making; the focus is
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The End of Theory: The Data
Deluge Makes the Scientific
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cannot.’
Chris Anderson, WIRED.com, 2008

hitp://archive wired.com/science/discovenes/magazine’16-07/pb_theory
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Challenges to Statistical Models

Or the case for machine learning:

e Assumption/theory of the data generation process may be wrong
« Competing data generation models may give different pictures of the
relation between the predictors and response variable;
e Changing landscape of data availability
o Curse of dimensionality
o Easy to detect significant correlations with large sample size
o Increasingly models involving data of the population instead of a
sample; model assumptions may not be valid
o Missing data issue
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Two Case Studies

« Imputation of missing data in travel surveys
e Models travel outcomes (VMT)
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(ase |: Imputation of Missing Data

Annual Vehile Miles Travelled information in the 2001 National Household
Travel Survey (NHTS)
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Only 12% (17037 out of 139382) observations are complete.
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Multiple Imputation by Chained Equations

incomplete data imputed data analysis results pooled results

mice() /‘\ with() /‘\ pool()
\_/ N

data frame mids mira mipo

Figure 1: Main steps used in multiple imputation.

Source: van Buuren, Stef and Karin Groothuis-Oudshoorn, 2011. mice:
Multivariate Imputation by Chained Equations in R, Journal of Statistical
Software, Vol 45 (3).
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Imputation Results (1)

Validation: randomly set 10% of values to missing, impute them and compare
with actual values

Variable Normalized RMSE
(%)
ANNMILES (Self reported annual VMT) 31.824
ANNUALZD (VMT annualized from two Odmeter
. 22.264
readings)
HHFAMINC (Family income) 4.750
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Imputation Results (2): Comparing linear regression results (y=ANNUALZD)
without and with multiple imputation

No Imputation w/ Imputation
(Intercept) 8904.27° 8722.34°%
(306.50) (185.89)
Workers 2497.73™ 1912.89™
(173.60) (120.73)
Urban -1321.43% -908.94™"
(159.87) (126.99)
Income ($ 30k — 60k) 837.847 769.237"
(167.85) (103.22
Income ($ 60k+) 1713.787 1515.67°
(173.96) (81.99)
Parents with young children 2003.62°" 1356.74™
(272.99) (148.76)
Couples w/o children 771.46™ 259.57
(274.32) (141.73)
Empty nesters -1195.52° -1400.96™*
(283.42) (151.84)
# Drivers 544.2177 508.79™"
(96.55) (57.33)
Pop. Density (bg) -0.05° -0.017
(0.03) (0.014)
Emp. Density (tract) -0.33™ -0.124"
(0.08) (0.037)
R? 0.08
Adj. R2 0.08
Num. obs. 23647

**p <0.001, *p<0.01, p <0.05
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(ase ll: Travel Behavior Modeling

VMT}, + (SES;, regional characteristics, built environment)

Data Sources:

e 2009 NHTS for household's SES, travel outcome (VMT);
« EPA's Smart Location Database (for blockgroup level 5D built environment

measures);
« Highway Performance Measure System for regionwide roadway

information;
« National Transit Database for regionwide transit supply.

150,000 households with more than 180 independent variables (before
considering non-linear transformation or interaction between variables)
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MT models

« Statistical Models
o linear regression
o non-linear regression (transformed dependent variable)
o tobit model
o zero-inflated negative binomial model
e Machine learning algorithms
o Random Forest
o Gradient Tree Boosting
o Deep Neural Network
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Cross Validation Results

« Dependent variable is household VMT on the day of survey
« Data are randomly partitioned into 5 parts for a 5-fold cross-validation

Gradient Tree Boosting -
Deep learning -
Zero-inflated negative binomial -

Random forest -

Model

Linear regression -

Tobit -

Box-Cox transformed regression -

Negative bionomial -

5 10 15 20 25
Root Mean-Square Error
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Conclusion and Discussion

Conclusions:

« Some tasks, such as multivariate data imputation, are hard or impossible
to do with statistical models but possible with machine learning,

e Growing modeling complexity adds challenges to statistical models,
machine learning has an advantage

« If you're developing models for prediction, there are few reasons not to
look into machine learning algorithms

Challenges

e Combining machine learning skills with the domain knowledge;
e Train students with machine learning skills;
« Computation intensity & access to computer resources
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Wins

How many times model X outperformed model Y (out of 165

Gradient Tree Boosting ©
Random Forest 15
Support Vector Machine 20

Extra Random Forest 14

Linear Model trained via 13
Stochastic Gradient Descent

K-Nearest Neighbors 7
Decision Tree 3
AdaBoost 2

Logistic Regression 8

Passive Aggressive 4

Bernoulli Naive Bayes 0 16

Gaussian Naive Bayes 0 2 § 3 0 10 18 19 16 17 37

Multinomial Naive Bayes 2 2 3 4 4 8 16 23 6 8 22 n

GTB RF SVM ERF SGD KNN DT AB LR PA BNB GNB MNB
Benchmarking Machine Leéasming Algorithms

Source: Randal S. Olson and William La Cava et al., 2018.
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