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Project Background



Freight Planning in Florida factors

Geographical Facts

» 3rd most populous 

state in the nation 

(21M+)

» Geography –

peninsula, not a 

regional hub

» Visitors (3M+ per 

day) 

» Service sector 

economy – lack of 

manufacturing  



Freight Planning in Florida factors

Freight and Logistics factors:

Source: Freight Analysis Framework 



Project Concept



Conceptualization

Weigh in 

Motion 

(WIM) 

Data

Taxonomy Commodity Video Machine 
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Truck and Commodity Data 

Collection System
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Commodity
Commodity data is 

not associated with 

WIM data

Alternatives – FAF,  

IHS Transearch

Limitations – Local 

data granularity, five-

year dataset 

releases

Technology 
Video Capture of 

physical attributes 

road sensors do not 

obtain

Machine Learning –

Artificial Intelligence, 

Transfer Learning

Image Library

Truck Taxonomy
Truck and Commodity 

dataset created for FDOT 

business needs

» Freight Planning

» Commercial Vehicle 

Operations and ITS

» Strategic Intermodal System

» Roadway Design

» Maintenance

» External Partners

Traffic Data
Weigh-In-Motion 

(WIM)
» Per Vehicle Record 

(PVR)

Vehicle Weights

Uses – Federal 

reporting & 

transportation 

planning / decision 

making

1 3 4

Project Data Requirements



WIM Sites

• 29 Total Statewide

• 13 on Interstates

• Per Vehicle Records 

w/ Time Stamp

• Study Site – ‘9956’ on 

I-75 near FL/GA 

border



Weigh in 
Motions 
Sites

» 29 Statewide locations

» 13 on Interstates

» Per Vehicle Records w/ 

Time Stamp

» Initial Study Site –

‘9956’ on I-75 near 

FL/GA border

Study Site





FAF4 STCG Assignments

FAF

Code Commodity Description

1 Animals and Fish (live)

2 Cereal Grains (includes seed) 

3 Agricultural Products (excludes Animal Feed, Cereal Grains, and Forage Products) 

4 Animal Feed, Eggs, Honey, and Other Products of Animal Origin 

5 Meat, Poultry, Fish, Seafood, and Their Preparations 

6 Milled Grain Products and Preparations, and Bakery Products 

7 Other Prepared Foodstuffs, Fats and Oils 

8 Alcoholic Beverages and Denatured Alcohol 

9 Tobacco Products

10 Monumental or Building Stone 

11 Natural Sands

12 Gravel and Crushed Stone (excludes Dolomite and Slate) 

13 Other Non-Metallic Minerals not elsewhere classified 

14 Metallic Ores and Concentrates 

15 Coal 

16 Crude Petroleum

17 Gasoline, Aviation Turbine Fuel, and Ethanol (includes Kerosene, and Fuel Alcohols) 

18 Fuel Oils (includes Diesel, Bunker C, and Biodiesel) 

19 Other Coal and Petroleum Products, not elsewhere classified 

20 Basic Chemicals

21 Pharmaceutical Products 

22 Fertilizers 

23 Other Chemical Products and Preparations 

24 Plastics and Rubber

25 Logs and Other Wood in the Rough 

26 Wood Products

27 Pulp, Newsprint, Paper, and Paperboard 

28 Paper or Paperboard Articles 

29 Printed Products

30 Textiles, Leather, and Articles of Textiles or Leather 

31 Non-Metallic Mineral Products 

32 Base Metal in Primary or Semi-Finished Forms and in Finished Basic Shapes 

33 Articles of Base Metal 

34 Machinery 

35 Electronic and Other Electrical Equipment and Components, and Office Equipment 

36 Motorized and Other Vehicles (includes parts) 

37 Transportation Equipment, not elsewhere classified 

38 Precision Instruments and Apparatus 

39 Furniture, Mattresses and Mattress Supports, Lamps, Lighting Fittings, and Illuminated Signs 

40 Miscellaneous Manufactured Products 

41 Waste and Scrap (excludes of agriculture or food, see 041xx) 

43 Mixed Freight 

99 Commodity unknown 



» Intimate knowledge of WIM data

» Roadside cameras

» Advanced knowledge of trucks/trailers

» Concept of Truck Taxonomy

» Basic knowledge of Transfer Learning

» Identify experts of Transfer Learning and 
Application Development

Conceptualization



Research Progress Update



• University of Florida Transportation Institute 

• Principal Investigator – Sanjay Ranka

• FDOT TDA (project sponsor)

• Project Manager(s) – Jerry Scott, Ed Hutchinson, Eric Griffin

• Project Start – July 2017 - Project End – July 2019

• Task 1 – Investigate approach for truck classification based on video and weight

• Task 2 – Develop classification algorithms for automatic classification of trucks

• Task 3 – Develop classification algorithms for commodity classification

• Task 4 – Final Report

Project Team and Objectives



January 2016 July 2016 July 2017 October 2017 April 2018 March 2019

Project 

Conceptualization

July 2019

Identified data 

resources, 

developed 

coordination 

activities

Initiation and   

Organization

Project Start

(Machine Learning)

Contracted with 

research team (UF) to 

apply machine 

learning, how to collect 

video data, and 

application/algorithm 

development

Annotation Tool 

for Transfer 

Learning

Utilize library to 

annotate video & 

Task 2 delivered

Complete

Implement  

statewide data 

collection (deploy 

cameras at strategic 

WIM sites)

Research Project Timeline

Captured GoPro 

video at site ‘9956’, 

began building 

image library & 

Task 1 complete

Captured Video 

to Build Library

Machine learning system 

testing and validation

Monitoring and 

Testing



Coding Languages and Hardware



Truck Taxonomy Library Development

» FHWA Scheme F Classifications

» Truck Trailer Type Combinations

» GoPro Video Imagery taken at WIM Site 9956

» FAF4 STCG Commodities



Truck Taxonomy Library Development



Initial Algorithm Training



Source: http://image-net.org/ 

Image-Net Model, Researchers Image Database

• Over 15M labeled high resolution images

• Roughly 22k categories

• This imagery is used to train the machine algorithm. Actual field collected imagery is 
used to test the trained machine algorithm.



Truck Classification Architecture



Truck Model Overview



YOLO Annotation Tool – Transfer Learning



Geometric Features for Classification

Size and Aspect Ratio Number of Trailers



Geometric Features for Classification

Number of  wheels (proxy for number of axles)



Example of decisioning based on 
geometrics features

If the aspect ratio is less than 

2.97, go to the left

If the truck size is less than 

347256 pixels, go to the left

If the aspect ratio is less 

than 1.9740, go to the left

If the number of wheels are 

less than 5.5, go to the left



Training Sample Results Summary



Commodity Monitoring Architecture



Commodity Monitoring ArchitectureCommodity Monitoring Architecture



Text Recognition – Two Key Components



Logo Recognition – Text Detection

The developed algorithms can achieve a high recall with a competitive recognition accuracy.



Logo Recognition Solutions

1. Logo Detector with Fixed Classes – Collect many training 

samples of the same logo in different angles and train the detector

for this certain logo class.

Advantage: Simple model design. Great if users already know  

logos/brands and intentionally ignore others.

Disadvantage: Model cannot localize and recognize unseen logo images not belonging to a predefined class. Need to 

retrain the model when new logo classes are discovered/added.

2. Universal Logo Detector (with k-nearest neighbors) – Adds bounding boxes to suspected logos within image samples. 

Crops bounding logos and runs them through ULD, with the finalization through KNN to get the best search results.

Advantage: Is a generic logo detector that can detect any potential logo imagery.

Disadvantage: Need to manually annotate samples for each class. Limited training samples yield unsatisfactory results.

3. Universal Logo Detector (with Reverse Image Search) – Reverse image search is a content-based image retrieval query 

technique where a sample image is used to search related concepts about this image. It allows users to search for related 

images just by uploading an image or image URL.

Advantage: It can return reasonable results with richer meta data related to the logo imagery.

Disadvantage: Maintenance costs associated with HTML Parser API changes based on Google hosting.



Logo Recognition – Selected Solution

Project team settled on combining the cropping feature in Solution 2 with the Reverse Image look-up from 

Solution 3.

Once truck images were input into their Universal Logo Detector, they are able to estimate the location for 

each potential logo within each image. The cropped out logo regions enable the model to focus on pure logo 

content information and ignores non-relevant background noise/distraction information.





Next Steps



Project Challenges

1. Efforts to capture commercial vehicle configurations will be labor intensive.

2. Determine technical requirements along with hardware requirements early.  

3. Implementation opportunities are still undetermined. 

4. Public perspective of the system will be challenge. 

5. Data management and governance considerations – Is the Department willing to 

develop and maintain a policy on this system?



Future Steps

1. Collect and annotate more data to increase potential for more successful results.

2. Purchase and install video equipment at WIM stations statewide (20+ locations), 

in order to acquire more location specific data.

3. Build a database that incorporates crosswalks with other commodity code 

systems (North American Industry Classification System (NAICS)/Standard 

Industrial Classification (SIC)

4. Integrate existing algorithms into the YOLO annotation tool.

5. Solicit support of private sector capabilities and systems.



January 2016 July 2016 July 2017 October 2017 April 2018 March 2019

Project 

Conceptualization

Identified Need

Ed Hutchinson shared 

idea for truck 

taxonomy

July 2019

Identified internal 

resources 

necessary for 

coordination with 

stakeholders

Implementation &  

Organization

Project Start

(Machine Learning)

Contracted with 

research team (UF) to 

apply machine 

learning, how to collect 

video data, and 

application/algorithm 

development

Annotation Tool 

for Transfer 

Learning

Utilize library to 

annotate video & 

Task 2 delivered

Complete

Implement  

statewide data 

collection (deploy 

cameras at strategic 

WIM sites)

Research Project Timeline

Captured GoPro 

video at site ‘9956’, 

began building 

image library & 

Task 1 complete

Captured Video 

to Build Library

Machine learning system 

testing and validation

System Testing
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