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ABSTRACT

India has the second largest road network in the world. Expansion of road network with
simultaneous increase in vehicle ownership in the last decade resulted in increased exposure to
road transport, and an increased number of road traffic accidents. Road safety is thus becoming
one of the most challenging issues demanding utmost priority in India.

Identification and treatment of unsafe locations (black or hot spots) is the first major step in
safety assessment. Many effective Hot Spot identification (HSID) methods are available in
literature. However, the more scientific ones like Empirical Bayes (EB) or Safety Performance
Functions (SPF), require data such as traffic volume, geometric design details and regulatory
information which is rarely available in India. Accident data, with details of number of crashes
and nature and number of casualties are only available in most cases. Hence, methods of HSID
with Crash frequency (CF), Fatal Crash frequency (FCF), and Equivalent Property Damage Only
(EPDO) as well as both crash frequency and severities available from existing literature are
considered. In addition, a new metric “Index of frequency severity (Igs)” has been proposed by
the authors. These four methods are tested with data from NH6 in Howrah district of India with
Site consistency, Method consistency and Total rank difference tests. Even though the Crash
frequency method seems to outperform other methods, when both frequency and severity are
considered the new metric proved to be a better predictor of unsafe locations.
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INTRODUCTION

India has the second largest road network in the world. This 33, 000, 00 km road network
comprises of the national highways, state highways, connecting expressways, major district
roads and rural and other roads. About 65% of freight and 80% passenger traffic is carried by
roads. National Highways constitute only about 2% of the road network but carry about 40% of
the total road traffic. Number of vehicles in India has been growing at an average pace of
10.16% per annum over the last five years (NHAI). Road accident statistics for last ten years
show a steep rise in both number of accidents and number of fatalities. Hence, road safety is a
very serious issue in India and needs to be addressed with utmost priority.

The first step for any improvement project is identification of hazardous locations and ranking
them in order to prioritize improvement efforts, so that available funds can be optimally
allocated. Currently Government of India is focusing on capacity building for better connectivity
and mobility but safety aspects in planning and design are not given due priority. There is hardly
any centralized effort to systematically collect safety records for the newly constructed
highways. As a result it is difficult to conclude if a particular road location is inherently unsafe or
it has experienced high crashes by chance.

Some informal initiatives are taken for crash data collection and analysis but there is no
systematic method for detecting a high crash location. Experience as well as literature on crash
detection indicates that not only the frequencies of accidents but also the exposure is important in
quantifying the risk of a location. For this purpose traffic volume and other related information is
required. However in India, where data collection and maintenance is not done in organized
manner, obtaining information on both exposure and transportation systems, such as geometric
design details, traffic volume and regulatory information, are ambitious.

Therefore, many of the available effective methodologies of HSID developed in developed
countries, specifically the sophisticated methods such as Empirical Bayes (EB) or methods
where Safety Performance Functions (SPF) has to be formulated, cannot be used in India. Hence
it is important to properly review and find a suitable method for identification and prioritization
of hazardous locations from available limited information.

After a thorough review of existing HSID methods, the appropriate methods that can be used in
presence of limited information are identified and tested. The three HSID methods found
appropriate are: Crash frequency (CF), Fatal Crash frequency (FCF), and Equivalent Property
Damage Only (EPDO). A fourth method, as suggested by Khasnabis et al. (2010), is also
appropriate in this context, which uses crash frequency and severity independently to identify
hotspots and does not rank the hotspots in order of priority. By following a similar logic a



modified index is thus suggested by the authors and termed as “Index of frequency severity (Igs)”
which considers the combined effect of both frequency and severity to rank the hotspots.

Comparison of the existing methods and the newly suggested Irs method using accident data
obtained from a stretch of National Highway-6 (NH6), Howrah district in India is done to find
the most efficient HSID method for limited information data. As the tests are done with real data,
false identification criteria are not used. Three tests viz. Site consistency test, Method
consistency test and Total rank differences test (Cheng and Washington, 2008) are used for
comparing the efficiency of HSID methods.

In the present paper, a thorough review of existing literature is done first to find the HSID
methods suitable in the Indian context. Next, under methodology, the HSID methods used by the
authors are briefly explained as also the tests used to evaluate these methods. A brief description
of the data collected and used for identifying hotspots by different methods and evaluation of
these methods is given in the subsequent section. This is followed by the results of the data
analysis and discussion on the conclusions that may be drawn from it.

The objectives of the present paper are:
1. Identifying and proposing suitable Hot Spot Identification (HSID) methods relevant in
Indian context where limited geometric and traffic data are available
2. Identifying hotspots using the above methods in a particular stretch of NH-6 chosen for

study
3. Comparing the above methods in terms of their efficiency in identifying hotspots by
established tests
LITERATURE REVIEW

The reviewed literature may broadly be classified into two types. The first are those that suggest
or validate the different hotspot identification (HSID) methods. This is presented in Table 1
below. The second type, presented in Table 2 below, consist of literature that evaluates the
effectiveness of these HSID methods.
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METHODOLOGY

The four HSID methods viz. crash frequency (CF), fatal crash frequency (FCF) equivalent
property damage only (EPDO) and Index of frequency severity (Irs) that can be used in presence
of limited information are compared to evaluate their performance. Researchers have used the
first three methods earlier while the last one is a new method suggested by the authors.

Crash frequency (CF) method uses the crash counts (number of crashes) at a location and ranks
sites in descending number of crash counts. The site with maximum number of counts, receive
highest rank i.e. Rank 1. The locations with top ten ranks are designated as hotspots. The CF
method is useful in detecting sites having high frequency of crashes, but it fails to consider the
crash severities. As a result, a site experiencing more frequent non-severe crashes is likely to be
indicated as hotspot than a site experiencing relatively less number of crashes, but with higher
crash fatalities. Thus a modified CF method called Fatal Crash frequency (FCF) method is used.
This method uses the fatal crash counts as opposed to the total crash counts for ranking and the
sites are arranged in descending number of fatal crash counts.

The FCF method only takes the fatal crash counts for judging whether a site is critical or not but
severity of a crash cannot be only judged by fatality. A severe crash may have many grievous
injury crashes but no fatal crashes. The equivalent property damage only (EPDO) considers all
levels of severity of crashes occurring at a particular site for deciding a site as critical. In this
method total accident cost for each site in terms of its equivalent property damage cost is
calculated. The number of property damage only crashes, number of fatalities, number of major
injuries and number of minor injuries for each site are multiplied by a their equivalent property
damage weight factor and added to calculate the EPDO cost for each site. The costs of various
accident types are taken as: property damage cost Rs.16200, fatality cost Rs.535489, major
injury cost Rs.242736 and minor injury cost Rs.18855. These costs are taken from a TCS study
conducted in 1999 (Sen et al., 2010). The equivalent property damage weight factor is assumed
1 for property damage only crashes, and the equivalent property damage weight factors for other
crash types are calculated as: 33.05 for each fatality reported, 14.98 for each major injury
reported and 1.16 for each minor injury reported. The sites are ranked in descending order of
EDPO values and the top ranked sites are considered as potential hotspots.

Though the EPDO method considers the different levels severity of crashes but very high PDO
weight factors are assigned to each fatality, and major injury reported in a particular site. A
single accident reporting five fatalities will be indicated as hotspot while five crashes each
reporting single grievous injury will be indicated as non-hotspot by this method. Thus it is
important to have a method which takes into account the total count crash counts and total crash
counts reporting fatal injuries for deciding the safety of a location. Thus the authors propose an
index called index of frequency severity (Irs) which takes into consideration the frequency of
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total crashes and the ratio of fatal to total crashes for a site to decide the safety status of the site.
The Igs is defined as:
CF; FCF;/CF;

CIO.95CF C10.95R

Ipsi =

Where,

Irg; = Index of frequency severity at location i
CF; = Crash frequency observed at location i
FCF; = Fatal crash frequency observed at location i

Clyoscr = 95% Confidence Interval developed with observed mean crash frequencies in
the study locations.

Clyosr = 95% Confidence Interval developed with observed mean FCF to CF ratio in the
study locations.

The sites ranked in descending order of Igg value. The effectiveness of CF, FCF, EPDO and Isp
methods are evaluated using three HSID evaluation tests which do not involve false
identification criteria. The tests used are Site consistency test, Method consistency test and Total
rank differences test (Cheng and Washington, 2008). The tests are based on consistent
identification of a site as hotspot during two study periods given no improvement has been
undertaken.

The Site consistency test measures the ability of a HSID method to consistently identify a site as
hotspot over subsequent observation periods if no improvement is undertaken. This method
compares the sum of observed crashes occurring on n high risk sites (identified in the initial time
period) during future time period for all competing HSID methods. The method which yields
highest sum of crash counts in future time period is said to perform best. The method consistency
test measures a method’s performance by finding the number of same sites identified as a hotspot
during two subsequent observation periods. A method is more reliable and consistent if greater
numbers of same sites are identified as hotspots in consecutive observation periods. The total
rank differences test takes the differences in rankings of n hotspots identified in the initial time
period and their ranking in the subsequent observation period. The smaller the summation of
difference in ranks, the better is the HSID method.

DESCRIPTION OF DATA

The performance of the HSID methods are tested using crash records for three years (2007, 2008
& 2009) over 70 Km stretch, of National Highway (NH-6) in India. NH-6 is a four-lane divided
highway with raised median. This is not a limited access facility and functions similar to a

multilane suburban highway with no interchanges at intersections. This 70 Km stretch, between
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Kolaghat and Bally, fall in Howrah district of West Bengal. The crash records of National
Highway -6 (NH-6) are obtained from FIR reports from seven police stations viz. Bagnan,
Uluberia, Panchla, Sankrail, Bally, Domjur and Liluah. This stretch was divided into 69
locations. For a particular crash the location of occurrence, the severity (property damage only,
minor injury crash, major injury crash, and fatal crash) and the number of persons suffering
minor injury, number of persons suffering major injury and the number of fatalities were
obtained from the FIR reports. The data was summarized for each intersection and each segment
for analysis and is shown in Table 3.

RESULTS & DISCUSSION

The usual practice of evaluating performance of a HSID method is false identification criteria
which demands knowledge of truth (i.e. whether a particular site is hotspot or not). But in actual
scenario the truth is not known. The other HSID evaluation criteria which do not require
knowledge of truth are based on consistent identification of a site as hotspot during two study
periods (Cheng & Washington, 2008). The authors adopted Cheng and Washington (2008)’s
criteria for evaluating the performance of various HSID methods. Three-year’s data available
was divided in two time periods: Period 1 consisting of accident records of the year 2007 and
Period 2 consisting of accident records for years2008 & 2009. The 69 identified locations were
ranked using crash frequency (CF) method, fatal crash frequency (FCF) method, equivalent
property damage only (EPDO) method and Index of frequency severity (Irs) method for both
time periods and the results are tabulated in Table 3. The top 10 ranked locations are designated
as hotspots. The HSID methods are evaluated using Site consistency test, Method consistency
test and Total rank difference test and the results are tabulated in TableS5.

In Site consistency test (T1) scale the CF method performs best, with total crash count in Period
2 of top ten selected sites in period 1 being maximum (i.e. 175). In both FCF and EDPO
methods, the total crash count in Period 2 of top ten selected sites in period 1 is 168. Thus their
performance is similar according to the T1 test scale. The proposed Irs method has total crash
count in Period 2 of top ten selected sites in period 1 as 159. Thus in T1 test scale the other three
methods seem to perform better than the Irs method.

In Method consistency test (T2) the CF method identifies six common locations in the two
consecutive periods. The Igs and EPDO methods identify four common locations and the FCF
method identifies three common locations in the two consecutive periods. Thus according to the
T2 test scale the CF method shows best performance, Irs and EPDO method performs similarly
and the FCF method shows worst performance.

In Total rank differences test (T3) CF method shows best performance with minimum rank

difference of 110. The FCF and EDPO methods also have rank differences of 148 and 147
9



respectively. The performance of Irs method according to T3 test scale is the worst with total
rank difference of 180.

The consistency tests performed with the HSID methods shows that the CF method performs
relatively better than the other HSID methods but none of the HSID methods have very good
performance. The Site consistency test T1 shows that crash frequency method has highest total
crash count in period II of sites identified in period I. However, the total crash counts, and total
fatal crash counts of sites identified as hotspots in period II in the same period (as shown in
Table 4) indicates that Irs method actually identifies locations with greater fatal accidents
compared to CF method and greater total accidents compared to FCF method. The method
consistency test T2 shows that the CF method has only consistently identified six locations as
hotspots during the two study periods. There are some sites which experienced high number of
crashes during the initial period but experienced no or very few crashes during the second period.
Since accidents are random events, a hike in one period followed by reduction in crashes in next
period is very natural. Hence, this fluctuation should be attributed to the randomness rather than
marking a site as truly a critical site. In the accident record obtained from NH6 the authors have
identified a site (location number 130) which has 9 crashes of which only 4 are fatal during
period I i.e. year 2007 but during period II the location experienced no crashes. Further
investigation showed that location number 130 is actually not hazardous. The Total rank
difference test T3 also indicates that the CF method performs best, but the rank difference in all
three methods are greater than 100 which is really high.

Table 4: Total CF and Total FCF of top ten sites identified in period II by 4 HSID methods

CF FCF EPDO les
Total CF | Fatal CF | Total CF | Fatal CF | Total CF | Fatal CF | Total CF | Fatal CF
215 104 201 108 204 100 205 107

The HSID evaluation tests which aim to evaluate HSID methods by comparing the sites
identified during two study periods do not seem to perform satisfactorily in this situation. The
reason may be that the study period I which is of 1 year duration is not actually significant and
accident during a short period may occur at a particular location just by chance. Montella (2010)
has used five years accident data and divided the two periods as period I 2 years and period II 3
years. From this study it is seen that selection of a 2 year period accident data at least gives more
reliable results.
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However, only three years accident records are available which could only be divided in two
periods as 1 year period and 2 year periods. The performance evaluation obtained from the Site
consistency test, Method consistency test and Total rank difference test are not completely
reliable. Thus, the hotspots identified during period II by different methods are compared and
their accident history investigated to evaluate the performance of the HSID methods.

Table 5 Test results for evaluation of HSID methods

HSID tests Site Consistency | Method Consistency | Total Rank difference
Test Test Test
HSID Methods (T1) (T2) (T3)
Crash Frequency 175 6 110
Fatal Crash Frequency 168 3 148
Equivalent property 168 4 147
damage only
Index of frs:quency 159 4 180
severity

The common sites identified by CF and Iys methods, are site numbers 28, 128, 106, 126, 125, 30,
31 and 120. Sites 13 and 22 are identified by Irs as hotspots but not by CF method while sites
101 and 4 are identified by CF methods as hotspots but not identified by IFS method as hotspots.

The crash counts and fatal crash counts of these four sites (13, 22, 101 and 4) are summarized in

table 6.

Table 6 Crash frequency and fatal crash frequency of different hotspots identified by CF and Igs

Site number | Crash Frequency | Fatal Crash Frequency
13 14 13
22 15 10
101 20 7
4 19 6

It is observed that the locations identified by CF method though have very large number of
crashes but the crashes often have less percentage of fatality, whereas the sites identified by Isr
method detects locations with both high crash frequency and high fatality.

Nine out of top ten accident prone locations by the Irs method are same as those identified by the
FCF method. The site (number 120) which is selected by Irs method and not by FCF method has
19 crashes of which 8 are fatal. The site (number 2) which has 15 crashes out which 9 are fatal is
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selected by FCF method and not by Irs method. Site 120 although has only one less fatality have
much more total crash counts.

Thus it is observed that the Irs method identifies locations with high crash frequency with a
threshold number of fatality. Thus this method is recommended as a better method when limited
information is available on crash, geometric design related variables as well as traffic volumes.

CONCLUSIONS

This study aims to find a suitable method for identifying accident prone locations or hotspots in
presence of limited information i.e. when the traffic volume data, geometric design details of
locations or regulatory information is not available. The available crash frequency and severity
based methods for HSID and the new combined frequency and severity metric proposed by the
authors are studied using HSID evaluation tests viz. Site consistency test, Method Consistency
test and Total rank difference test available in the literature. The following conclusions can be
drawn from the study:

= The HSID evaluation tests available do not perform satisfactorily when any of the study
periods are of smaller duration i.e. duration of 1 year. The Crash frequency (CF) method
identifies only locations having high number of crashes but fails to identify locations
which have relatively high crash fatality. The Fatal crash frequency (FCF) method takes
into account only fatal crashes. A site having just one less fatality than a site identified as
hotspot but having very high frequency of minor and major injury crashes are often
overlooked by this method.

= The Irs method identifies locations with greater fatal accidents compared to CF method
and greater total accidents compared to FCF method and thus can be said to identify
locations experiencing high number of accidents and high number of fatal accidents more
consistently than the CF and FCF methods.

The Ips method is found to be most suitable in identifying high risk locations i.e. locations
experiencing fatal and frequent crashes, in absence of exposure data and geometric design
information, as it assigns equal weights to accident count and fatality.
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