The exciting opportunities technology is providing researchers in the field of urban transportation data come with equal challenges. These challenges include data privacy and confidentiality, fluctuating priorities on data needs, and problems for data collection budgets given the imminent need for modernizing the transportation infrastructure. Adding to these issues is the need to train a new generation of analysts to effectively analyze varying quantity and quality of data. Certainly new technologies promise to reduce the cost while improving the accuracy of collected data, but this benefit is countered to some degree by people’s increasing reluctance to be monitored.

Members of the Transportation Research Board Committee on Urban Transportation Data and Information Systems lead the research community in many of the following areas:

- Using census data in transportation planning;
- Monitoring traffic and transit systems;
- Using ITS-generated data in planning;
- Using household survey data in describing traveler characteristics and metropolitan travel patterns;
- Combining data sources;
- Studying issues of data privacy and confidentiality; and
- Creating standards for meta-data (data about data) and meta-analysis (comparative data analyses).

This paper provides a perspective on these issues and a look at the opportunities and challenges that will face urban transportation planners in the 21st century. The several themes explored in this paper include

- The issues related to continuous data collection;
- The use of global positioning systems and other technologies in urban transportation data;
- The use of small area land use and socioeconomic data in metropolitan planning;
- Privacy and data ownership concerns; and
- The concept of “information from data.”
CONTINUOUS DATA COLLECTION

Urban transportation planners in the United States are familiar with the “3-C” planning process—continuous, comprehensive, and cooperative. The “continuous” aspect of metropolitan planning, as envisioned by the 1962 Federal-Aid Highway Act, referred to the need to periodically update long-range transportation plans. Traditionally, traffic and transit system monitoring programs were the only continuous data collection programs in place within state and metropolitan areas. Other significant data collection programs, such as the U.S. decennial census or metropolitan area household surveys, were based on once per decade or an even more infrequent basis.

Three major trends in continuous data collection programs are of interest:

Continuous Census Data
The American Community Survey (ACS), a major initiative of the U.S. Census Bureau, is intended to eventually replace the traditional census “long form.” ACS is a major change in the way transportation planners will collect census data in the 21st century. Planners will be able to get annual census data for large areas of 100,000 or more in population, and “rolling average” data for small areas such as census tracts and travel analysis zones. Understanding the statistical properties of rolling average data for small areas, and the creative and full use of such properties in transportation planning activities is an emerging research need.

Continuous Personal Travel Data
The typical large metropolitan area has experienced large-scale household travel, or home interview, surveys approximately once per decade over the past 40 years. The U.S. experience is that of shifting away from traditional in-home face-to-face interviews to more convenient mail-out or telephone surveys. These surveys were typically conducted during weekdays throughout the spring and fall of the survey years. An emerging international trend is the “continuous” household travel survey; data is collected every day of the year, every year. Examples include the Victorian Area Transport Survey in Melbourne, Australia, and a similar survey in Sydney, Australia. Other metropolitan areas are beginning to realize that “people travel throughout the year, not only during specific seasons” and are more willing to commit data collection budgets that treat travel as a year-round affair. Whether U.S. metropolitan areas can commit to a multi-year, continuous household survey collection effort, such as seen in Melbourne and Sydney, has yet to be determined.

Archiving ITS Data for Planning and other Applications
Data collected and archived by intelligent transportation systems (ITS) offer great potential in expanding the scope and types of analyses conducted in transportation planning (1). Archived ITS data is already being used to a great extent for transportation planning, operations, and research. These activities include congestion monitoring (2), origin-destination studies (3), planning and traffic model development and validation (4), and traffic flow research (5), to name only a few. Given the potential of ITS, there are numerous opportunities as well as challenges in this rapidly growing area.

The continuous 24 hours a day, 7 days a week fine-grained detail typical of ITS data will eventually supplement or replace traditional traffic data sampling programs in many urban areas, resulting not only in cost savings but in a dramatic increase in the amount of data available for analysis. Additionally, the large amount and type of data available through
ITS will improve existing analyses and enable new types of transportation analyses, such as those focusing on travel reliability or actual discrete choices made by (anonymous) individual travelers or shippers. Numerous data user groups will be brought together because of their interest in obtaining archived ITS data. Therefore, archived ITS data has the potential to serve as a platform for coordinating diverse transportation agency efforts and to provide a feedback loop for various transportation disciplines.

Just as there are significant opportunities for using archived ITS data, so are there significant challenges. These include

- Formulating information use and sharing policies that encourage public and private sector partnerships that return value to the sponsoring agency and its customers, yet protecting individual’s privacy rights while using ITS;
- Addressing data access and management issues inherent in sharing and analyzing extremely large databases in a distributed data user environment;
- Developing analytical tools and procedures that can be used to explore and analyze trends and relationships in large, complex transportation databases; and
- Developing and incorporating automated quality control procedures into data archiving practices to ensure that end users have data of sufficient quality and accuracy.

GPS AND OTHER TECHNOLOGIES TO ENHANCE URBAN TRANSPORTATION PLANNING

The automation of urban data collection offers some significant improvements in data quality by eliminating transcription errors and by introducing on-line error checking and improved form flow. At the same time, these new technologies eliminate the expense of transcribing written documents into electronic format. Automation further provides for the capture of once burdensome details about urban travel. For example, Global Positioning System (GPS) technology automatically records trip origin and destination, start and finish times, length and duration, and all travel routes. Finally, automation provides a means to capture urban travel data previously unattainable in a survey setting. On-board engine monitors and other vehicle sensors, when installed in personal vehicles, can provide much driver behavior-related data, including constant information for vehicle speed, engine speed, throttle position, and engine load. By gaining knowledge regarding these driver-vehicle-infrastructure interactions, transportation industry modelers and practitioners can better understand the contributions of driver behavior on traffic conditions and emissions.

Within the past several decades, the traditional paper-and-pencil interview for travel diary data collection has been supplemented or replaced with computer-assisted-telephone interviews. Most recently, computer-assisted-self-interview methods are being evaluated. There are numerous references available that review the traditional diary instruments and the transition to automated data collection (6–8). Two recent European research projects have examined handheld PCs (9) and Internet-based websites (10) for long distance travel data collection. As the cost of handheld computers with large storage capabilities continues to fall, computer-assisted travel diaries should become increasingly commonplace.

GPSs add a new spatial dimension to trip-making data by tracking actual route choice. Research projects investigating automated diaries with GPS include the Federal Highway Administration’s Lexington study, and travel surveys in the Netherlands (11). These projects are among the first to combine electronic travel diaries with GPS receivers to gain
exact temporal and spatial details of each trip. Several other projects have installed passive GPS receivers in automobiles and trucks (12) to capture travel route information. Various recent research projects have evaluated GPS receiver performance in London (13), Paris (14), and Atlanta (15). The cost of GPS technology has also continued to decline, making it quite feasible for a GPS component to be included in travel surveys. In fact, a number of major travel surveys scheduled for the year 2000 will contain GPS elements.

Within the last several decades, the need for accurate vehicle fuel consumption and pollutant emission models has forced both researchers and practitioners into developing automated means for capturing second-by-second vehicle and engine activity data. These projects include research conducted in France in 1983 and 1990 with 55 instrumented vehicles (16); a Canadian project using that country’s “Autologger,” a vehicle-mounted data collection device (17), and several instrumented vehicle studies conducted by the U.S. Environmental Protection Agency (18, 19). A vehicle instrumentation package is scheduled for implementation as a sub-sample to the year 2000 Atlanta Metropolitan Regional Travel Survey (20). Not surprisingly, such technologically advanced data collection brings challenges. Common concerns include instrumentation costs, ease of installation, and data storage requirements.

SMALL AREA LAND USE AND SOCIOECONOMIC DATA

Transportation planning requires data that is organized and tabulated by small geographic areas, usually called traffic analysis zones. Patterns of land use and transportation systems are the two key determinants of small areas. Boundaries are drawn to separate differing land uses, to identify major traffic generators, and to fit within and relate to the transportation network. Other considerations include natural features and governmental boundaries. The boundaries and patterns of these small geographic areas form a somewhat abstract mosaic that outlines the spatial structure of large regions.

Space and Activity

The physical aspect of land use and transportation is facilities and spaces, and the functional aspect is activities and occupants. The common understanding of the interrelationships between form and function is more advanced for transportation, with its roads and other publicly owned facilities, than for land use. These interrelationships represent an integration of systems and flows that include measures of capacity, levels of service, and functional classifications. However, although land is largely privately owned, it is still publicly monitored and measured for space activities. Three areas of government oversee this monitoring—the U.S. Census Bureau; state employment insurance agencies; and municipal departments that oversee building construction and property assessments. These agencies create and maintain data concerning residential and nonresidential buildings and the occupants of those structures.

There are problems with all three sources. Several key questions in the decennial census present difficulties for questionnaire respondents because concepts are unfamiliar or facts unknown. These include two key housing items: number of units in a structure (attached or multi-unit buildings can generate confusion) and year structure built (many respondents, especially renters, do not know). Deficiencies in workplace location result from workers who do not know their workplace address, but only how to get there. Aside from address problems and missing establishments, in some states insurance files of employers cannot be
released to other public agencies. Also, construction permit data may not be tabulated in “geocodable” form, and assessment records may not be computerized or may lack street addresses.

**Recent Developments**

Several recent developments represent substantial advances for socioeconomic and land use data. These developments are

- The replacement of the Standard Industrial Classification (SIC) system by the North American Industry Classification System (NAICS)(21). NAICS will better reflect the current structure of the national economy and incorporate some land use differentiation. However, NAICS in Census 2000 presents multiple challenges. One issue is how to assure correct assignment of the new classes; another is how to effectively bridge data to link 1990 SIC employment and 2000 NAICS employment at the same level. Finally, a third issue is how to create a full land use breakdown of employment using post-processing (22).

- The initiation of ACS. During the coming decade ACS will provide continuous census sample data, eventually including small areas. It will also form the basis for a nationwide Master Address File (MAF) of residential addresses, and facilitate completion of the multi-dimensional Land-Based Classification System (LBCS) model for classifying land use based on property characteristics. LBCS will replace a system developed in the mid-1960s (23). Also, the Census 2000 assignment of workplaces to small areas will be improved through the use of better coding resources, including an updated TIGER file, a more complete business establishment list, and an improved geographic allocation procedure.

**Future Possibilities**

On the horizon is the promise of full integration of census data (both 2000 and ACS), state employer data, and local construction and cadastral parcel assessment data. The central concept will be to use data drawn from the cadastral file, which will be continuously updated to reflect construction and demolition and provide a complete count of buildings and characteristics. Choosing several large geographic areas that already have the required data files could test these possibilities. Operationally, each address in the study area’s MAF would be given housing characteristics drawn from the parcel file. The Census Bureau would match these addresses to Census 2000 and ACS addresses to create small area summaries of census population and household data by housing class. The study area’s housing records would be populated by the census summary data through random assignment of household characteristics. An equivalent process, using relevant files, would be used to populate nonresidential buildings and floor space. The ultimate goal of such data integration is to maximize the usefulness of public information through multiple public services.

**PRIVACY AND DATA OWNERSHIP CONCERNS**

Society is rapidly becoming highly dependent on extensive data exchange, and substantial actions have been taken by the United States and other major countries to privatize and secure many of these data streams. These efforts are creating pressure to withhold information in hope of economic incentives, and pitting personal privacy against the desire
to be included in the data flow. Eventually, data will come to be owned solely by the individual it involves (24).

A major challenge for the transport and data communities is to participate and guide this process of information management and ownership to the best community outcome. Having people freely providing their own data and opinions must be balanced with the public accessibility to aggregated results that are in the community’s interest. The rapid rise in GIS data has the potential to upset this delicate balance, and ways of involving the community in the ownership and use of its data must be found.

Privacy is a separate issue, but it is becoming closely linked through the identification, surveillance, and charging systems now moving towards integration through GIS databases, GPS use, smartcards, and the growth of ITS data interchange standards. Only if the two major issues of data ownership and privacy can be navigated successfully will transport and traffic data become more targeted, appropriate, reliable, and efficient.

INFORMATION FROM DATA
Even before the wave of massive future information flows became apparent, the value of digested data had become obvious through books focusing on the implications of transport data (25). Twenty years later the flood of inaccessible and disorganized transport data has only just been met and matched by the Bureau of Transportation Statistics in the United States, and has flowed on to the user community with some isolated examples of similar forms of interpretation. The mindset that links metropolitan planning organization data flows to transport planning is shifting and will continue to do so.

The big growth areas will be in traffic, land use, and economic activity data as transport data balance more directly with community needs. Methods have yet to be found for digesting such data and then communicating it to the general and professional communities in a way that will allow for informed response and understanding. This objective has barely been met in transport, although GIS should permit such communication within several years.

The new types of data will place great pressure on the transport and planning communities to widely increase research efforts through the use of interactive tools. As this occurs, transportation and planning leaders will come to respect the opinions and expertise available in the general community.

CONCLUSIONS
In Data Smog: Surviving the Information Glut, author David Shenk offers his “first law of data smog”—“Information, once rare and cherished like caviar, is now plentiful and taken for granted like potatoes” (26). Urban transportation planners and data analysts in the 21st century will be faced with data that is more continuous in nature as well as more conflicting. Reconciliation of conflicting data sets will be more important in the decades to come. Equally important will be the need to effectively reduce and synthesize data from various sources, including continuous census data, continuous data from ITS efforts, and other emerging technologies that will collect data on traveler behavior and transportation systems.
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