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Introduction

Transportation professionals are collecting or acquiring detailed spatial and temporal data from roadside sensors, vehicles, mobile phones, and navigation devices to support the research, analysis, and planning of transport systems. Agencies using this data are legally obligated to provide adequate protection of the rights and freedoms of individuals whose data provide intelligence on travel activity (Privacy Act of 1974). This document provides descriptions of data anonymization methods that offer privacy protection while maximizing the value of the information used in the design and development of efficient transportation systems.

Transportation agencies need data regarding the movement of goods and people to ensure that transportation investment decisions result in efficient, sustainable, and safe travel. The attention on efficiency of the transportation system requires accurate and precise information regarding travel behavior and system performance. Data collection technology advances resulted in opportunities for acquiring detailed travel information that can be used to support these refined data needs. As such, the detailed travel data may contain personally identifiable information (PII), which is protected by federal law as well as by professional and ethical standards. PII is not necessary to support the systems and methods needed for analysis and forecasting, and is simply a by-product of the data collection methods. Models and model-building efforts only quantify an individual’s travel-making characteristics to understand travel behavior and build performance assessments of roads, transportation systems, neighborhoods, communities, and regions. The challenge for transportation agencies is finding the most reliable methods for protecting or removing PII while maintaining the value found in detailed travel data. In this report, we are specifically evaluating and describing methods for protecting PII found in data collected from sensor-based systems (Bluetooth®, Wi-Fi, radio frequency identification [RFID], and video-based license plate capture), and mobile devices using global positioning system (GPS) technology.

Most of the current PII protection laws/policies were originally developed to protect human subjects in health research. Over time, these laws/policies have been adopted across most federal agencies including the U.S. Department of Transportation. Given the specific transportation data context of this research, there are two primary protection objectives for implementing anonymization methods:

1. Preventing the identification or re-identification of the 18 “Safe Harbor” identifiers (HIPAA of 1996). Protection of identifiers and quasi-identifiers is of primary importance. Quasi-identifiers are those data elements that are not unique, but can be combined with other elements to identify a specific person or household. This includes spatial and temporal information that is intrinsic in the data collection technologies discussed in this research.

2. Preventing misuse of data that violates “informed consent” policies (U.S. vs. Jones, 2012, Title 45 CFR Part 46). While most anonymization methods are
designed to protect against unauthorized release of PII, there is also a concern regarding the misuse of data internal to a transportation organization.

What is Personally Identifiable Information (PII)?

PII, or sensitive personal information (SPI), is defined by NIST Special Publication 800-122 (NIST, 2010) as:

“any information about an individual maintained by an agency, including (1) any information that can be used to distinguish or trace an individual’s identity, such as name, social security number, date and place of birth, mother’s maiden name, or biometric records; and (2) any other information that is linked or linkable to an individual, such as medical, educational, financial, and employment information.”

Figure 1 sketches PII within a transportation planning or engineering context by showing the simple but important linkage between a person’s identity and his or her technology (devices, vehicles, RFID cards, etc.). Knowing the identifiers of a person’s technology can potentially be used to identify a specific person. Within the context of transportation data there is also a concern that data regarding travel can be used to derive an individual’s identity even in the absence of other personal details (Zang, 2011; Hoh, 2010; Montjoye, 2013). Frequently, transportation data sources involve the use of data generated through personal technology or from a vehicle. In these cases, there is the potential for using technology or vehicle identifiers in conjunction with other information (i.e., product or vehicle registration documents). More importantly, there is the potential to use a simple sequence of coordinates representing a person’s travel trace to indicate a home or other location that can be used to identify a specific person (Zang, 2011; Montjoye 2012). The anonymization of a person’s location data is the biggest challenge facing transportation data collection methods.

![Figure 1 - Personally identifiable information – transportation industry focus](image-url)
Legal Boundaries for Collecting and Using Transportation Data Containing PII

The legal boundaries that define the collection and use of PII by agencies stem from the Fourth Amendment and Title 5 of the U.S. Code (5 U.S.C. § 552). The code states that agencies must protect unlawful access of PII. This is commonly recognized to mean that possession of PII is not unlawful, but that the protection of unlawful access to PII is the responsibility of the agency. The challenge for agencies that knowingly or unknowingly collect PII is to ensure that adequate “protection of unlawful access” exists. Title 5 also authorizes the use of statistical methods for aggregating or otherwise protecting PII data when used “to support any research or statistical project.”

In addition to the protection of existing PII, there are also legal issues related to data collection methods. Not many, however, are specifically related to transportation data. Table 1 provides a summary of key legal cases relevant to finding the balance between transportation data collection and privacy protection. A revelation in the U.S. cases are rulings about the “expectation of privacy” that apply in many situations regarding data from personal vehicles and personal devices. “Expectation of privacy” is used to describe the boundaries of what information is private (protected) and what is public (U.S. vs. Knotts, 1983). The term is loosely defined and varies with changing public attitudes, but should be considered carefully by transportation agencies as it has a legal context. The U.S. vs. Knotts case determined that someone traveling on a public road has no expectation of privacy, and their activity can therefore be observed and recorded. However, this was limited in a more recent 2012 case that suggested regular monitoring of a specific vehicle, regardless of its location on public roads, is considered a violation of “expectation of privacy” guidelines (U.S. vs. Jones, 2012). This limitation was expanded in a 2014 case in California to include data collected from cell phones without specific consent (Riley vs. California, 2014). For agencies looking for specific guidance on the boundaries of their data collection methods, there is no firm line. It is clear though that the trend in legal cases is that anything that collects detailed information about a specific person (vehicle or technology) without “informed consent” likely violates “expectation of privacy.”
Table 1 - Legal cases of note regarding transportation data and privacy

<table>
<thead>
<tr>
<th>Case</th>
<th>Core issue</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Katz vs. U.S. (1967)</td>
<td>Right to privacy when in a public space</td>
<td>Helped define &quot;expectation of privacy&quot; guidelines</td>
</tr>
<tr>
<td>U.S. vs. Knotts (1983)</td>
<td>&quot;Expectation of privacy&quot; when traveling on public roads and the role of</td>
<td>&quot;Person traveling in an automobile on public thoroughfares has no reasonable expectation of privacy in his movements from one place to another,&quot; including stops made along the way</td>
</tr>
<tr>
<td></td>
<td>electronic devices for tracking movement</td>
<td></td>
</tr>
<tr>
<td>U.S. vs. Jones of 2012</td>
<td>Placement of a tracking device (GPS) on a vehicle to monitor movement</td>
<td>Defined limits to U.S. vs. Knotts by saying that surveillance and monitoring did violate &quot;expectation of privacy&quot; rules. Further, it also indicated that placing a device on a vehicle without knowledge of the owner is considered trespassing</td>
</tr>
<tr>
<td>Riley v. California (2014)</td>
<td>Access to cell phone data</td>
<td>Data from a mobile device is likely considered private information and not accessible without consent</td>
</tr>
<tr>
<td>Google Street View (2011)</td>
<td>Remote Collection of Wi-Fi data</td>
<td>Google was fined for remotely retrieving Wi-Fi signal details while collecting data from their Street View vehicles</td>
</tr>
<tr>
<td>TomTom (2011)</td>
<td>Use of an individual's travel data from a navigation device vs. aggregated travel data</td>
<td>In the Netherlands, TomTom was determined to be in violation of privacy laws because individual trace data, while cleaned of private data, can be connected to other data to determine private details. It was also determined that aggregated summaries of data collected from individuals does not violate privacy law</td>
</tr>
</tbody>
</table>

While legal cases are important to understand, the public perceptions of privacy protection can be just as important and much harder to define. The Location Privacy Protection Act of 2001 and the Wireless Privacy Protection Act of 2003 were proposed bills that were never enacted. These efforts would have specified stricter controls on location data protection from personal devices such as smartphones and navigation systems. While not enacted, the bills recognize a public perception issue regarding the protection of such data and its use without consent.

A transportation agency may be legally protected regarding data collection and use but this may not protect them from public relations issues. Even minor concerns over public perception can generate costly delays or create concerns for elected officials. Public perceptions evolve with time making it difficult to define rigid privacy protection and data management policies for those wishing to use transportation data. Further
Exasperating the understanding of public perception of privacy rights is the issue of social networking where individuals openly share many details of their private lives but also voice concerns when their data are stored and analyzed. While public perception is a moving target, there are research reports by the Pew Research Center and others that evaluate the limits and intensity of privacy concerns. A Pew research study was summarized at the 2015 Transportation Research Board Conference by Lee Rainie in a presentation titled “Americans’ views about privacy in the network age.” Pew suggested that public opinion regarding data privacy is highly context dependent and variable over time. This uncertainty regarding acceptable practice suggests that agencies should take a conservative approach when determining data collection methods, sources, and data management practices.

There are several opportunities for protecting or eliminating PII during the typical lifecycle of data collection to reporting. Figure 2 - Opportunities for applying PII protection techniques shows a generic data flow and highlights three stages where PII data anonymization methods can occur.

![Figure 2 - Opportunities for applying PII protection techniques](image)

In stage 1, field-collected data are transferred to data storage such as a central database server. A firmware method at this stage prevents PII from ever being stored at an agency. The biggest risk of implementing at this stage is that all connection to the original raw data is lost. Given that data collection costs are typically high, many agencies wish to maintain the full raw data to support validation efforts and secondary uses. Stage 2 anonymization can occur before stored raw data are used in analysis or modeling.
software. The advantage of processing raw data at this stage is that the original raw data can be maintained but the exposure of PII is limited to those that have rights to the original database. Analysts, modelers, and business partners only have access to the anonymized data. Stage 2 anonymization methods are the primary focus of this research. In the third stage, data are prepared for public release in reports, and available to those requesting data through freedom of information act requests. Waiting until this stage allows analysts access to raw details (including PII), but removes those details prior to public use.

Anonymization Methods

PII protection methods can be divided into policy/procedural methods and technical anonymization methods. The focus of this research is on technical anonymization methods. However, discussion of the technical anonymization methods assumes that agencies avoid collecting or acquiring data that monitors an individual’s travel patterns without their express consent (U.S. vs. Jones, 2012, Title 45 CFR Part 46). Identifying the travel behavior of individuals, families, and communities is an important part of travel forecasting. However, accessing an individual’s travel patterns without his or her knowledge or consent is likely a legal violation of privacy even if used for the greater good of society. Despite software or hardware license agreements, data purchased from third-party sources could include trace data from individuals who did not expressly authorize use by a transportation agency. Agencies purchasing third party data must therefore have a policy to avoid this data or request a Stage 1 (see Figure 2) anonymization method from their data vendor that removes the ability to construct origin/destination details for an individual.

Transportation agencies should also implement robust data security procedures that prevent unauthorized access, as protecting PII is a legal responsibility of the agency. Appropriate levels of data encryption (128 bit AES encryption) that prevent unauthorized data access should be developed and maintained. While this issue is not the focus of this research, it is a vital element of legal and perceived PII protection.

Transportation Data Collection Technologies

Stationary sensor data can be single observations or based on multiple observations. Single observations are typically collected in support of measuring or monitoring account activity, such as for transit and tolling operations that record events for the purpose of charging user fees. Single events can be tied directly to account information that can also provide account home address information and be used for transit/toll market analysis. Privacy protection risks for single data point observations of data are primarily associated with secondary uses of the data and the potential for using unique identifiers to link to other data sources.
Multiple sensor-based data points indicate that movement occurred, and this has value to agencies interested in the distance, speed, and path of that movement. Transportation system operational performance analysis efforts frequently use sensor-based systems to derive travel conditions. Performance monitoring is becoming increasingly important to support active traffic management (incident response, event management), before/after investment analysis, before/after operational analysis, and general performance reporting (FHWA, 2014). Supporting these efforts requires enough observations to represent travel conditions experienced by travelers and it requires enough spatial and temporal resolution to provide actionable intelligence.

There are several sensor-based technologies that fit this category:

**Bluetooth®** is a short-range wireless communication protocol that facilitates communication between electronic devices and follows standards set by IEEE 802. Many modern vehicles use this technology to allow connection between a driver’s mobile phone and the vehicle to allow hands-free communication. This technology is also used for wireless headsets or ear pieces that allow users hands-free communication. Most modern devices now have Bluetooth as a standard capability, and emit this signal even when not in use as long as the signal is active. These type of devices have a typical range of 10-12 meters but it can be more or less depending on the manufacturer’s design.

Private companies are making use of the Bluetooth signals for transportation data collection. Roadside Bluetooth sensors can be placed over or alongside travel lanes and can pick up the signals from active Bluetooth devices within vehicles as they pass by. Each device has a unique Median Access Control (MAC) address that can be identified by these roadside devices. Because MAC address is unique, two roadside devices (or a network of devices) can be used to identify the time and location that each unique device passed by (Wasson, 2008). Analyzing the data from multiple devices allows transportation agencies to gather estimated travel time between sensors. While there can be lost signals, turning vehicles, or stopped vehicles, there are typically enough good matches on major roads to estimate average travel time. A network of three or more sensors is commonly used to capture average travel times across multiple points (Filgueiras, 2013).

The PII data found within Bluetooth systems is very limited. The MAC address that is used cannot easily be traced to an individual. That identifier can be used to assess the manufacturer of the device but there is no central registry of MAC address owners. The MAC address can be considered a unique identifier as its observed position in space and time can possibly be used to identify an individual using deductive reasoning. A sensor location at a specific address or along very low volume roads could lead to assumptions about a person’s identity. Additionally, long-term tracking of MAC addresses can lead to the establishment of travel profiles by MAC address (recurrent travel times and locations from the same device). While this still does not easily reveal a person’s identity, the possibility of inference goes up as more data by unique MAC address is archived (Liebig, 2012). The monitoring of individual MAC addresses over time could likely be considered a violation of “expectation of privacy” rules.
Wi-Fi sensors are frequently combined with Bluetooth sensors as they operate under the same basic principles. Bluetooth devices actively search for a compatible device and wait for a response. Wi-Fi is passive in that it just “listens” for devices that are searching for Wi-Fi signals. The combined sensor approach improves the “hit” rate significantly, allowing more devices to be detected, and thereby increasing the pool of samples identified as traveling between two points. Just as in Bluetooth, the Wi-Fi reads the MAC address and records the unique identifier along with the time and sensor location. Because the resulting data are almost exactly the same as that of Bluetooth, Wi-Fi collected data shares the same PII issues discussed regarding Bluetooth.

License plate tags on vehicles are unique within their state and have been used for many years by transportation agencies to identify travel time between two roadside observation points. The data capture methods rely on observing license plate information, typically through specialized video equipment and software. The data recorded include the license plate identifier (tag), location, and time. As with other roadside sensors, the data are compared to other data collection locations to determine travel time between two points. In many instances, the license plate is matched to vehicle registration data to identify the owner’s name, address, and phone number. Survey post cards or phone interviews are sometimes sent to these specific individuals to gather travel details such as trip purpose, trip origin, and trip destination.

In addition to the PII issues for other roadside sensors, license plate captured data also have PII associated with accessing vehicle registration data. These individual and household details are clearly considered PII and therefore protected. The Drivers Privacy Protection Act (DPPA) enacted in 1994 prohibits the release or use of PII by any state department of motor vehicles unless specific consent is provided (DPPA, 1994). Use of the registration data is specifically allowed for a number of reasons including research and surveys. It should be noted that if data are stored in a database for transportation planning purposes, protection of the PII remains in accordance with the DPPA as well as the broad PII protection statutes.

Radio Frequency Identification (RFID) technology is frequently used by transportation agencies for toll and transit fares. Subscribers use RFID cards to access transportation facilities. When an RFID card is read, an event is recorded that includes a time, location, and account number. The account number can be directly connected to a customer database that contains private information including names, home addresses, financial information, and other identifiers and quasi-identifiers. This technology is also used by private companies for similar financial purposes. Secondary use of this information for traffic engineering and transportation planning are common (NCHRP W174, 2011).

A primary privacy issue that can arise with sensor data is the level of consent. Informed consent, where the user authorizes the data collection for a specific purpose, is not typically pursued for data used in the analysis or travel behavior or system performance. General consent is sometimes provided through device or software license agreements, but this does not typically meet institutional review board (IRB) definitions.
It is conceivable that a single identifier from someone’s personal technology is observed over time to the extent that someone’s travel habits and behavior can be analyzed in the absence of their consent or knowledge, and, based on unprotected identifiers or data analysis, their identity can be revealed. This level of detail could possibly be interpreted as a legal violation of privacy even if the data were collected entirely on public access facilities.

**GPS-capable technology is prevalent across a wide range of in-vehicle and handheld/wearable devices.** GPS-enabled devices can estimate their position on the earth’s surface and generate these estimates in rapid succession, allowing for movement to be tracked and recorded. The number of GPS-reliant applications has exploded in recent years, particularly in the transportation area, as they can be used for personal navigation and fleet monitoring. Unlike roadside sensors, GPS data are gathered and stored on the device, or broadcast real-time to a server. Accessing this detailed travel data requires data communication directly to the device or from transferring archived data files. For transportation agencies, GPS data are either collected by an agency through the distribution of hardware or software to individuals (recruited public or installed in fleet vehicles), or purchased through a third party source.

Due to its potential for accurate and precise positioning, there is a general PII risk based on location and time. An analysis of GPS points can possibly reveal a person’s identity, home location, work/school location, and typical travel patterns. Other PII risks come from the potential linkage to other databases and violation of “expectation of privacy” guidelines regarding monitoring in the absence of consent.

For the sake of evaluating specific PII protection risks, GPS data are grouped into the following categories:

**GPS data collected for household travel or activity surveys:** GPS is now commonly used as part of many household travel or activity surveys that are conducted to support the development of regional travel models and policy evaluation (NCHRP 775, 2014). GPS data regarding a household member’s travel is collected either through a device placed in a vehicle, a device carried by the household member, or through an application run on the household member’s personal smartphone. In all of these cases, GPS data is recorded for a designated period of time and used to identify travel origins, travel destinations, and travel paths. For GPS data from devices carried by an individual, the data can also be used to identify travel mode and travel paths away from roads. Since the data is collected from recruited participants, an agency has participant-specific consent that eliminates many of the legal data usage concerns. However, an agency using this data is still obligated to protect the PII from unlawful data access and is limited to uses provided in the specific consent language. Data that are also collected outside of a mutually agreed date and time range may also be protected and unusable due to lack of consent issues.

**GPS data collected by probe vehicles:** GPS collected from probe vehicles can either come from recruited private citizens, data collection contractors, or employees, and the vehicles used can be privately owned or owned by the agency. GPS data collected as a
paid employee or contractor must be limited to the agreed upon work activities (National Workrights Institute, 2009). Any data collected outside of designated work schedules is considered private information and subject to monitoring without consent rules.

**GPS data purchased from private company:** Several private companies are re-selling GPS trace data collected from numerous sources as an aid to transportation agencies for performance evaluation of transportation networks (NCHRP 775, 2014). The quality, extent, and level of PII protection provided by the data re-seller can vary significantly. Consent for the data use and re-selling is generated from license and use agreements accompanying hardware and software used by individuals. This consent is general in nature and not specific to a particular use or agency.

### Anonymization Methods

Anonymization methods for these fixed and mobile data sources target four primary objectives for transportation data gathered and used by agencies without specific consent:

1. Protect PII direct identifiers (names, IDs, addresses, etc.)
2. Protect pseudo-identifiers and non-specific attributes that can be combined to identify PII (including position information that can be used to derive physical address information)
3. Protect sequences of travel origins and destinations that reveal a behavioral pattern location that can identify PII
4. Protect micro-scale movement traces that can reveal a behavioral pattern or location that can identify PII

**“Safe Harbor” Method**

The “Safe Harbor” method comes directly from the Health Insurance Portability and Accountability Act of 1996 (HIPAA) Privacy Rule §164.514(b) and is the simple removal of 18 specific identifiers from a database. This method, while targeted for organizations that maintain health information of individuals, has been regarded by many public agencies as the definitive list of identifiers that should be protected. These identifiers are:

1. Names
2. All geographic subdivisions smaller than a state, including street address, city, county, precinct, zip code, and their equivalent geocodes, except for the initial three digits of the zip code if, according to the current publicly available data from the Bureau of the Census:

a. The geographic unit formed by combining all zip codes with the same three initial digits contains more than 20,000 people; and

b. The initial three digits of a zip code for all such geographic units containing 20,000 or fewer people is changed to 000

3. All elements of dates (except year) that are directly related to an individual, including birth date, admission date, discharge date, death date, and all ages over 89 and all elements of dates (including year) indicative of such age, except that such ages and elements may be aggregated into a single category of age 90 or older

4. Telephone numbers
5. Fax numbers
6. Email addresses
7. Social security numbers
8. Medical record numbers
9. Health plan beneficiary numbers
10. Account numbers
11. Certificate/license numbers
12. Vehicle identifiers and serial numbers, including license plate numbers
13. Device identifiers and serial numbers
14. Web Universal Resource Locators (URLs)
15. Internet Protocol (IP) addresses
16. Biometric identifiers, including finger and voice prints
17. Full-face photographs and any comparable images
18. Any other unique identifying number, characteristic, or code, except as permitted by paragraph (c) (assignment of a unique code that can be used to re-identify records at a later date).

The following data obscuring techniques can apply to these cases:

- **Deletion** – values are removed
- **Hiding** – values are replaced with constants
- **Hashing** – values are translated into a code
- **Permutation** – values are given unique new values
- **Shift** – numerical values are given a fixed offset
- **Enumeration** – numerical values are changed but maintain order
- **Truncation** – values are shortened to obscure detail
The practice of removing/obscuring identifiers offers minimal protection and has been shown that de-identified data can be re-identified (Denning, 1982; Duncan, 1991; Sweeney, 2000; Elliott, 2001; Sweeney, 2002). This “Safe Harbor” method also requires removal of anything that provides “actual knowledge” of an individual. “Actual knowledge” refers to any information that can be combined with other information to reveal an individual. This directive is less certain and is the main focus of many of the technical solutions offered in this review.

Removal, masking, or suppression of these identifiers also does not address the particular location issues facing transportation data collection methods (Krumm, 2007; Hoh, 2006). Precise coordinate information is vital to the value of the data as well as the source of privacy concerns.

**K-anonymity**

K-anonymity (Sweeney, 2002) is a recognized statistical disclosure control standard for de-identifying data, and expands on the protections of the simple removal of “Safe Harbor” identifiers. The core concept of k-anonymity is that identifiers and quasi-identifiers within a database or relational database can be tested to ensure that no combination of data elements is unique to a single record, and therefore a single individual cannot be identified. When unique records are identifiable, cell values are combined to the point where unique identification is no longer possible. For example, if a database of individuals includes a 5-digit zip code variable for both home and work locations and analysis shows that there are circumstances where there are unique combinations, then the 5-digit zip can be altered to a 3-digit zip for one or both values. K-anonymity is then tested to ensure that the resulting values are no longer unique within a minimal tolerance. In essence, the results rely on “safety in numbers” and that records in the released database are indistinguishable from k-1 records. Accepted minimum sample sizes can vary and typically are increased with the level of sensitivity in the data.

This technique and its many derivations have been widely used, particularly in health and demographic datasets. In cases of transportation data, the problem sets become more complicated but the protection concepts of k-anonymity can still hold true. Pensa (2008) and Negiz (2009) both showed that the k-anonymity approach could be applied to sequences of point locations such as might be found in sensor-based data products or coarse GPS traces. Points along the multiple vectors can be assumed to be the same if they fall within a certain tolerance. K-anonymity of the vectors would be satisfied when every generalized point-to-point vector has enough records to prevent unique record identification.

One example of using k-anonymity for detecting high-risk situations from combining variables comes from the Census Transportation Planning Products (CTPP). For the CTPP that was based on the 2000 Census, the Census Bureau required at least three cases (\(k=3\)) in a table cell (table includes demographics, means of transportation, and location variables) before an estimate was reported for that cell. The application of this rule resulted in a sizable amount of data suppression. Since the application of the Rule of Three with the 2006-2010 American Community Survey (ACS) would lead to
substantially more suppression due to its smaller sample size, the National Cooperative Highway Research Program (NCHRP) commissioned a research study (NCHRP 08-79) into approaches that would retain the necessary variables to support the desired tables at the traffic analysis zone (TAZ) level.

**L-diversity**

L-diversity is an approach to counter known flaws in the k-anonymity concepts (Machanavajjhala, 2007). A homogeneity attack and background attack are situations where a person seeking to identify someone from a k-anonymized dataset can use other knowledge about a person or event to reduce the possible candidates within the data. The proposed L-diversity approach expands on k-anonymity by requiring that any combination of quasi-identifiers have defined variability within each set. The resulting combinations thereby prevent external knowledge from reducing the possible record values. This approach was presented as an improved method for cloaking identities in a mobile environment (Bamba, 2008; Dewri, 2011).

**T-closeness**

T-closeness expands on the k-anonymity grouping and the l-diversity requirement by adding an additional condition that each grouping must have a distribution of grouped values similar to the universe of records (Li, 2007). This additional variation within a grouping prevents skewed samples from being de-identified.

**CTPP - MACH perturbation approach**

The methods for tabular data considered in the NCHRP 08-79 study were of two broad types. Post-tabular methods use cell suppression or modified table values after the tables are generated from the microdata (Hundepool et al., 2012), while pre-tabular methods apply treatments to the original microdata to produce a perturbed dataset from which all the tables are produced. The post-tabular approaches, other than cell suppression that were considered, included adding noise to the counts in tables, controlled rounding of table counts that ensure internal cell counts sum to the original published marginal counts, controlled tabular adjustment (Dandekar, 2004), and the approach adopted for the Longitudinal Employment Household Dynamics (LEHD) OnTheMap system (Machanavajjhala et al., 2008; Abowd et al., 2009).

While the post-tabular approaches have some advantages, it was decided to adopt a pre-tabular approach for the 2006-2010 CTPP. This choice was based on criteria relating to the impact on disclosure risk and utility (e.g., maintaining multivariate associations), operational practicability, applicability with a variety of types of variables (mainly demographics) and estimates, ability to facilitate variance estimation, and ability to provide consistent results within the set of CTPP tables. Of particular importance is the fact that a pre-tabular approach can be used in an already established production framework to produce multiple tables that have consistency in the margins and, therefore, are additive as tables are aggregated. Krenzke et al. (2011, 2013) provide a detailed
review of the pre-tabular approaches considered for the CTPP, including a thorough evaluation of select synthetic and perturbation approaches. The pre-tabular perturbation approaches used for the 2006-2010 CTPP generated an ACS dataset that comprised a mixture of original ACS data and randomly perturbed values. This dataset was then used to generate all CTPP tables. The core of the pre-tabular perturbation approaches for CTPP is a model-assisted constrained hotdeck (MACH) procedure. The objective of the approach is to change the value of the published categories by only one or two categories by changing the value of the underlying version of the variable, and still retain multivariate associations among the variables.

While these methods were not targeted for location data, the complexity of the approach necessary to achieve objectives while preserving privacy exemplify expected solutions that may need to be targeted for specific applications. “Privacy-by-design” is an approach that considers both the application and the data structures, and is likely necessary to achieve maximum data utility (Cavoukian, 2009).

The following privacy protection methods are specifically targeted for spatial and temporal data and considered with respect to the transportation fixed and mobile datasets.

**Geographic Masking (Armstrong, 1999)**

Armstrong proposed a variety of methods for masking location data for privacy protection while maintaining the ability to conduct spatial analysis (Armstrong, 1999). These methods involve masking entities within a zone through affine transformations, random perturbation, point aggregation, and nearest neighbor assessments. Each technique offers strengths and weaknesses for various spatial analyses. For transportation data, there may be some value in these approaches for masking transaction or travel activity locations within zones (such as TAZs). Clifton 2014 provides a more thorough review of these techniques.

- **Affine transformations** – Values are manipulated geometrically such that the original positions of the points are altered but the spatial relationships between the points are maintained. This also alters any defined relationship between other geographic entities and has limited value for transportation datasets.

- **Random Perturbation** – Values are randomly moved within a limited area such that the original locations are altered but the general position and relative position are limited. This also alters the time/distance calculations for sequential points, as well as the spatial connection to other transportation datasets.

- **Aggregation** – Location points are “blurred” and snapped to some aggregation point with an appropriate scale for analysis. Resulting points are in the general area of their true location but do not reveal their true location. Careful consideration must be given to the scale of the aggregation. Aggregation points maintain an approximation of their true position and therefore can potentially relate with other transportation features.
Spatial and Temporal Cloaking (M. Gruteser and D. Grunwald, 2003)

Gruteser and Grunwald demonstrated a spatial and temporal cloaking approach for on-road positional that uses estimated traffic volumes by time of day to determine when a k-anonymity threshold has been achieved. They also proposed a quadtree algorithm to generate the results. This approach was targeted specifically for Location Based Services (LBS) but may have merit in transportation planning and engineering applications, particularly in their approach for defining k-anonymity using standard traffic data.

CliqueCloak Algorithm (B. Gedik and L. Liu, 2005)

The CliqueCloak algorithm is targeted for individuals wishing to suppress information broadcast to organizations. This application is not ideally targeted for the specific applications being evaluated, but it presents some approaches and concepts that may prove useful in combination with others. The approach defines a spatial box around an individual point to achieve k-anonymity in combination with the suppression of other attributes.

Path Confusion (Hoh and Gruteser, 2005)

Hoh and Gruteser developed an anonymization approach that is specifically targeted for GPS vehicle traces in support of traffic engineering and transportation planning applications. Their approach processes trip points for a large vehicle trajectory dataset and identifies locations where two or more paths cross or meet in close proximity. At these points, the paths are perturbed such that one trace is no longer distinguishable from another, in essence, eliminating the possibility of identifying a unique trace. This approach requires a significant sample size and trace density to be effective.

Location Suppression (Terrovitis, 2008)

Terrovitis proposed a method for privacy protection of transaction record databases that include location information (Terrovitis, 2008). He demonstrated a location suppression algorithm that assumes that an adversary holds partial information regarding an individual’s movement. The algorithm iteratively suppresses locations until a privacy constraint is achieved. This approach has value in particular for applications in RFID where account information may be known by more than one organization.

Never Walk Alone (Abul, 2008)

Abul developed an approach for anonymizing data from moving objects called “Never Walk Alone” (NWA). This approach relies on the positional uncertainty of a point in moving objects data to define a cylindrical error range. Other traces with overlapping error ranges are all combined to satisfy a k-anonymity principle. The solution has particular value for traces of data where the resolution of the data are fairly coarse, allowing for a cylinder definition that is large enough to find other trace matches to satisfy the k-anonymity goal.
Time to Confusion (Hoh, 2010)

Hoh later proposed an expansion of the path confusion termed “time to confusion.” This approach assesses the maximum time that a user (GPS trace) can be followed before privacy rules are violated. The approach also includes a frequent trip end filtering process so that GPS traces do not reveal home/work/other activity locations that can be used to reveal identity. The time-to-confusion metric quantifies tracking risk and is used to apply a path cloaking algorithm that removes traces in low density areas and prevents re-identification based on speed/direction logical extensions. The solution is designed for large datasets of GPS traces suitable for traffic engineering and transportation planning applications.

Mix-Zone Algorithm (Dahl et al., 2010; Carianha et al., 2011)

Mix-zone approaches are designed for individual vehicles that are attempting to protect their identity from systems. This differs from the objective of this research but the methods can still be evaluated for relevance. In mix-zone algorithms, unique positions are maintained, but identifiers are provided pseudonyms within a zone or ring that includes a sufficient number of other vehicles. This prevents systems from tracking movement for a single vehicle but still allowing for use of the individual point data. This technique has been widely published in intelligent transportation system (ITS) research related to connected vehicle systems.

Virtual Trip Lines (Ban, 2012)

Virtual Trip Lines (VTL) are a method for applying privacy protection principles specifically for traffic engineering studies. The concepts presented offer techniques for designing traffic data locations that maximize data utility for some purpose but minimize the privacy exposure of the data by only collecting information needed. Further, the approach provides standard cloaking methods within those minimal datasets. This discussion has value to the research due to its dialogue of data collection restriction for privacy protection.

VTL Zone System (Sun, 2013)

Sun et al. provide a research paper with an excellent review of the state of practice in privacy protection for transportation data, and proposes a VTL zone approach that addresses many of the specific location privacy concerns while maximizing data utility specifically for traffic engineering. In the paper, various technical approaches are outlined and criticized as being flawed for transportation engineering purposes. Methods for location perturbation (Gedik, 2005), sample reduction (Tang, 2006), location hiding (Hoh 2010), and dummy traces (Nergiz, 2009) all degrade usefulness. The VTL zone system allows microscale detail with zones or areas of concern (signalized intersections, congested area, etc.). Identifiers are anonymized between zones so that individual traces within a zone cannot be matched with traces in other zones even if they are the same vehicle. Further, a random sampling of traces within a zone can be implemented for
additional protection. This approach maximizes the value of second-by-second GPS traces necessary for traffic applications.
Discussion of Privacy Protection Algorithms

The discussion of privacy protection algorithms in this section is intended to provide practitioners with targeted and detailed descriptions of application and value. The discussions are based on protection objectives that address both intruder risks and accidental disclosure. These objectives are consistent with most PII protection scenarios facing transportation agencies; the same list is in the previous section:

1. Protect PII direct identifiers (names, IDs, addresses, etc.)
2. Protect pseudo-identifiers and non-specific attributes that can be combined to identify PII (including position information that can be used to derive physical address information)
3. Protect sequences of travel origins and destinations that reveal a behavioral pattern or location that can identify PII
4. Protect micro-scale movement traces that can reveal a behavioral pattern or location that can identify PII

These discussions and examples are targeted for specific use scenarios. The many PII protection techniques published in literature are designed to address specific conditions, and few can be considered for broad application across mobile or fixed-sensor transportation data. In many cases, however, transportation agencies gather data for a specific purpose but wish to maintain an “anonymized” dataset to serve multiple secondary purposes or have available for future distribution. In these cases, the intended end use is unknown, and therefore, a specific algorithm designed to maximize utility is not possible. Generalized methods such as this restrict the full data utility but are useful for owners of raw private data who wish to have a shareable dataset for those conducting research or secondary analyses. This situation is discussed in the methods below given that there is no one-stop PII algorithm. Agencies attempting this solution are encouraged to be familiar with the PII objectives used in this review, the Safe Harbor variables, and the principles of \( k \)-anonymity.

Sample Data

The sample data used for the illustrating anonymization methods comes from the Northeast Ohio Areawide Coordinating Agency (NOACA) GPS-based travel survey conducted in 2012. The GPS data was used to develop multiple sample datasets for exploring both fixed and mobile data sources. GPS data for all study trips that passed near the intersection of Lee Road and Van Aken Boulevard were selected and included in the sample dataset. The resulting dataset includes 1,573 unique trips. Figure 3 shows a sample GPS trip from the NOACA data and the key intersection that was used to select trips for exploring anonymization methods in this research.
Trips within this dataset are composed of individual GPS points, typically collected every 3 seconds during the travel. The fields for each data point include a unique person ID, trip ID, longitude, latitude, date-time, speed. No other trip metadata regarding trip purpose or other information is included in the dataset. The simple trip trace, as evident in Figure 3, includes a trip start and trip end that must be considered protected in the absence of informed consent. The ability of the various algorithms to protect this information, as well as prevent the isolation of a single identifiable trip trace, will be a focus of the methods evaluation. The start date and start times of the sample trips have been altered for the evaluation to ensure enough temporal trip overlap to properly test the various methods.

To illustrate the protection methods for Bluetooth, Wi-Fi, and other fixed-sensor systems, a network of device locations was developed for the study area along several of the roads where GPS trips are evident. Simulated sensor locations were virtually placed within a GIS environment at intersections along varying classifications of roads, including a few lightly traveled local roads. Having sensors along lightly traveled roads, while not typically useful for applied traffic measurement, will help this research effort in illustrating the effectiveness of algorithms in low volume conditions. Figure 4 shows the location of the 70 sensors.
After comparing the GPS travel data with the sensor network, an “observation” dataset is created that identifies the location and time when a person (device) passes within 100 feet of a sensor. The resulting dataset includes a sensor ID, person-device ID, and a timestamp. A sensor match table is also created that records travel between two sensors by the same person-device ID. That table includes a person-device ID, “from” sensor ID, “to” sensor ID, “from” observed time, “to” observed time, distance between sensors, and the estimated average speed between sensors. These two tables represent information that can be retrieved from a sensor-based system excluding connection to other datasets or subject to any data cleaning algorithms.

To support the evaluation of origin-destination based sensors, such as transit fare cards or other RFID tags, every GPS trip end (origin and destination) was assigned a U.S. Census Block. The resulting OD dataset includes a person-device ID, trip start time, origin zone, trip end time, and destination zone.
The resulting set of sample tables includes those shown in Table 2:

<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
<th>Records</th>
<th>Fields</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPSData</td>
<td>GPS points from 1,574 trips</td>
<td>368,656</td>
<td>personID, GPStripID, longitude, latitude, timestamp, speed</td>
</tr>
<tr>
<td>Sensor_Obs</td>
<td>List of observations by sensor</td>
<td>9,458</td>
<td>sensorID, personID, timestamp</td>
</tr>
<tr>
<td>Sensor_Match</td>
<td>List of trip segment matches by sensor pair</td>
<td>9,065</td>
<td>uniqueID, fromBTID, toBTID, startTime, endTime, distance(miles), speed(mph)</td>
</tr>
<tr>
<td>OD</td>
<td>List of trip origin and destination pairs</td>
<td>1,574</td>
<td>personID, startTime, originBlock, endTime, destinationBlock</td>
</tr>
</tbody>
</table>

**Safe Harbor Identifiers**

Agencies understand and frequently implement the basic privacy protection method of removing obvious identifiers in shared datasets such as names, social security numbers, account numbers, and financial information. The 18 Safe Harbor identifiers expand on this approach by providing agencies with a comprehensive list of items that should be considered protected. These 18 types of identifiers should not be shared unless there is specific consent. Additionally, agencies should carefully consider what elements need to be shared internally to their organization to minimize exposure of private information.

One of the biggest challenges that transportation agencies face regarding the 18 Safe Harbor variables comes from the need to protect location information: “All geographic subdivisions smaller than a state, including street address, city, county, precinct, ZIP code, and their equivalent geocodes....” Location information is intrinsic to
transportation data, and its removal from datasets greatly limits the data’s utility. For this reason, agencies should first ensure that consent is achieved for the specific agencies and uses of the data. In the absence of specific consent, or when the need to include location information for geographic regions with populations less than 20,000 is necessary, technical anonymization methods, such as those discussed in this document, should be employed.

**Consider Pseudo–Identifiers**

Pseudo-identifiers are data attributes that alone do not identify a specific individual, but when combined with other non-specific attributes, they result in the unique identification of an individual. For example, consider a travel survey database where personal identifiers have been removed, but other aggregate fields exist. There may be 100+ records showing participants who live in a particular zone, or have a family size of four, or an income range of $50,000-$75,000 per year. But if you combine those conditions, you could potentially limit matches to one or two participants. In this case, the fields of zone, family size, and income are pseudo-identifiers. Identification and treatment of pseudo-identifiers can be managed through k-anonymity principles described in the next step.

Datasets that are generated for distribution to serve a specific secondary purpose, such as releasing GPS-based travel survey data for traffic speed analysis, can limit pseudo-identifiers by only providing the necessary variables required.

**K–anonymity / L–diversity / T–closeness**

K-anonymity is the basic principle measure of the uniqueness of a record. Statistical disclosure control (SDC) methods, such as aggregation (coarsening), have the principle aim of reducing the uniqueness of a single record to the point where it is indistinguishable from k-1 other records. Relating to a location-based sensor or GPS data, as mentioned in Bamba et al. (2008), a user is considered location k-anonymous if and only if the location information is indistinguishable from the location information of at least k-1 other users. Machanavajjhala et al. (2007) argue that k-anonymity is deficient and cannot prevent attribute disclosure, that is, there may be at least \( k \) cases with the same values among indirect identifiers, but they all might have the same sensitive value, so the sensitive values need to be diverse. Therefore, it is l-diverse if there are at least \( l \) cases of a sensitive variable (e.g., static locations or symbolic addresses such as a church, restaurant, or doctor’s office). It is t-close if the difference between the distribution of a sensitive attribute in the particular subgroup and the distribution for all subgroups together is less than \( t \).

The k-anonymity, l-diversity, and t-closeness approaches are used to identify high risk scenarios (either from single identifiers or combinations of pseudo-identifiers) that are in the data. Once the high risk scenarios are identified, the typical steps are to redact information from the file (sometimes referred to as data suppression), combine or
aggregate the data (sometimes referred to as data coarsening or cloaking), or treat the
data by perturbing, subsampling, or creating synthetic model-based data, all via a random
mechanism. In any case, the quality of service (QoS) or data utility is reduced in order to
maintain confidentiality. In the case of data suppression or coarsening, information is
lost. In the case of perturbation, or generating synthetic data, information is changed and
some distinct information is blurred. Reducing disclosure risk and the retaining QoS is
the underlying objective.

A high value of $k$ offers more protection but reduces the granularity of the data.
Defining the ideal value of $k$ is dependent upon the intended use of the final data as well
as the potential risk scenarios. In the absence of a full risk assessment (many risks are
unknown), agencies vary on the defining of a minimum standard for $k$. Relating to the
CTPP, $k=3$ is used to identify risk, whereas there are examples of $k \geq 5$ elsewhere (FCSM
[2005], NCHS [2004]). In light of applying l-diversity and t-closeness, the value of $k$
would need to be increased to allow for minimal requirements on $l$. In any case, the idea
is to create geographic ranges such that any subgroup defined has at least $k$-cases.

Consider mobility traces, which are records of locations and times that vehicles visit.
In practice, researchers have formed grids to start, and combine the grids to meet the
thresholds relating to $k$ and $l$. We are not aware of an application of t-closeness in this
context.

In any application, subgroups need to be defined. In our test data, subgroups could be
declared as mobility traces. Relating to identifying high risk cases in OD data, $k$-
anonymity would ensure there are at least $k$ cases in all specific traffic OD flows. Any
flows with less than $k$-cases would be considered high risk. This is the approach used in
the CTPP project. In addition, key trip ends (work, school, etc.) can be indicated on the
file to help address l-diversity. To address the high-risk scenarios, statistical disclosure
control treatments are applied, such as discussed above.

With sensor-based observation data, as illustrated in our test data Sensor_Obs and
Sensor_Match, and GPS data, specific traces need to have at least $k$-cases. There are
several aggregation possibilities that can be explored to ensure that all records meet the $k$-
anonymity threshold. For example, the sensor data can be transformed to an OD file. The
data coarsening requires changes to start and end times, and re-calculations of distance
and speed. For GPS data, with data recorded every 3 seconds, suppressing data points is
an option, however, it would not provide much privacy protection. Transforming the GPS
data into an OD structured file is also an option, depending on the analyst’s needs.

Figure 5 shows the Sensor_Match data where records with less than six observations
are suppressed and excluded from further analysis or distribution. Agencies wishing to
use data such as this typically exclude records with low sample sizes due to statistical
validity concerns. However, the privacy of data traces should also be considered,
particularly in low traffic volume locations where observed travel could possibly be
connected to an individual regularly traveling in the area.
Bamba et al. (2008) promote a PrivacyGrid system that attempts to capture the user’s privacy requirements. It is a framework for supporting anonymous location-based queries in mobile information delivery systems. This appears to be an online system, with queries and real-time confidentiality edits. The basic concept begins with the following steps:

1. Identify and define the universe of discourse, which is a map defining the boundaries by latitude and longitude coordinates.
2. Define a grid and its grid cells within the universe.
3. Define the position of a moving object in the universe.
4. Define the current grid cell of the moving object.
5. Capture the user privacy preference profile.

Then, the risk of the moving object is determined. To provide risk protection, different algorithms were discussed and evaluated, such as “bottom-up grid cloaking” and “hybrid cloaking.” The PrivacyGrid system was evaluated Bamba et al., and determined to arrive at close-to-optimum k-anonymity, and considers l-diversity. It may be worth pursuing the system further to evaluate and apply.

Montjoye et al. (2013) used coarsened trace data that had hourly time values and location information comprised typically of 10 to 20 city blocks. With only four randomly chosen observations of an individual, they could uniquely identify 95 percent of the 1.5 million individuals in the file. This illustrates the challenge, and that treatments other than coarsening and suppressing data are necessary to retain some of the usefulness of the data. Further, Dewri (2011) makes a claim that forming geographic ranges may actually help attackers be more confident about the geographic location, and therefore, the author explored an algorithm to perturb location points using a “bucket” of $k$. 
individuals that are close in proximity to the true location point. Similar treatments, as discussed later, such as path confusion and virtual trip lines, allow for some of the details of the data to be released due to the uncertainty introduced in the mobility traces.

Location Suppression

Location suppression as described by Terrovitis 2008 has value for scenarios where trip traces/vectors are identifiable from a dataset. This algorithm balances the utility of the sequential trip data and the potential exposure of PII. Terrovitis describes this method using credit card transaction data that can be used to build individual credit card owner’s sequential patterns of activity. This same approach has relevance to other datasets where trip point or trip end spatial and temporal details are known. For example, consider two origin-destination study example scenarios:

1. The sensor-match table as described in Table 2 includes trip records with sequential travel observations at roadside sensors scattered through a network. The dataset reveals the individual travel patterns of drivers.
2. The OD pairs table as described in Table 2 includes trip records with sequential trip end information developed from RFID cards.

Both of these datasets reveal PII in the absence of informed consent by the fact that they monitor an individual’s travel behavior. Additionally, PII can be revealed when the raw data are accessed by a group or individual who combine the data with other datasets or specific knowledge of a user.

The utility of the scenario datasets is the ability of the data to reveal OD travel statistics that can be used to evaluate performance and support planning models. The sensor-match table can be used to identify facility-specific travel metrics for operational assessments. Neither of these uses of the data requires PII to be effective. In fact, individual traces are less useful than a large number of observations, which would be more conducive to estimating travel conditions.

The location suppression approach follows the same concepts of k-anonymity and l-diversity, but applied to spatiotemporal datasets where location becomes a pseudo-identifier. The following example describes the various ways the data can be parsed.

Sensor Match Example

The sensor match database includes records that can be sorted by UniqueID to reveal a sequential series of trajectories. For example:

2000285_1: 30->29->28->16->36->43->……
2004977_1: 22->30->29->28->16->33->……

Extracting each individual trip segment (i.e., 30->29) results in 9,064 records, and 324 of these records (3.6%) have less than three observations. Each trajectory also has a start time, travel time, and speed. Restricting observations to time period summaries (i.e.,
AM, PM) as typically needed in developing road performance metrics, would restrict the data and increase the likelihood of a trip segment having less than three observations. Further qualifiers on the data (time, day of week, month, etc.) would result in fewer observations and increase the potential that unique records could be identified.

The Terrovitis algorithm expands on this concept and works with the full travel sequences and iteratively suppresses data until a privacy threshold is passed. Terrovitis includes an additional factor in his algorithm that considers an adversary that has additional knowledge of the sum of the data points. As described in our scenarios, it is assumed that all trip ends or trip segment ends are known to a potential adversary (instead of a subset). Applying the Terrovitis approach to this dataset will result in common sequences of trip segments and isolate the uncommon, which could be removed to protect PII in accordance with $k$-anonymity principles. In the two-record example below, the bold trip segments are equivalent:

2000285_1: 30->29->28->16->36->43->…….

2004977_1: 22->30->29->28->16->33->…….

Eliminating the unique segments results in:

2000285_1: 30->29->28->16

2004977_1: 30->29->28->16

Which could then be part of a shared database as the pattern is indistinguishable when unique identifiers are removed. In this particular set of sample data, the sequence of 30->29->28->16 occurred 20 times.

**When to apply the Terrovitis algorithm**

The Terrovitis approach is targeted for situations where an organization is attempting to anonymize trajectory data (sequences of trip end locations) when a potential third dataset exists with some knowledge about the users. The value of the algorithm for Bluetooth or RFID data is in the identification of common sequences of observations that could be used to evaluate OD travel times or corridor travel times. One approach would be to select sequences of trip ends that hold particular value for an end user, such as performance statistics for a particular signalized travel path. Once the select sequence of trip ends or trip segments is established, the database could then be queried for this sequence. As long as the select set has $k$-1 matches, the results can be added to an analysis database. Following this process for a full set of selected trip end or trip segment sequences results in the establishment of a database that is both anonymized as well as useful for the specific user objectives.

The full and original Terrovitis algorithm can be found in Appendix A.
Time to Confusion

Some papers are written to protect users’ traces and identities in real-time, however, we assume that we are discussing these approaches in terms of a centralized data source, where the locations of other users are known to the data producer.

As previously mentioned, employing a technique that loses information (cloaking, suppression) may not provide enough protection, or there may be too much aggregation or suppression to yield usable data for researchers and analysts. Hoh et al. (2010) discuss that the data coarsening approaches (spatial cloaking) fail to provide usable data, for example, probe deployments of 2,000 to 5,500 vehicles are needed for spatial accuracy to remain over 1,000 meters to reach the $k=3$ requirement.

Furthermore, setting up cloaking boxes (aggregating spatial areas) to satisfy $k$-anonymity thresholds does not prevent an attacker from tracing a vehicle across the cloaking boxes, through tying together the longitudinal data on the vehicle. Random subsampling (suppression) of traces or data points reduces risk, but does not provide a risk level value, and leaves those in low traffic areas at risk. Longer sampling intervals do not necessarily decrease the likelihood of home identification. The effectiveness of the approach is related to the length of the trace.

To help retain information, a path confusion perturbation algorithm by Hoh and Gruteser (2005) reduces risk from multi-target tracking (MTT). MTT is used not necessarily as an attacking algorithm, but rather to recreate most likely paths based on general assumptions of users’ movements in the tracking system communities. The path confusion algorithm tries to out-think the MTT attack by confusing the attacker by perturbing trajectories at points where they spatially meet. That is, the traces are switched where paths are crossed, or where the traces are close in distance between “users” and going in the same direction.

A path cloaking algorithm was created by Hoh et al. (2010) to take into account time-to-confusion to allow for outlier paths to be identified and treated for confidentiality purposes. When tracing time increases, the probability of sensitive destinations and the probability of identification increases. Therefore, the “uncertainty-aware path cloaking” (UAPC) approach includes a time-to-confusion metric, and strives to anonymize location traces with emphasis on traces at high risk of target tracking and home identification. The time-to-confusion is the tracking time between two data points where the track to the next sample could not be identified with near certainty. The algorithm minimizes home identifications while limiting the maximum time-to-confusion. The intrigue is that the developers claim to offer guaranteed protection for users that move into the low-density areas.

Risk and data quality impacts

Privacy impact measures include the percentage of occurrences of crossing segments within the radii $R$, or include showing how long an adversary can correctly follow users’ traces. The UAPC takes into consideration measures of uncertainty via various tracking
algorithms and models. The uncertainty of home identification can be measured by clustering the end points of trips and computing a probability of re-identification using the distances of the end points from the centroid of the cluster.

Quality impact measures such as the distance between original and perturbed trajectories are needed. Measures that take into account distance and speed are needed. In terms of distance, the mean location error provides a useful utility measure. To reduce the impact, a radius can be used to constrain the perturbations within the same area. Useful metrics explored by Hoh et al. (2010) include the maximum and median time-to-confusion, road coverage, and home identification rate (done through manually determining the homes for specific traces). The relative road coverage is computed as the fraction of road segments where speed updates were received within a given time interval, weighted by traffic volume of the segments, relative to the road coverage in the original dataset.

**Minimum conditions**

A limitation of the initial path confusion approach is that it requires more traffic to allow for the perturbation to take place, and take place in a way that will not damage the data. The path confusion approach needs enough traffic (authors suggest at least 10 vehicles) at time $t$, and therefore the approach does not protect in low-density scenarios. It also relies on the frequency of parallel segments to crossing segments. The approach also can produce artificial intersections and unlikely location samples. Lastly, the algorithm studies are too complex to be administered in a large dataset with many vehicles.

By design, the more recent UAPC algorithm identifies the low traffic areas, especially home residential areas, and does not release them. The authors also provide an option to modify the algorithm to strengthen protection from revealing sensitive locations (hospitals) by ensuring a level of confusion takes place. The UAPC algorithm takes in GPS data for a specific time interval $t$, and the data producers set the maximum time-to-confusion allowed, and the uncertainty threshold.

**Process for applications**

The earlier path confusion approach could be implemented in various ways on GPS and sensor data. One approach may be to

1. Create segments, which are areas where two paths “meet,” to apply the perturbation approach. The segments have a minimum number of consecutive location samples. The paths must lie near each other and may cross or run parallel.
2. Select segments of paths to apply the algorithm. The amount of computation can be reduced by processing short two-user segments.
3. Create a candidate list of users based on risk criteria. Users that do not cross paths are typically at higher risk.
4. Identify pairs of users to apply the path confusion algorithm by identifying pairs of traces that are close in distance.

The more recently developed UAPC algorithm also applies to GPS data, and sensor data. The steps begin with predicting the position of each vehicle based on prior information. Vehicles are identified and released if they already are less than the maximum time to confusion. Other vehicles are identified and released if their tracking uncertainty is higher than the allowed threshold. For the revealed samples, vehicle information is updated for the point of last confusion and the last visible GPS sample. Therefore, the UAPC algorithm only reveals location samples when the time since the last point of confusion is less than the maximum specified time to confusion, or the tracking uncertainty is above the specified threshold.

Example

Consider the GPSData sample data file that includes 1,574 trips represented as sequences of records containing coordinates. These data were originally collected as part of a travel behavior study and contain full location details for participants, including trip ends such as home and work. If an agency wished to release the data in support of a secondary purpose such as building road segment average speeds, there should be an effort to ensure that private location details (home, work, school, etc.) are protected as well as sequences of travel, which could be used to identify a unique pattern and therefore a unique person.

The Time to Confusion approach to this issue is to identify sequences of GPS data that can be linked simply based on their position, speed, and heading. Those sequences that surpass a user-defined distance are considered unique and excluded from the protected output database. In this example case, trip traces that are indistinguishable from at least two other traces are removed within an intersection-to-intersection segment. Figure 6 shows a portion of the GPSData sample with trip end points highlighted as green circles. The elements of privacy concern are the trip ends and GPS traces that traverse segments where 2 or fewer vehicles traveled.
Running through the Time to Confusion approach results in a dataset that has unique traces of GPS data removed. Additionally, all other unique identifiers are removed such that the resulting database is a simple point database of speeds and times. Figure 7 shows the results for the same sample area shown in Figure 6. This restriction eliminates the possibility of recreating long trip traces but retains the point speed, heading, and timestamp estimates. Trips cannot be reconstructed based on speed and heading because the method ensures that records can be uniquely connected after some user-defined distance or time is removed. This approach has some value for certain applications, but limits the uses to point-level speeds or short-space mean speeds.

A full time-to-confusion algorithm can be found in Appendix B.
Virtual Trip Lines (VTL)

With the advance of science and technology, data collected through mobile sensors such as GPS, include detailed location traces that enable tracking and identifying vehicles and individuals. Mobile data with more detailed spatial information can provide insights on developing new modeling techniques for transportation research. However, it is critical to address the possible privacy breaches for releasing mobile data. The VTL system embeds sophisticated privacy protection techniques into the data collection process. The system ensures that the risk of disclosing privacy is controlled at an acceptable level while maintaining the usefulness of the released data.

As illustrated in Sun et al. (2013), the major component of a VTL system is a trustworthy location proxy server, which collects data transmitted from mobile sensors and applies the developed privacy protection techniques. Later, the processed data are released through an application server. Data users have access only to the application server, but not to the location proxy server where the privacy sensitive information is stored.

The VTL system only collects location traces within VTL zones, which are areas between two geographic marks, usually placed near intersections. The traces between neighboring VTL zones are removed. The basic privacy protection technique is to remove the trace identifiers and assign random IDs. With the anonymized data there are still chances that the intruders can successfully link the short traces of the same vehicle over multiple intersections. Filtering approaches can be applied on top of anonymization to provide further protection. Instead of releasing all vehicle traces captured by the

![Figure 7 - Example of GPSData sample file after techniques are applied](image-url)
location proxy server, only a subset of traces are made available to the application server. Sun et al. (2013) proposed three filtering approaches.

1. **Random sampling.** A portion of the traces, say, 50 percent, are randomly selected and released at each VTL zone. This approach, to some extent, reduces the likelihood of an intruder tracking traces of the same vehicles across zones, but does not take the tracking probability into account.

2. **Individual tracking probability-based filtering.** The decision of releasing or suppressing a trace is based on the individual tracking probability. For example, only release the traces with tracking probability smaller than 0.2. This guarantees that no more than 20 percent of the traces can be successfully tracked. The individual tracking probability depends on path likelihood and travel time distribution. For a given pair of upstream and downstream zones, the path likelihood is calculated as the proportion of the traces that pass both zones. Sun et al. (2013) assumes the travel time of a vehicle between two VTL zones follows a log-normal distribution.

3. **Entropy-based filtering.** This approach is mathematically related to individual tracking-probability filtering but can sometimes have different privacy implications. The entropy-based filtering technique attempts to measure the overall risk in a dataset. The dataset can be released if the risk is lower than an acceptable level. On the other hand, the objective of the individual tracking probability-based filtering is to suppress individual traces that are subject to high privacy risk.

All three filtering approaches make it more difficult to conduct successful links to the anonymized short traces, and therefore the approaches keep the privacy risk under control. In an evaluation study, Sun et al. (2013) showed that the individual probability- and entropy-based approaches provide better privacy protection than the random filtering approach, while retaining similar level of data utility.

**Example**

Using the GPSData from the sample datasets, a selected set of four major intersections was selected. At each intersection, a 100-meter buffer was defined and GPS data within that buffer was extracted. Figure 8 shows the raw GPS data and the four buffers. Once extracted, identifiers such as PersonID are removed and replaced with a unique ID for each trace through each buffer area (no connection between GPS records in different intersection buffers). Figure 9 shows the extracted GPS data. This resulting database is useful for evaluating the intersection vehicle dynamics while eliminating any potential PII issues. It should be noted that this approach is not limited to intersections, but any spatial extraction defined by the user. While not explicitly mentioned in VTL, users of this approach should ensure that extracted sections do not include trip end information or very small result sets.
Risk and data quality impacts

Measures of the privacy impact depend on adversary models. Assume an intruder attempts to link traces between two VTL zones by accounting for travel time and speed of travel. The travel time can be estimated by the length between two zones divided by the average travel speed. The average speed is calculated based on the speeds reported in each pair of VTL zones. Knowing the departure time at an upstream zone, the intruder can estimate the arrival time at a downstream zone. The intruder may make an inference
that among all the traces entering the downstream zone, the trace with the closest arrival time belongs to the same vehicle. In the evaluation, Sun et al. (2013) computed the risk measures including the percentage of tracked traces among all released traces and the percentage of correct inferences among all inferences an intruder can make using the model.

The quality of released data can be evaluated with respect to whether the data are sufficient for the travel models in which the data users are interested. Sun et al. (2013) used the real-time queue-length estimation model (Ban et al., 2012). In general, the more data are released, the more successfully the travel models work. The metric (such as filtering rate or threshold) used in the filtering approaches should be chosen carefully to balance the privacy protection and data utility. In other words, the privacy risk needs to be kept at an acceptably low level while achieving the targeted success rate of travel models.

Minimum conditions

Prior to implementing the VTL-zone system and filtering approaches, experiments should be conducted to determine proper privacy metric using historical data. The determination of privacy level should account for not only the adversary models, but also different travel networks, geographic locations, data users, and the availability of historic or other external data. A limitation of the individual probability- and entropy-based approaches is that the filtering process targets the traces of high privacy risk. Without doing appropriate adjustment, the travel models that are based on the released data may be biased. The random filtering approach does not have this concern.

Process for applications

The filtering approaches in the VTL-zone system could be implemented on GPS and sensor data in the following steps.

1. Define the VTL zones.
2. Remove the traces between the VTL zones.
3. Remove the identifiers of the traces within the VTL zones and assign a random ID.
4. For a vehicle passing a given upstream VTL zone, model its probability of passing the neighboring downstream VTL zone, using travel time from one zone to the other.
5. Implement the three filtering approaches, respectively. The individual probability- and entropy-based approaches use the estimated probability in Step 2 to determine the privacy metric for filtering.
6. Evaluate the filtering approaches using the measures of privacy and data quality impact. Adjust the privacy metric, if necessary, to satisfy the desired level of privacy. Step 3 and Step 4 may need to be repeated a few times.
A full VTL algorithm can be found in Appendix C.

**Further work on VTL**

Further work may be done to evaluate the impact of individual probability- and entropy-based filtering approaches on the success rates of specific travel models, with and without adjustment to account for targeted filtering. Also, the privacy protection techniques can be tested and further improved using more sophisticated adversary models and data collected from different scenarios in the real world.

Table 3 lists the anonymization methods identified during the literature review and highlights those methods deemed the most valuable for further exploration based on four end-use scenarios. Those methods listed as “high” have significant relevance as an anonymization method. Likewise, “low” or blank methods are unlikely to be helpful in the designated use case. The first two methods (Safe harbor protection and k-anonymity/l-diversity/t-closeness) are generic concepts that can be universally applied. They are valuable to all anonymization efforts. The remaining methods are targeted techniques for special data and end-use circumstances.

**Table 3 - Relevance of protection methods for scenarios**

<table>
<thead>
<tr>
<th>Protection Method</th>
<th>Fixed-sensor travel time study</th>
<th>Fixed-sensor OD study</th>
<th>Mobile device traffic study</th>
<th>Mobile device travel behavior study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safe Harbor identifier protection</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>K-anonymity/L-diversity/T-closeness</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Geographic masking</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>Spatial and temporal cloaking</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>“CliqueCloak”</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Path confusion</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>Location suppression</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>“Never Walk Alone”</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>“Time to Confusion”</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>Mix-Zone algorithm</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>Virtual trip lines (VTL)</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>

**Future Research Needs**

This review of anonymization methods illustrated two important issues that transportation agencies should consider when collecting, analyzing, and sharing data. First, the guidance on the legal requirements for PII protection in spatial data is lacking. Many of the policies and methods conducted by agencies may be locally defined in the
absence of specific industry guidance. PII issues that are prominent in other disciplines (i.e., health research) are sometimes not strongly considered in transportation data.

The second issue is that maximizing data utility while simultaneously protecting PII requires the knowledge and implementation of specific technical methods. An approach to generate data in support of an OD analysis may be very different from an approach that targets segment-level speeds. Transportation agencies are encouraged to ensure that their approach targets the objectives mentioned in this research: protect Safe Harbor identifiers, use k-anonymity principles to protect pseudo-identifiers, and protect the sequences of behavioral data that can be connected to \( k-1 \) individuals. A generally accepted value \( k \) is 3, however, larger values offer more protection.

Mathematical solutions will continue to evolve in transportation as the issue of PII protection gains importance. Advances in connected vehicles and consumer-based passive data products suggest that microdata availability will continue to increase. This development is beneficial to the transportation community as it provides a wealth of observational information to evaluate performance and support forecasts. Future research in PII protection should expand on reviews of existing methods (as described in this document) and target mathematical solutions for specific datasets and end uses. This approach will allow the development of better alternatives as opposed to trying to force an existing method / solution that may have been defined for a different purpose.
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Appendix A - Terrovitis Algorithm

The full published Terrovitis algorithm (Terrovitis, 2008) is shown in Figure 10 and includes a routine for estimating privacy breaches.

**Algorithm 1** Anonymization algorithm

- **Anonymization** $(T, P_{br})$
  1: Construct projection DB $T_i$ for each attacker $i \in \mathcal{Y}$
  2: $\text{Breach Identification}(T_i, P_{br})$ \Comment*{call Alg. 2}
  3: $T' := T$ \Comment*{Initialize output database}
  4: while there are still privacy breaches do
  5: \hspace{1em} $U(t'_x, t''_y) := \text{lowest cost unification (} t'_y \subset t'_x, t''_y \text{ and/or } t'_y \text{ are problematic)}$
  6: \hspace{2em} for all $t'' \in S(t'_{x}, T')$ do \Comment*{trajectories in $T'$ supporting $t'_x$}
  7: \hspace{3em} Suppress all $p \in t''$, $p \in t'_x$, $p \notin t''_y$
  8: \hspace{2em} remove $t''$ from $T'$ \Comment*{not supported anymore in $T'$}
  9: \hspace{1em} $\text{Breach Identification}(T', P_{br})$

**Algorithm 2** Identification of privacy breaches

- **Breach Identification** $(T, P_{br})$
  1: for all $i \in \mathcal{Y}$ do \Comment*{Initialization}
  2: \hspace{1em} for all $p_j \notin \mathcal{P}_i$, do
  3: \hspace{2em} for all $t^i \in T_i$ do
  4: \hspace{3em} $\text{sup}(p_j, t^i, T) := 0$
  5: \hspace{1em} for all $t \in T'$ do \Comment*{DB scan to update counters}
  6: \hspace{2em} for all $i \in \mathcal{Y}$ do
  7: \hspace{3em} $t^i := \text{projection of } t \text{ in } T_i$
  8: \hspace{3em} if $t^i \neq \emptyset$ then
  9: \hspace{4em} for all $p_j, p_j \in t, p_j \notin \mathcal{P}_i$ do
  10: \hspace{5em} $\text{sup}(p_j, t^i, T)++$
  11: \hspace{1em} for all $i \in \mathcal{Y}$ do \Comment*{Initialization}
  12: \hspace{2em} for all $p_j \notin \mathcal{P}_i$, do
  13: \hspace{3em} for all $t^i \in T_i$ do
  14: \hspace{4em} if $\frac{\text{sup}(p_j, t^i, T)}{S(t^i, T)} > P_{br}$ then
  15: \hspace{5em} Mark $(p_j, t^i)$ as problematic

---

**Figure 10 - Terrovitis algorithm**
Appendix B - Time-to-Confusion Algorithm

An implementation of the time-to-confusion algorithm (Hoh, 2010) is as follows:

1: // Determines which location samples can be release while maintaining privacy guarantee.
2: releaseSet = releaseCandidates = {}  
3: for all vehicles v do  
4:     if start of trip then  
5:         v.lastConfusionTime = t  
6:     else  
7:         v.predictedPos = v.lastVisible.position + (t-v.lastVisible.time) * v.LastVisible.speed  
8:     end if  
9:  
10: if t - v.lastConfusionTime < confusionTimeout then  
11:     add v to releaseSet  
12: else  
13:     // consider release of others dependent on uncertainty  
14:     v.dependencies = k vehicles closest to the predictedPos  
15:     if uncertainty(v.predictedPos, v.dependencies) > confusionLevel then  
16:         add v to releaseCandidates  
17:     end if  
18: end if  
19: end for  
20:  
21: // prune releaseCandidates  
22: for all v ∈ releaseCandidates do  
23:     if ∃ w ∈ v.dependencies, w ∋ releaseCandidates ∪ releaseSet then  
24:         if uncertainty(v.predictedPos, v.dependencies ∩ (releaseCandidates ∪ releaseSet)) < confusionLevel then  
25:             delete v from releaseCandidates  
26:         end if  
27:     end if  
28: end for  
29: end for  
30: repeat pruning until no more candidates to remove  
31: releaseSet = releaseSet ∪ releaseCandidates  
32:  
33: // release GPS samples and update time of confusion  
34: for all v ∈ releaseSet do  
35:     publish v.currentGPSSample  
36:     v.LastVisible = v.currentGPSSample  
37:     neighbors = k closest vehicles to v.predictedPos in releaseSet  
38:     if uncertainty(v.predictedPos, neighbors) > ¼ confusionLevel then  
39:         v.lastConfusionTime = t  
40:     end if  
41: end for
Appendix C - Virtual Trip Lines (VTL) Algorithm

An implementation of the VTL algorithm (Hoh, 2012) is as follows:

```
Algorithm 1 Tripline Crossing Detection Algorithm
1: \( \theta \) = thresholdToSwitchBadToGood
2: \( T \) = subsampling interval
3: for all GPS sample \( l \) do
4:   if PrevLocationFiltered is null then
5:     CurrLocationFiltered = LastGoodRefPoint = \( l \);
6:     LastLocationUpdateTimestamp = \( l \); goto TripLineChecking;
7:   end if
8:   TimeGap = \( l \), LastLocationUpdateTimestamp;
9:   LastLocationUpdateTimestamp = \( l \);
10:  if TimeGap is too large then
11:    LastGoodRefPoint = \( l \); LastBadRefPoint = null; \( n \) = 0;
12:   CurrLocationFiltered = \( l \); PrevLocationFiltered = null;
13:   goto TripLineChecking;
14: end if
15:  Calculate speed against LastGoodRefPoint;
16:  if a vehicle has not moved far enough then
17:    LastBadRefPoint = null; \( n \) = 0; CurrLocationFiltered = null;
18:    goto TripLineChecking;
19:  else if speed glitch is true then
20:    Re-calculate speed against LastBadRefPoint;
21:    if speed glitch is false then
22:      if \( n \) is greater than \( \theta \) then
23:        \( n \) = 0; LastBadRefPoint = null; LastGoodRefPoint = \( l \);
24:        filteredLoc = SmoothingFilter(LastBadRefPoint, \( l \));
25:        CurrLocationFiltered = checkReportingInterval(filteredLoc, \( T \));
26:      end if
27:      goto TripLineChecking;
28:    end if
29:    LastBadRefPoint = \( l \); goto TripLineChecking;
30: end if
31: \( n \) = 0; filteredLoc = SmoothingFilter(LastGoodRefPoint, \( l \));
32: LastBadRefPoint = null; LastGoodRefPoint = \( l \);
33: CurrLocationFiltered = checkReportingInterval(filteredLoc, \( T \));
34: // TripLineChecking
35: if both CurrLocationFiltered and PrevLocationFiltered not null then
36:   traj = SetTrajectory(PrevLocationFiltered, CurrLocationFiltered);
37:   for all trilines \( j \) in each tile(i) do
38:     if tile(i).status is valid then
39:       trilinedCrossed = CheckCrossing(triline \( j \), traj);
40:       if trilinedCrossed is true then
41:         Compute speed and heading with traj for trilineMeasurement;
42:       end if
43:     end if
44:   end for
45: end if
46: if CurrLocationFiltered is null then
47:   PrevLocationFiltered = CurrLocationFiltered;
48: end if
49: end for
```

Figure 11 - VTL algorithm by Hoh, 2012