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NOMENCLATURE 

#200 Percentage of soil passing No.200 sieve 
a Width of pier 
α 

0α  
Contraction transition angle  
Turning angle between the surface streamline direction and the upstream 
approaching direction 

1A  Total flow area in the approach section immediately upstream of the abutment 

2A  Total flow area in the contracted section 

1fA  Flow area on the floodplain in the approach section immediately upstream of the 
abutment 

2fA  Flow area on the floodplain in the contracted section 

βa Slope of abutment 

βm Slope of main channel 
C 

_ maxfC  
Chezy’s coefficient 

Maximum friction coefficient 

_f centerC  Friction coefficient along the channel center and in the middle of the abutment 

f vwC − � Maximum bed friction coefficient around a vertical wall  

f cpC − � Maximum bed friction coefficient for circular pier 

Cr� Unit discharge ratio / ( )r total total blockedC Q Q Q= −  

d1 

 

ddeck 

Distance from water surface to the low chord of the bridge at upstream face of the 
bridge 
Thickness of bridge deck 

D Hydraulic diameter  
D50 Median diameter of sediment 

rD  Middleton’s dispersion ratio 

ε Average height of the roughness elements 

f Friction factor obtained from Moody chart 
Fr Froude number based on V1 and yf1 
Fr(Pier) Froude number based on V1 and a 
Frc(Pier) Critical Froude number based on Vc and a 
Frf2 Froude number based on Vf2 and yf1 
Frm2 

Frfc 
Froude number based on V2 and ym1 

Froude number based on Vc and yf1 
Frmc Critical Froude number based on Vmc and ym1 
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g 
γ 

Gravitational acceleration 
Unit weight of water 

Gs Specific gravity of cohesionless soil 
h Distance from the low chord of the bridge to the river bottom before scour starts 
kα Correction factor of the contraction transition angle for τmax 
kc 

Crk  
Correction factor of channel conveyance ratio for τmax 

Correction factor of discharge ratio for τmax 
kFr Correction factor of Froude number for τmax 
kL Correction factor of the abutment location for τmax 
ko Correction factor of overtopping for τmax 
kθ Correction factor of attack angle for τmax 

kR Correction factor of contraction ratio for τmax 
ks 
ksh 

Correction factor of abutment shape for τmax 
Correction factor of aspect ratio for τmax 

kWa Correction factor of the contraction length for τmax 
K1 Correction factor of pier or abutment shape for maximum abutment or pier scour 

depth 
K2 Correction factor of attack angle for maximum abutment or pier scour depth 

IK
 

fK
 

GK  

KL 

Correction factor for flow intensity 

Correction factor for spiral flow at the abutment toe 

Correction factor for channel geometry 

Correction factor of the abutment location for maximum abutment scour depth 
Ksp Correction factor of the pier spacing for maximum pier scour depth 
Kp 

vK  
Correction factor of pressure flow for maximum abutment scour depth 
Ratio of velocity at the abutment toe to the mean velocity in the contracted section 

Kw Correction factor of water depth for maximum abutment or pier scour depth 
L’ Length of embankment projected normal to flow 
L1 Width of channel at approach section 
L2 Width of channel at contracted section 
Lf Width of floodplain 
Lm Half width of main channel 

M Discharge contraction ratio total block

total

Q Q
M

Q
� �−=� �
� �

 

n Manning’s coefficient 
ν Kinematic viscosity of water 
θ Attack angle 
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PI Plasticity index (%) 
p Pressure (N/m2) 
q1 Unit discharge at approach section 
q2 Unit discharge around abutment 
Qblock Discharge blocked by bridge embankment defined by approach average velocity 

on flood-plain times the area extending the bridge to approach section 
Qtotal Total discharge 
Qfp1 Discharge on the floodplain in the approach section immediately upstream of the 

abutment 
ρ Unit mass of water 
Rh Hydraulic radius 
Re Reynolds number based on a or Wa 
S Spacing of group piers or the energy slope 
SAR Sodium adsorption ratio 
Si Initial slope at the origin of the erosion function ( )/

i
dz dτ= �  

Su Undrained shear strength of soil 

t Elapsed time after start of scour 
te Equivalent time necessary for the highest velocity in the hydrograph to create the 

same scour depth as the entire hydrograph 
thydro Duration of the hydrograph 
τapproach 
τb 

Approach bed shear stress 
Bed shear stress 

τc Critical shear stress 
*
maxτ  

τmax(Abut) 

Shear stress increment due to abutment alone 

Maximum shear stress of around abutment 

τmax(Cont) Maximum shear stress of in the middle of channel 
τmax(Pier) 

τs 
Maximum shear stress of around pier 
Bed shear strength at depth z below initial bed-fluid interface 

V1 Approach average velocity 
Vf1 Approach average velocity on the floodplain 
Vf2 Velocity around the toe of the abutment 

Vfc0 Critical velocity on the floodplain without back water effect 
Vfc Critical velocity on the floodplain 

Vmax Maximum velocity in the hydrograph 
Vmc Critical velocity in the main channel 
ω � Vorticity at the point 
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noseω  

W 

Vorticity at the spur dike nose 
Water content (%) 

Wa Top width of the abutment or length of contraction channel 

Conty  Total flow depth of scour in the contracted section (ym1+ys(Cont)) 

yf0 Water depth at the approach section on the floodplain without back water effect 
yf1 Water depth at the toe of the abutment estimated as the water depth immediately 

upstream of the toe of the abutment 
ymax Total flow depth of abutment scour depth (yf1+ys(Abut)) 
ym1 Water depth in the main channel at immediately upstream of bridge contraction 
ys(Abut) Maximum abutment scour depth adjacent to the toe of the abutment 
ys(Cont) Maximum contraction scour depth in the middle of channel 
ys(Pier) Maximum pier scour depth 
ys(t) Scour depth at time t 

fz�  

iz�  

Erosion rate when 0=− sττ  

Initial rate of scour 

,i meanz�  Mean initial rate of scour corresponding to the maximum velocity 
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EXCUTIVE SUMMARY 

 
The following definitions are used in this presentation for open channel flow near a bridge 
(Fig. 1) and for pressure flow near a bridge abutment (Fig. 2). 

 

 
 

Fig. 1 – Definitions for open channel flow near a bridge abutment 
 

 
Fig. 2 – Definitions for pressure flow near a bridge abutment 
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The new approach is established for calculating the depth of the scour hole near an abutment 
and in the main channel constructed on a soil characterized by EFA curves or equivalent and 
subjected to a velocity hydrograph. This depth is called the final depth of scour (at the end of the 
hydrograph) not to be confused with the maximum depth of scour which is the depth reached for 
a chosen velocity sustained for an infinite time. This approach will be automated by a computer 
program (SRICOS-EFA). Note that the equations proposed are not limited to cohesive soils since 
they include a soil parameter able to represent any soil. 
The proposed method makes use of samples collected at the site to obtain, as a minimum, the 
classification characteristics of the soil. One can either use the EFA to obtain the erodibility 
curves (preferred approach for final design) or the proposed charts (one for velocity and one for 
shear stress) below to obtain an estimate of the erodibility curve (acceptable for preliminary 
design). Note that with these recommended charts, the engineer can obtain the critical velocity of 
the soil by simply classifying the soil and reading the chart at an erosion rate of 0.1 mm/hr set as 
the threshold for erosion. Note also that some caution needs to be exercised as the velocity also 
depends on the water depth. 
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Fig. 3 – Proposed erosion categories for soils and rocks based on velocity 
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Fig. 4 – Proposed erosion categories for soils and rocks based on shear stress 

Once the soil erodibility is classified, HEC-RAS is used to obtain hydraulic information 
including the unit discharge, the velocity, and the water depth near the abutment. Knowing the 
soil erosion function and the velocity, one can proceed with equations generated from the flume 
tests and the numerical simulations that we conducted. The equations give two parameters: the 
maximum depth of abutment scour (abutment scour depth plus contraction scour depth) and 
contraction scour depth at the center of channel, and the initial maximum shear stress around 
abutment and the center of channel on the river bottom before the scour starts. If only the 
maximum depth of scour is needed, one just uses the maximum depth of scour equation (Method 
A). To take advantage of the slow erosion process of an erosion resistant soil, one can use the 
time rate of erosion method proposed (HEC-18 Clay or Method B). This method consists of 
calculating the scour depth accumulated each day during the design life or remaining life of the 
bridge. This requires a hydrograph or the knowledge of Q100 and Q500, whichever is available 
at the site. A short cut to that method is to use a time compression concept to regroup the effect 
of the whole hydrograph into one time step called the final equivalent time (Method C). The final 
equivalent time is the time necessary for the highest velocity in the hydrograph to create the 
same scour depth as the entire hydrograph. In this case, the time rate calculations are 
significantly reduced and can be done on the back of an envelope. 
 
The steps for Methods A, B, and C are shown below. The SRICOS-EFA computer program which 
is available free of charge on the web automates the steps of Method B. It will be updated to 
include abutment scour. 
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ABUTMENT SCOUR CALCULATION 
Method A 
 

1. Collect samples at the site.  
2. Test the samples in the EFA to get the erodibility curves or use the proposed soil 

erosion charts.  
3. Describe the geometry of the abutment (length, width, shape and skew angle).  
4. Describe the geometry of the river (main channel width, flood plain width left, flood 

plain width right, main channel to flood plain transition slope, flood plain bank slope, 
Manning coefficient and longitudinal slope of the river. 

5. Run HEC-RAS to obtain the water depth immediately upstream of the toe of the 
abutment and the velocity at bridge section corresponding to the design flood. 

6. Use the maximum abutment scour equation (Eq. 1) to calculate the maximum scour 
depth ( )s Abuty  . 

 
Method B 
 

1. Collect samples at the site.  
2. Test the samples in the EFA to get the erodibility curves or use the proposed soil 

erosion charts.  
3. Describe the geometry of the abutment (length, width, shape and skew angle) . 
4. Describe the geometry of the river (main channel width, flood plain width left, flood 

plain width right, main channel to flood plain transition slope, flood plain bank slope, 
Manning coefficient and longitudinal slope of the river)  

5. Input the flow hydrograph. 
6. Run HEC-RAS to obtain the relationship between the flow and velocity at bridge 

section, and the flow and water depth immediately upstream of the toe of the abutment. 
7. Transform the flow hydrograph into a bridge section velocity hydrograph and a water 

depth hydrograph for immediately upstream of the toe of the abutment.  
8. Calculate the maximum scour depth ( )s Abuty  for the ith velocity on the hydrograph (Eq. 

1).  
9. Calculate the initial maximum shear stress maxτ  around the abutment for the ith 

velocity (before the scour hole development) (Eq. 2) . 
10. Read the initial scour rate corresponding to the initial maximum shear stress maxτ  on 

the appropriate EFA curve. 
11. Use the results of steps 8 and 10 to construct the scour depth versus time curve for the 

ith velocity.  
12. Calculate the equivalent time for the ith velocity and the curve of step 11. The 

equivalent time for the ith velocity is the time necessary for the highest velocity in the 
hydrograph up to the ith time step to create the same scour depth as the hydrograph 
from start to the ith time step. 

13. Read the additional scour depth contributed by the ith velocity during the ith time step.  
14. Repeat steps 8 to 13 for the entire hydrograph.  
15. Output the scour depth versus time and read the final scour depth at the end of the 



xxx 
�

hydrograph period.  
Method C 
 

1. Collect samples at the site.  
2. Test the samples in the EFA to get the erodibility curves or use the proposed soil 

erosion charts.  
3. Describe the geometry of the abutment (length, width, shape and skew angle).  
4. Describe the geometry of the river (main channel width, flood plain width left, flood 

plain width right, main channel to flood plain transition slope, flood plain bank slope, 
Manning coefficient and longitudinal slope of the river. 

5. Obtain the flow hydrograph. 
6. Run HEC-RAS to determine the relationship between the flow and velocity at bridge 

section, and the flow and water depth immediately upstream of the toe of the abutment. 
7. Transform the flow hydrograph into a bridge section velocity hydrograph and a water 

depth hydrograph for immediately upstream of the toe of the abutment.  
8. Obtain the maximum velocity and corresponding water depth in the hydrograph. 
9. Calculate the initial maximum shear stress maxτ  around the abutment (before the scour 

hole develops) (Eq. 2) for the maximum velocity in the hydrograph  
10. Read the initial scour rate corresponding to the initial maximum shear stress maxτ  on 

the EFA curve for the soil. 
11. Calculate the maximum scour depth ( )s Abuty  around the abutment (Eq. 1) for the 

maximum velocity in the hydrograph  
12. Use the results of steps 10 and 11 to construct the scour depth versus time curve for the 

maximum velocity in the hydrograph (Eq. 3) 
13. Calculate the final equivalent time for the entire hydrograph. The final equivalent time 

for the entire hydrograph is the time necessary for the highest velocity in the 
hydrograph to create the same scour depth as the entire hydrograph. 

14. Read the final scour depth corresponding to the final equivalent time on the scour 
depth versus time curve of step12 

 
 
Abutment maximum scour depth equation  
The equation is presented below  

( )( ) 0.28
1 2 2 2

1

243 Re 1.65s Abut
L G p f f fc

f

y
K K K K K Fr Fr

y
−= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ −   (1) 

where ( )s Abuty  = the maximum abutment scour depth adjacent to the toe of the abutment 

 1fy = water depth at the toe of the abutment estimated as the water depth immediately 
upstream of the toe of the abutment (the reason the water depth immediately upstream of 
the toe of the abutment in the uncontracted section is the best estimate of the water depth 
at the toe of the abutment for scour depth calculations is as follows: at the beginning of 
the scour hole development the water depth at the toe of the abutment is quite different 
from the water depth at the end of the scour hole development process. In the long term 
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the water depth at the toe of the abutment is equal to the water depth immediately 
upstream of the toe of the abutment in the uncontracted section plus the abutment scour 
depth). In the case of pressure flow, 1fy = h which is the distance between the low chord 
of the bridge deck and the bottom of the channel before scour develops (clearance under 
the bridge). 

 1K  = correction factor for the abutment shape  

1

1.22 for Vertical-wall abutment
1.0 for Wing-wall abutment
0.73 for Spill-through abutment with 2:1Slope
0.59 for Spill-through abutment with 3:1Slope

K

�
�
�= �
�
��

  

2K  = correction factor for the abutment skew  

 2

1.0 0.005 90 60 120

0.85

for
K

otherwise

θ θ� − − ° ° ≤ ≤ °�= �
��

 

GK  = correction factor for the channel geometry 

 
1.0          for compound channel
0.42     for rectangular channelGK
�

= �
�

 

LK  = correction factor for the abutment location 
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 pK  = correction factor for pressure flow 
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1d = distance from water surface to the low chord of the bridge at upstream face of the 
bridge 

h = distance from the low chord of the bridge to the river bottom before scour starts 

2( )AbutFr ��Froude number around the toe of abutment, defined as� 

2
2( )

1

f
Abut

f

V
Fr

g y
=

⋅
 

 fcFr = critical Froude number around the toe of abutment, defined as 

  
1

c
fc

f

V
Fr

g y
=

⋅
 

2Re f = Reynolds number around the toe of abutment, defined as 
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 2fV = velocity around the toe of the abutment, defined as      
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 totalQ = the total discharge,  

1fpQ = the discharge on the floodplain in the approach section immediately upstream of 
the abutment 

1A = total flow area in the approach section immediately upstream of the abutment,  

2A = total flow area in the contracted section 
 1fA = flow area on the floodplain in the approach section immediately upstream of the 

abutment 
2fA = flow area on the floodplain in the contracted section 

'fL L− = width of floodplain at contracted section (abutment setback from main channel) 

fcV = critical velocity for the material around the toe of the abutment, defined as 

    
( )1/6

1f c
fc

y
V

n g
τ

ρ
= ⋅

⋅
 

 
 

Abutment maximum shear stress equation  
The equation is presented below  

0.45max
2

1

12.45ReCr sh Fr s sk L ok k k k k k k
V

τ
ρ

−= ⋅     (2) 

where maxτ  = the maximum bed shear stress at the interface between the water and the river 
bottom near the abutment toe. 

Crk  = correction factor for channel conveyance ratio 

shk  = correction factor for the aspect ratio of the approach embankment 

Frk  = correction factor for Froude number 

sk  = correction factor for abutment shape 
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skk  = correction factor for skew angle 

ok  = correction factor for overtopping 
ρ  = mass density of water 

1V  = upstream mean depth velocity in line with abutment edge 

eR  = Reynolds number, defined as /e aR VW ν=  
ν  = kinematic viscosity 

aW  = top width of the abutment 

rF  = Froude number, defined as /rF V gy=  
g  = acceleration due to gravity 
y  = upstream water depth in line with abutment edge 

'L = projected abutment length normal to the flow direction 

1q  = unit discharge at approach section 

2q  = unit discharge around abutment 

fL = width of the flood plain 

1d = distance from the water surface to the low chord of the bridge at upstream face of the 
bridge 

h = distance from the low chord of the bridge to the river bottom before scour starts 
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 Fig. 5 – Correction factor of overtopping flow 
 

Scour depth versus time curve equation  
This equation describes the scour depth versus time curve: 

( )

 ( )

( )
1s Abut

i s Abut

t
y t

t
z y

=
+

�

      (3) 

where ( ) ( )s Abuty t = abutment scour depth (abutment scour depth plus contraction scour depth) at 
time t 

t  = elapsed time after start of scour 

iz� = initial rate of scour 

 ( )s Abuty = maximum depth of scour near toe of abutment 
 
 
 

( )10.92 / 1.0o deckk d d= +

( ) ( )2
1 10.21 / 1.27 / 2.97o deck deckk d d d d= − +

1.0ok =�	
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CONTRACTION SCOUR CALCULATION 
 

Method A 
1. Collect samples at the site  

2. Test the samples in the EFA to get the erodibility curves or use the proposed soil 
erosion charts.  

3. Describe the geometry of the abutment (length, width, shape, skew angle).  

4. Describe the geometry of the river (main channel width, flood plain width left, flood 
plain width right, main channel to flood plain transition slope, flood plain bank slope, 
Manning coefficient, and longitudinal slope of the rive 

5. Run HEC-RAS to obtain the velocity and water depth corresponding to the design 
flood. 

6. Use the maximum abutment scour equation (Equation (4)) to calculate the 
maximum scour depth ( )s Conty  . 

Method B 
1. Collect samples at the site  

2. Test the samples in the EFA to get the erodibility curves or use the proposed soil 
erosion charts.  

3. Describe the geometry of the abutment (length, width, shape, skew angle). 

4. Describe the geometry of the river (main channel width, flood plain width left, flood 
plain width right, main channel to flood plain transition slope, flood plain bank slope, 
Manning coefficient, and longitudinal slope of the river)  

5. Input the flow hydrograph. 

6. Run HEC-RAS to obtain the relationship between the flow and velocity, and the flow 
and water depth 

7. Transform the flow hydrograph into a velocity hydrograph and a water depth 
hydrograph  

8. Calculate the maximum scour depth ( )s Conty  for the ith velocity on the hydrograph 
(Equation (4))  

9. Calculate the initial maximum shear stress max( )Contτ  at the center line of channel for 
the ith velocity (before the scour hole develops) (Equation (5))  

10. Read the initial scour rate corresponding to the initial maximum shear stress 
max( )Contτ  on the appropriate EFA curve 

11. Use the results of steps 8 and 10 to construct the scour depth versus time curve for 
the ith velocity  
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12. Calculate the equivalent time for the ith velocity and the curve of step 11. The 
equivalent time for the ith velocity is the time necessary for the highest velocity in the 
hydrograph up to the ith time step to create the same scour depth as the hydrograph 
from start to the ith time step. 

13. Read the additional scour depth contributed by the ith velocity during the ith time step  

14. Repeat steps 8 to 13 for the entire hydrograph  

15. Output the scour depth versus time and read the final scour depth at the end of the 
hydrograph period.  

Method C 
1. Collect samples at the site  

2. Test the samples in the EFA to get the erodibility curves or use the proposed soil 
erosion charts.  

3. Describe the geometry of the abutment (length, width, shape, skew angle)  

4. Describe the geometry of the river (main channel width, flood plain width left, flood 
plain width right, main channel to flood plain transition slope, flood plain bank slope, 
Manning coefficient, and longitudinal slope of the river. 

5. Obtain the flow hydrograph. 

6. Run HEC-RAS to determine the relationship between the flow and velocity, and the 
flow and water depth 

7. Transform the flow hydrograph into a velocity hydrograph and a water depth 
hydrograph  

8. Obtain the maximum velocity and corresponding water depth in the hydrograph 

9. Calculate the initial maximum shear stress max( )Contτ  at the center line of channel 
(before the scour hole develops) (Equation (5)) for the maximum velocity in the 
hydrograph  

10. Read the initial scour rate corresponding to the initial maximum shear stress 
max( )Contτ  on the EFA curve for the soil. 

11. Calculate the maximum contraction scour depth ( )s Conty  in the main channel 
(Equation (4)) for the maximum velocity in the hydrograph.  

12. Use the results of steps 10 and 11 to construct the scour depth versus time curve for 
the maximum velocity in the hydrograph (Equation (7)) 

13. Calculate the final equivalent time for the entire hydrograph. The final equivalent 
time for the entire hydrograph is the time necessary for the highest velocity in the 
hydrograph to create the same scour depth as the entire hydrograph (Equation (6).  

14. Read the final scour depth corresponding to the final equivalent time on the scour 
depth versus time curve of step12 
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Contraction maximum scour depth equation  

( )( )
2

1

2.21 1.31s Cont
m mc

m

y
Fr Fr

y
= −     (4) 

where ys(Cont) is the maximum contraction scour depth, ym1 is the main channel depth at the 

approach section, 2
2

1
m

m

V
Fr

gy

� �
=� �
� �
	 


 is the Froude number of the main-channel at the bridge section, 

1/3
11

/cmc
mc

mm

V
Fr

gnygy

τ ρ� �
= =� �
� �
	 


 is the critical Froude number of the main-channel, V2  is the average 

velocity at the contracted section obtained by HEC-RAS, Vmc is the critical velocity in the main 
channel, cτ  is the critical shear stress, n is Manning’s roughness coefficient, and ρ is the water 
density. 

 

Contraction maximum shear stress equation  
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2 2 3
max( ) 1Cont R L hk k k n V Rθτ γ
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=               (5) 

 

where 
max( )Contτ  =contraction maximum shear stress at the center line of channel 

 γ = unit weight of water 

hR = hydraulic radius of approach section 

1A = the approach channel area 

aW = top width of bridge abutment 

n = Manning’s coefficient 

1V  = average approach velocity 

2A = the channel area at the bridge section 

α  = the contraction transition angle 
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Final equivalent time equation  
The final equivalent time te refers to the entire hydrograph; it is the time necessary for the 

highest velocity in the hydrograph to create the same scour depth as the entire hydrograph. 

 

Contraction Scour 

( ) ( )( ) ( )( ) ( )( )1.648 0.6050.4242

max ,
m mmhrs 644.32 years s hre hydr i meant t V z

−
= ⋅ ⋅ ⋅ �   (6) 

where ( )hrset = equivalent time necessary for the highest velocity in the hydrograph to create the 
same scour depth as the entire hydrograph 

( )yearshydrot = the duration of the hydrograph 

( )max m/sV = maximum velocity in the hydrograph 

( )mm/hriz� = initial rate of scour corresponding to the maximum velocity 

( ), mm/hri meanz� = mean initial rate of scour corresponding to the maximum velocity 
 

Scour depth versus time curve equation  
This equation describes the scour depth versus time curve: 

( )

 ( )

( )
1s Cont

i s Cont

t
y t

t
z y

=
+

�

      (7) 

where ( ) ( )s Conty t = contraction scour depth at time t 

t  = elapsed time after start of scour 

iz� = initial rate of scour 

 ( )s Conty = maximum depth of scour near toe of abutment 

 
The abutment scour depth prediction methodology is the third step in the development of scour 
depth predictions at bridges which have been developed at Texas A&M University over the last 
20 years including pier scour, contraction scour, and now abutment scour (flow chart in next 
page) 
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CHAPTER 1 

1 INTRODUCTION 

1.1 BRIDGE SCOUR 

Bridge scour is the loss of soil by erosion due to flowing water around bridge supports. 
Bridge scour includes general scour and local scour. General scour is the aggradation or degrada-
tion of the riverbed not related to the presence of local obstacles. Aggradation is the gradual and 
general accumulation of sediments on the river bottom; one possible scenario is the existence of 
slope failures upstream leading to the formation of spoils in the river, the erosion of these spoils 
under higher velocities, followed by transport and deposition under lower velocities at the ag-
grading location. Degradation is the gradual and general removal of sediments from the riverbed; 
one possible scenario is the man-made straightening of a river course, a resulting increase in the 
water velocity and the associated increase in erosion. Local scour is the scour around obstacles to 
the water flow; it includes pier scour, abutment scour, and contraction scour. Pier scour is the 
removal of the soil around the foundation of the pier; abutment scour is the removal of the soil 
around the abutment at the junction between the bridge and the embankment; contraction scour is 
the removal of the soil from the bottom of the river due to narrowing of the river channel created 
by the approach embankments for the bridge. 

1.2  SOILS CLASSIFICATION 

Soils can be defined as loosely bound to unbound naturally occurring materials which cov-
er the top few hundred meters of the Earth.  By opposition, rock is a strongly bound naturally 
occurring material found within similar depths or deeper.  At the boundary between soils and 
rocks are intermediate geomaterials. Classification tests and mechanical properties help to distin-
guish between those three types of naturally occurring materials and between different categories 
of soils. For soils, the classification tests consist of grain size analysis and Atterberg limits (Das, 
1997). The D50 grain size is the grain size corresponding to 50% of the soil weight passing a 
sieve of opening equal to D50. The first major division in soils classification is between large-
grained soils and fine-grain soils; large-grained soils have D50 larger than 0.075mm while fine-
grained soils have D50 smaller than 0.75mm. Large-grained soils include gravels and sands 
which are identified on the basis of their grain size. Fine grained soils include silts and clays 
which are identified on the basis of Atterberg Limits. Large grained soils are typically referred to 
as non-cohesive soils while silts and clays are typically referred to as cohesive soils. 

1.3 THE PROBLEM ADDRESSED 

This project deals with pier abutment scour and contraction scour in cohesive soils (Figure 
1.1). A previous project performed by the same team of researchers was started in 1990 and was 
sponsored by the Texas Department of Transportation (Briaud et al., 1999a, 1999b, 2001a and 
2001b); it dealt with pier scour in cohesive soils. In the TxDOT project the piers were cylindrical 
and the water depth was more than two times the pier diameter (deep water case). In the TxDOT 
project also, a new apparatus called the EFA (Erosion Function Apparatus) was conceived, built, 
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patented, and commercialized to measure the erodibility of soils. The EFA test gives the erosion 
function for a soil which became an integral part of the SRICOS method (Scour Rate In COhe-
sive Soils) to predict the scour depth as a function of time when a cylindrical pier founded in a 
layered soil is subjected to a long-term deep water flow-velocity hydrograph. In a following 
NCHRP project (Briaud et al., 2004), the SRICOS-EFA method was extended to the case of 
complex piers and contraction scour. Complex piers refer to piers with various shapes, various 
flow attack angles, various spacing between piers, and any water depth. Contraction refers to a 
narrowing of the flow channel by an embankment with a given encroachment length, a given 
embankment width, and a given transition angle. The input to the SRICOS-EFA method is the 
geometry of the piers and of the contraction, the water velocity and the water depth as a function 
of time over the life of the bridge, and the soil erosion functions for the layers involved in the 
soil stratigraphy. The output is the scour depth as a function of time during the life of the bridge. 
In this NCHRP project, the SRISCOS-EFA method was extended to the problem of abutment 
scour, and the contraction scour equation was extended from the single case of a rectangular 
channel to the general case of a floodplain plus a main channel. 

 

 

 

Figure 1.1 - Typical bridge with bridge scour.  
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1.4 WHY WAS THIS PROBLEM ADDRESSED? 

The reason for solving this problem is that a solution did not exists, that in the absence of a 
solution the calculations were based on the solution developed for cohesionless soils, and that 
there was a sense that such an approach was sometimes very conservative and therefore costly. 
Indeed, overly conservative scour depths lead to foundations which were considered to be deeper 
than necessary. The major difference between cohesionless soils and cohesive soils is the follow-
ing. Floods create peak velocities that last a few days. A few days is a length of time which is 
usually sufficient to generate the maximum scour depth in cohesionless soils. This means that 
only the peak velocity needs to be used in the calculations of scour depth for cohesionless soils 
and that such a scour depth is the maximum scour depth for that velocity. The velocities used are 
typically the 100 year flood velocity and the 500 year flood velocity. In cohesive soils, scour and 
erosion rates can be 1000 times slower than in cohesionless soils and a few days may generate 
only a small fraction of the maximum scour depth. Therefore, for cohesive soils, it becomes ne-
cessary to consider the rate of erosion and accumulate the effect of multiple floods. This compli-
cates the problem significantly but this necessary complication is the price one has to pay to get 
closer to reality. 

1.5 APPROACH SELECTED TO SOLVE THE PROBLEM 

The approach selected to solve the problem of predicting the scour depth vs. time for ab-
utment scour in a contracted channel and for a given velocity hydrograph was based on a combi-
nation of review of existing knowledge, flume tests, numerical simulations, fundamental prin-
ciples in method development, and verification of the method against available data. The review 
of the existing knowledge avoided duplication of effort and helped in establishing a solid founda-
tion. The flume tests gave the equations for the maximum scour depth and the influence of vari-
ous factors. The flume tests also gave a calibration basis for the numerical simulations. These 
numerical simulations were used to generate the equations for the maximum initial shear stress at 
the initiation of scour. The method was assembled by linking the calculated initial conditions 
(given by the numerical simulation results) to the calculated maximum scour depth (given by the 
flume tests results) by a hyperbolic model. The multiflood hydrograph and multilayer soil was 
included through simple accumulation algorithms. Verification was based on comparison to ex-
isting databases as well as performing calculations for example cases and evaluating the reason-
ableness of the results based on experience. 

1.6 ORGANIZATION OF THE REPORT 

After a review of the existing knowledge in the beginning chapters, Chapter 4 deals with 
numerical simulations for abutment scour in the open channel. Chapter 5 deals with numerical 
simulations for abutment scour during overtopping flow. Chapter 6 deals with the comparison of 
scour development predicted by numerical simulation for cohesive soil to laboratory measure-
ment. Chapter 7 deals with maximum abutment scour and maximum contraction scour including 
the flume tests and the development of equations. In Chapter 8, the SRICOS-EFA method for 
contraction and abutment scour is verified using previous laboratory test results and full scale 
channel data. Examples are worked out in Chapter 9. 



2-1 
 

CHAPTER 2 

2 ERODIBILITY OF COHESIVE SOILS 

2.1 ERODIBILITY: A DEFINITION 

Erodibility is a term often used in scour and erosion studies. Erodibility may be thought of 
as one number which characterizes the rate at which a soil is eroded by the flowing water. With 
this concept erosion resistant soils would have a low erodibility index and erosion sensitive soils 
would have a high erodibility index. This concept is not appropriate; indeed the water velocity 
can vary drastically in rivers from 0 m/s to 5 m/s or more and therefore the erodibility is a not a 
single number but a relationship between the velocity applied and the corresponding erosion rate 
experienced by the soils. While this is an improved definition of erodibility, it still presents some 
problems because water velocity is a vector quantity which varies in direction and magnitude 
everywhere in the flow. It is much preferable to quantify the action of the water on the soil by 
using the shear stress applied by the water on the soil at the water-soil interface. Erodibility is 
therefore defined here as the relationship between the erosion rate z�  and the hydraulic shear 
stress applied τ (Figure 2.1). This relationship is called the erosion function z� (τ). The erodibility 
of a soil or a rock is represented by the erosion function of that soil or rock. 
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Figure 2.1 - Erodibility Function for a clay and for a sand. 
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2.2 EROSION PROCESS 

Soils are eroded particle by particle in the case of coarse-grained soils (cohesionless soils). 
In the case of fine-grained soils (cohesive soils), erosion can take place particle by particle or 
also block of particles by block of particles. The boundaries of these blocks are formed naturally 
in the soils matrix by micro-fissures due to various phenomena including compression and ex-
tension. 

The resistance to erosion is influenced by the weight of the particles for coarse grained 
soils and by a combination of weight and electromagnetic and electrostatic interparticle forces 
for fine grained soils. Observations at the soil water interface on slow motion videotapes indi-
cates that the removal of particle or blocks of particles is by a combination of rolling and pluck-
ing action of the water on the soil. 

2.3 EXISTING KNOWLEDGE ON ERODIBILITY OF COHESIVE SOILS 

A complete discussion on the erodibility of cohesive soils and a literature review on that 
topic can be found in Briaud et al. (1999a, and 1999b). The following is a summary of that part 
of Briaud et al. (1999a, and 1999b). The factors influencing the erodibility of cohesive soils ac-
cording  to the literature survey are listed in Table 2.1. Although there are sometimes conflicting 
findings, the general trends on the impact of one factor on the erodibility is shown in the table 
when possible. 

Table 2.1 - Factors influencing the erodibility of cohesive soils. 

When this parameter increases  Erodibility 

Soil water content 

Soil unit weight 

Soil plasticity Index 

Soil undrained shear strength 

Soil void ratio 

Soil swell 

 Soil mean grain size 

Soil percent passing sieve #200 

Soil clay minerals 

Soil dispersion ratio 

Soil cation exchange capacity  

Soil sodium absorption ratio  

Soil pH 

Soil temperature   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

decreases 

decreases 

decreases 

increases 

increases 

 

decreases 

    

increases 

 

increases 

 

increases 
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Water temperature 

Water chemical composition 

 increases 

 

 

 

The critical shear stress of cohesionless soils is tied to the size of the particles and usually 
ranges from 0.1 N/m2 to 5 N/m2. The rate of erosion of cohesionless soils above the critical shear 
stress increases rapidly and can reach tens of thousands of millimeters per hour. The most erodi-
ble soils are fine sands and silts with mean grain sizes in the 0.1 mm range (Figure 2.2). The crit-
ical shear stress of cohesive soils is not tied to the particle size but rather to a number of factors 
as listed in Table 2.1. The critical shear stress of cohesive soils however varies within the same 
range as cohesionless soils (0.1 N/m2 to 5 N/m2) for the most common cases. Since the critical 
shear stress controls the maximum depth of scour as will be seen later, it is likely that the final 
depth of scour will be approximately the same in sands and in clays. One major difference be-
tween cohesionless and cohesive soils is the rate of erosion beyond the critical shear stress. In 
cohesive soils, this rate increases slowly and is measured in millimeters per hour. This slow rate 
makes it advantageous to consider that scour problems are time dependent and to find ways to 
accumulate the effect of the complete hydrograph rather than to consider a design flood alone. 

2.4 ERODIBILITY AND CORRELATION TO SOIL AND ROCK PROPERTIES? 

As can be seen on Figure 2.1, there is a critical shear stress τc below which no erosion oc-
curs and above which erosion starts. The critical shear stress is associated with the critical veloci-
ty vc. One can also define an initial slope Si for the erosion function as shown on Figure 2.1. 
Both τc and Si are parameters which help describe the erosion function and therefore the erodibil-
ity of a material. In cohesionless soils (sands and gravels), the critical shear stress has been re-
lated to the mean grain size D50 (Briaud et al., 2001a). 

                                                   τc (N/m2) = D50 (mm)                                                  (2.1) 

For such soils, the erosion rate beyond the critical shear stress is very rapid and one flood 
is long enough to reach the maximum scour depth. Therefore there is a need to be able to predict 
the critical shear stress to know if there will be scour or no scour but there is little need to define 
the erosion function beyond that point because the erosion rate is not sufficiently slow to warrant 
a time dependent analysis.  

In cohesive soils (silts, clays, and rocks) equation 2.1 is not applicable (Figure 2.2) and the 
erosion rate is sufficiently slow that a time rate analysis is warranted. Therefore it is necessary to 
obtain the complete erosion function. An attempt was made to correlate those parameters to 
common soil properties in hope that simple equations could be developed for everyday use. The 
process consisted of measuring the erosion function on one hand and common soil properties on 
the other (water content, unit weight, plasticity index, percent passing sieve no. 200, undrained 
shear strength). This lead to a database of 91 EFA tests (Table 2.2) which was used to perform 
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regression analyses and obtain correlation equations (Figure 2.3 to Figure 2.6). All attempts 
failed to reach a reasonable R2 value. 

 

 

 

 

Table 2.2 - Database of EFA tests. 

Woodrow Wilson Bridge (Washington) 

South Carolina Bridge 

National Geotechnical Experimentation Site (Texas) 

Arizona Bridge (NTSB) 

Indonesia samples 

Porcelain clay (man-made) 

Bedias Creek Bridge (Texas) 

Sims Bayou (Texas) 

Brazos River Bridge (Texas) 

Navasota River Bridge (Texas) 

San Marcos River Bridge (Texas) 

San Jacinto River Bridge (Texas) 

Trinity River Bridge (Texas) 

Tests 1 to 12 

Tests 13 to 16 

Tests 17 to 26 

Test 27 

Tests 28 to 33 

Tests 34 to 72 

Tests 73 to 77 

Tests 78 to 80 

Test 81 

Tests 82 and 83 

Tests 84 to 86 

Tests 87 to 89 

Tests 90 and 91 
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Figure 2.2 - Critical shear stress versus mean soil grain diameter. 
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Figure 2.3 - Erosion properties as a function of water content. 
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CSS vs. Su
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Figure 2.4 - Erosion properties as a function of undrained shear strength. 
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Figure 2.5 - Erosion properties as a function of plasticity index. 
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CSS vs.#200
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Figure 2.6 - Erosion properties as a function of percent passing sieve #200. 

The fact that no relationship could be found in this project between the critical shear stress 
or the initial slope of the erosion function on one hand and common soil properties on the other 
seems to be at odds with the accepted idea that different cohesive soils erode at different rates. 
Indeed if different clays erode at different rates then the erosion function and therefore its para-
meters should be functions of the soils properties. The likely explanation is that there is a rela-
tionship between erodibility and soils properties but that this relationship is quite complicated, 
involves advanced soil properties, and could not be found within the budget and time of this 
project. Instead, it was found much easier to develop an apparatus which could measure the ero-
sion function on any sample of cohesive soil from a site. This apparatus was called the Erosion 
Function Apparatus or EFA. 
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CHAPTER 3 

3 THE SRICOS-EFA METHOD 

3.1  EROSION FUNCTION APPARATUS 

3.1.1 Concept 

The EFA or Erosion Function Apparatus (Figure 3.1 and Figure 3.2) (Briaud et al. 1999a, 
2001a) (http://www.humboldtmfg.com/pdf2/hm4000ds.pdf, http://tti.tamu.edu/geotech/scour) 
was conceived in 1991, designed in 1992, and built in 1993. The sample of soil, fine-grained or 
not, is taken in the field by pushing an ASTM standard Shelby tube with a 76.2 mm outside di-
ameter (ASTM D1587). One end of the Shelby tube full of soil is placed through a circular open-
ing in the bottom of a rectangular cross section conduit. A snug fit and an O-ring establish a leak 
proof connection. The cross section of the rectangular conduit is 101.6 mm by 50.8 mm. The 
conduit is 1.22 m long and has a flow straightener at one end. The water is driven through the 
conduit by a pump. A valve regulates the flow and a flow meter is used to measure the flow rate. 
The range of mean flow velocities is 0.1 m/s to 6 m/s. The end of the Shelby tube is held flush 
with the bottom of the rectangular conduit. A piston at the bottom end of the sampling tube 
pushes the soil until it flush with the bottom of the rectangular conduit at the top end. The soil is 
eroded by the water flowing over it. The erosion rate is the rate at which the piston has to be 
pushed to maintain the soil surface flush with the bottom of the conduit. The piston is typically 
0.5 mm increment.  

 

 

Figure 3.1 - Schematic diagram and result of the EFA (Erosion Function Apparatus) . 
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Figure 3.2 - Photographs of the Erosion Function Apparatus (a) General view (b) close-up of the 
test section.  

3.1.2  EFA Test Procedure 

The typical procedure for the EFA test is as follows. 
1. Place the sample in the EFA, fill the conduit with water, and wait one hour. 
2. Set the velocity to 0.3 m/s. 
3. Push the soil in the sampling tube so it is flush with the bottom of the conduit 
4. Advance the piston as fast as the soil is being eroded by the water flow (visual inspection through 

the plexiglass window). 
5. Record the time t it takes for h mm of soil to be eroded.  
6. When a few millimeters of soil have been eroded or after 1 hour of flow whichever comes first, in-

crease the velocity to 0.6 m/s. 

(a) 

(b) 



3-3 
 

7. Repeat step 4 5, and 6 for velocities equal to 1 m/s, 1.5 m/s, 2 m/s , 3 m/s, 4.5 m/s, and 6 m/s. 

3.1.3 EFA Test Data Reduction  

The test result consists of the erosion rate z�  versus shear stress τ curve (Figure 3.1). For 
each flow velocity V , the erosion rate z�  (mm/hr) is simply obtained by dividing the length of 
sample eroded by the time required to do so.  

t
h

z =�       (3.1) 

where h is the length of soil sample eroded in a time t.  

After several attempts at measuring the shear stress τ in the apparatus it was found that the 
best way to obtain τ was by using the Moody Chart (Moody, 1944) for pipe flows. 

                                                 21
8

� f Vρ=                                                         (3.2) 

where τ is the shear stress on the wall of the pipe, f is the friction factor obtained from Moody 
Chart (Figure 3.3), ρ is the mass density of water (1000 kg/m3), and V  is the mean flow velocity 
in the pipe.  The friction factor f  is a function of the pipe Reynold’s number Re and the pipe 
roughness �/D.  The Reynold’s number is VD/ν where D is the pipe diameter and ν is the kine-
matic viscocity of water ( )Catsm �20/10 26− . Since the pipe in the EFA has a rectangular cross 
section, D is taken as the hydraulic diameter 4 /D A P=  where A is the cross sectional flow area, 
P is the wetted perimeter, and the factor 4 is used to ensure that the hydraulic diameter is equal to 
the diameter for a circular pipe.  For a rectangular cross section pipe: 

( )baabD += /2      (3.3) 

where a and b are the dimensions of the sides of the rectangle.  The relative roughness �/D is the 
ratio of the average height of the roughness elements on the pipe surface over the pipe diameter 
D.  The average height of the roughness elements � is taken equal to 0.5D50 where D50 is the 
mean particle diameter for the soil.  The factor 0.5 is used because it is assumed that the top half 
of the particle protrudes into the flow while the bottom half is buried into the soil mass. In some 
cases, the surface is rougher than 0.5D50; in these cases, the height of roughness � is taken as the 
estimated mean depression height on the surface of the sample.  
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Figure 3.3 - Moody chart (reprinted with permission from Munson et al. 1990). 

 

Figure 3.4 - Erosion Function for a soil sample taken near Pier 27E of the Existing Woodrow 
Wilson bridge (2.6 - 3.2 meters depth) : (a) Scour Rate vs. Shear Stress, (b) Scour Rate vs. Ve-

locity. 

 

 

(a) 

 

 

 

(b) 
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3.1.4 EFA Precision and Typical Results 

If the erosion rate is slow (less that 10 mm/hr) the error on z�  is estimated at 0.5 mm/hr.  If 
the erosion rate is fast (more than 100 mm/hr) the error on z�  is estimated at 2 mm/hr.  Therefore 
the relative error on z� is estimated to be less than 10%.  Comparison between the τc results for 
the sand and the gravel tested in this study and shown on figure 3 with Shields data indicates a 
difference of about 10%. Therefore it is estimated that both z� and τ are measured with a relative 
error of about 10%. 

The z�  vs. � curve is the result of a series of tests each of which is performed at a constant 
velocity.  A typical series of 6 velocity tests lasts one working day.  Figure 2.1 and Figure 3.4 
show examples of EFA tests results. Erosion categories are proposed on 15 years of erosion test-
ing experience in order to bring erodibility down in complexity from an erosion rate vs shear 
function to category number in Figure 3.5. Such a classification system is presented in terms of 
shear stress in Figure 3.6.  
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Figure 3.5 - Proposed erosion categories for soils and rocks based on velocity. 
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Figure 3.6 - Proposed erosion categories for soils and rocks based on shear stress. 

 

3.2 THE SRICOS-EFA METHOD 

The following sections summarize the work already done over the last 20 years to develop 
the SRICOS-EFA method for pier scour predictions and advance contraction scour predictions. 
The details of the previous work done can be found in two major publications: a TxDOT report 
no. 2937-1 (Briaud et al, 1999a) and NCHRP report 516 (Briaud et al, 2004). 

 

3.2.1 SRICOS-EFA Method for Cylindrical Piers in Deep Water 

SRICOS stands for Scour Rate In Cohesive Soils. Since the method makes use of the ero-
sion function measured in the EFA, the method is referred to as the SRICOS-EFA method. For a 
given velocity hydrograph at a bridge, for a given soil exhibiting a multilayered stratigraphy with 
an erosion function defined for each layer, and for a given cylindrical pier in deep water (water 
depth larger than 1.6 times the pier diameter), the SRICOS-EFA method (program) gives the 
scour depth as a function of time for the period covered by the hydrograph. 
The method is based on the calculation of two basic parameters: the maximum depth of pier scour and the 
initial rate of scour. The maximum depth of scour is based on an equation obtained from flume tests and 
the initial rate is based on an equation giving the initial shear stress obtained from numerical simulations. 
The initial rate of scour is read on the EFA erosion function at the corresponding value of the calculated 
initial shear stress. A hyperbola is used to connect the initial scour rate to the maximum or asymptotic 
scour depth and describes the complete scour depth vs. time curve. Robust algorithms are used to incorpo-
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rate the effect of varying velocities and multilayered soil systems. This earlier method was developed by 
the authors under TxDOT sponsorship (Briaud et al., 1999a) and was verified by satisfactory comparison 
between predicted scour and measured scour at 8 bridges in Texas. 

3.2.2 SRICOS-EFA Method for Maximum Scour Depth at Complex Piers 

A set of flume experiments were conducted (Briaud et al., 2004) to study the maximum 
depth of scour for a pier including the effect of shallow water depth, the effect of rectangular 
shapes, the effect of the angle of attack on rectangular shapes, and the effect of spacing between 
piers positioned in a row perpendicular to the flow. The proposed equation for the maximum 
depth of scour is in the form of the equation for the cylindrical pier in deep water with correction 
factors based on the results of the flume tests. 

( )0.635
( ) 1 0.18 Res Pier w spy K K K=     (3.4) 

where ys(Pier) is the maximum depth of pier scour in millimeters, Re is the Reynolds number 
equal to VB’/ν, V being the mean depth velocity at the location of the pier if the bridge was not 
there, ν the water viscosity, the K factors take the shallow water depth, the spacing, and the 
shape into account, the angle of attack being considered through the use of the projected width 
B’ in the calculation of the Reynolds number. 

3.2.3 SRICOS-EFA Method for Initial Scour Rate at Complex Piers 

A set of numerical simulations were performed (Briaud et al., 2004) to study the maximum 
shear stress around a pier including the effect of shallow water depth, the effect of rectangular 
shapes, the effect of the angle of attack on rectangular shapes, and the effect of spacing between 
piers positioned in a row perpendicular to the flow. The proposed equation for the maximum 
shear stress is in the form of the equation for the cylindrical pier in deep water with correction 
factors based on the results of the numerical simulations. 

2
max( )

1 1
0.094

log 10Pier w sh sp
e

k k k k V
Rθτ ρ

� �� �
= −� �� �� �

	 
� �
   (3.5) 

where τmax(Pier) is the maximum shear stress around the pier, Re is the Reynolds number equal to 
VB/ν, V being the mean depth velocity at the location of the pier if the bridge was not there, ν is 
the water viscosity, B is the pier diameter or pier width, the k factors take shallow water depth, 
pier shape, pier spacing, and attack angle into account. 

3.2.4 SRICOS-EFA Method for Maximum Contraction Scour Depth 

A set of flume experiments were conducted (Briaud et al., 2004) to study the depth of 
scour associated with the contraction of a channel including the effects of the ratio of the con-
tracted channel width over the approach channel width, the contracted channel length, and the 
transition angle. The proposed equation for the maximum depth of contraction scour is 
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where ys(Cont) is the maximum depth of contraction scour, y1 the water depth along the center line 
of the uncontracted channel after scour has occurred, Vhec the mean depth water velocity at the 
location of the pier in the contracted channel, τc the critical shear stress of the soil, ρ the mass 
density of water, g the acceleration due to gravity, n the Manning’s coefficient, and the K factors 
take the transition and the contracted channel length into account. Note that the parenthesis in the 
equation is a factored difference between the Froude number and the critical Froude number. 
Equations are also proposed for the uniform contraction scour depth as well as the location of the 
scour depths. 

3.2.5 SRICOS-EFA Method for Initial Contraction Scour Rate 

A set of numerical simulations were performed (Briaud et al., 2004) to study the maximum 
shear stress around the contraction of a channel including the effects of the ratio of the contracted 
channel width over the approach channel width, the transition angle, the water depth, and the 
contracted channel length. The proposed equation for the maximum shear stress is in the form of 
the equation for the shear stress at the bottom of an open and uncontracted channel with correc-
tion factors based on the results of the numerical simulations. 

1
2 2 3

max( )Cont R w Wa hk k k k n V Rατ γ
−� �

= � �
� �

   (3.6) 

where τmax(Cont) is the maximum shear stress along the centerline of the contracted channel, γ is 
the unit weight of water, n is the Manning’s coefficient, V is the upstream mean depth velocity, 
Rh is the hydraulic radius defined as the cross section area of the flow divided by the wetted pe-
rimeter, and the k factors take the contraction ratio, the transition angle, the water depth effect, 
and the contracted length into account. Equations are also proposed for the location of the maxi-
mum shear stress. 

3.2.6 SRICOS-EFA Method for Complex Piers Scour and Contraction Scour in Cohesive 

soils 

Once the equations were established, the SRICOS-EFA method was assembled. Care was 
taken not to simply add complex pier scour and contraction scour to get total pier scour. Instead, 
advantage was taken of the fact that at the end of the maximum contraction scour, the velocity is 
at the critical velocity and the maximum pier scour should be calculated using the critical veloci-
ty of the soil and not the initial velocity in the contracted channel. In addition, the rules of accu-
mulation due to the hydrograph, and due to the multilayer system developed for the simple pier 
scour method were adapted for the complex pier and contraction scour method. The superposi-
tion and accumulation reasoning lead to the following steps for the SRICOS-EFA method for 
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predicting the scour depth at a complex pier in a contracted channel. This step by step procedure 
has been automated in a computer program. 

1. Collect the input data: velocity and water depth hydrograph, geometry of the pier and of the con-
tracted channel, erosion functions of the soil layers. 

2. Calculate the maximum contraction scour depth for the ith velocity in the hydrograph. 
3. Calculate the maximum complex pier scour depth using the ith velocity in the hydrograph at the 

pier location if there is no contraction scour in step 2, or the critical velocity for the soil if there is 
contraction scour in step 2. 

4. Calculate the total pier scour depth as the total of step 2 and step 3. 
5. Calculate the initial maximum shear stress for pier scour using the ith velocity in the hydrograph. 
6. Read the initial scour rate corresponding to the initial maximum shear stress of step 5 on the ero-

sion function of the soil layer corresponding to the current scour depth. 
7. Use the results of steps 4 and 6 to construct the hyperbola describing the scour depth vs time 

curve for the pier. 
8. Calculate the equivalent time for the given curve of step 7. The equivalent time is the time re-

quired for the ith velocity on the hydrograph to scour the soil to a depth equal to the depth scoured 
by all the velocities occurring prior to the ith velocity. 

9. Read the additional scour generated by the ith velocity starting at the equivalent time and ending 
at the equivalent time plus the time increment. 

10. Repeat steps 2 to 9 for the (i+1)th velocity and so on until the entire hydrograph is consumed. 

These steps are automated through a computer program called SRICOS-EFA available free 
of charge on the internet at http://ceprofs.tamu.edu/briaud/ 

3.2.7 Verification of the SRICOS-EFA Method 

Several full case histories were identified for verification but none could satisfy the re-
quirements necessary to verify the method developed. Some did not have enough details on the 
observed scour depth, some turned out not to be made of cohesive soil after drilling, some did 
not have a gauge station nearby. It was decided to compare the maximum scour depth for pier 
and contraction to existing databases (Briaud et al., 2004). These databases were mostly in sand 
however and included those collected by Mueller (pier scour), Froelich (pier scour) and Gill 
(contraction scour). The comparisons between the predicted and measured scour depths are very 
satisfactory, although it is not clear whether they should be since the soils were not primarily co-
hesive. Nevertheless, these comparisons give an indication that the SRICOS-EFA method may 
not be limited to cohesive soils. Indeed, the fact that the method is based on site specific testing 
of the erosion function permits incorporating the soil behavior directly into the predictions. 

3.2.8 Future Hydrographs and Scour Risk Analysis 

A novel technique was presented on generating future hydrographs (Briaud et al., 2004). 
Indeed, since the SRICOS-EFA method predicts the scour depth as a function of time, it is ne-
cessary to input into the program the hydrograph over the design life of the bridge. The proposed 
technique consists of using a past hydrograph (from a gauge station for example), preparing the 
frequency distribution plot for the floods within that hydrograph, sampling the distribution ran-
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domly and preparing a future hydrograph. This future hydrograph is for the required period and 
has the same mean and standard deviation as the measured hydrograph. This process is repeated 
10,000 times and, for each hydrograph, a final scour depth (the depth reached at the end of the 
design life of the bridge) is generated. These 10,000 final depths of scour are organized in a fre-
quency distribution plot with a mean and a standard deviation. That plot can be used to quote a 
scour depth with a corresponding probability of occurrence, or better, to choose a risk level and 
quote the corresponding final depth of scour. If a hydrograph is not available, this approach can 
be developed on the basis of the 100 year flood and the 500 year flood only. This is automated in 
the SRICOS-EFA program available free of charge at http://ceprofs.tamu.edu/briaud/ 

3.2.9 Example Problems 

A set of example problems are presented in chapter 12 of the NCHRP report 516 (Briaud 
et al., 2004) to help the reader become more familiar with the SRICOS-EFA method. Some ex-
amples are done by hand calculations, some of them are done by using the SRICOS-EFA com-
puter program. 
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CHAPTER 4 

4 THE SRICOS-EFA METHOD FOR INITIAL RATE OF SCOUR AT 

ABUTMENT 

4.1 LITERATURE REVIEW 

4.1.1 Bed Shear Stress at the Bridge Crossing  

The force resisting the flow in a constant depth channel has been studied many years ago. 
Under the assumption of steady uniform flow, the bed shear stress is a function of the unit weight 
of waterγ , the hydraulic radius hR , and the energy slope S  as follows (Munson et al., 1998): 

 hR Sτ γ=       (4.1) 

Manning’s equation (in SI unit) gives the average channel velocity V  as a function of the 
hydraulic radius hR and the energy slope S , 

 
n
SR

V h
2/13/2

=       (4.2) 

The parameter n is the Manning’s resistance coefficient. Its value ( table 4.1) is dependent 
on the surface material of the channels’ wetted perimeter and is obtained from experiments, hav-
ing the unit of 1/3s/m .Hence, the bed shear stress equation in open channel flow can be derived by 
substituting equation (4.2) into equation (4.1), 

 2 2 1/3
hn V Rτ γ −=      (4.3) 

Table 4.1 - Manning’s n coefficients for open channel flow. 

Natural Streams n value Floodplains n value 

Clean and Straight 0.030 Pasture, Farmland 0.035 

Major Rivers 0.035 Light Brush 0.050 

Sluggish with Deep Pools 0.040 Heavy Brush 0.075 

  Trees 0.15 

For contraction scour, the scour depth at the center of the channel is usually chosen to be 
the representative value. The bed shear stress at the center of the contracted channel still follows 
the same rule as the rule of the open channel flow and the influence of the viscous force can be 
ignored. The influence of the bridge foundation can be incorporated in the correction of the aver-
age velocity in equation (4.3).  

Nurtjahyo (2003) numerically studied the maximum bed shear stress at the center of the 
channel under long contraction. The equation is generated by correcting the open channel flow 
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equation (4.3), including the effect of the contraction ratio Rck − , the effect of the contraction tran-
sition angle θ−ck , the effect of the contraction length Lck − . 
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where γ is the unit weight of water, n is the Manning’s coefficient, hR is hydraulic radius, V is 
the upstream averaged velocity, 1L is the upstream channel width, 2L is the channel width at the 
contracted zone, aW is the length of the contracted zone, α is the contraction transition angle. 

For local bridge scour, like pier scour and abutment scour, the location of the scour hole is 
right around the structure. The bed shear stress features will be quite different from the preceding 
open channel bed shear stress. The bridge foundation will affect the magnitude and the distribu-
tion of the bed shear stress. Besides the factors affecting open channel flow, the geometry and 
the setting of the bridge foundation will also strongly affect the local bed shear stress. In the 
analysis of the open channel flow, the viscous force (represented by Reynolds number) is ig-
nored. However, for local scour, it is going to be the dominant factor. Many researchers have 
studied the flow structure at bridge foundations and found a similarity of the flow in and around 
the scour hole at a pier and at an abutment, especially when the abutment is relatively short com-
pared with the water depth (Melville, 1997). This implies that the bed shear stress should have 
similar trends around a bridge pier and an abutment. 

Hjorth (1975) investigated the bed shear stress around circular pier. Two circular piers of 
0.05m and 0.075m diameter were used in the flume test, combined with two different velocities 
of 0.15m/s and 0.30m/s and two different approach water depths of 0.1m and 0.2m. A hot-film 
probe was used to measure bed shear stress on the rigid flume bed. Hjorth tried to correlate the 
local maximum bed shear stress around the pier with the approach bed shear stress and found an 
amplification factor, max( ) 1/Pierτ τ , ranging from 5 to 11 for a circular pier. 

Wei (1997) studied the maximum bed shear stress around a circular pier in a constant wa-
ter depth channel by 3D numerical simulation. The maximum bed shear stress equation he pro-
posed was based on pier Reynolds number rather than the commonly used approach bed shear 
stress in an open channel. The maximum bed shear stress was also found to be independent of 
the water depth when the upstream flow is deeper than twice the pier diameter. 
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     (4.5) 

where Re
Va
v

= , ρ is the flow density,V is the upstream averaged velocity, a  is the diameter of 

the pier, ν is the kinematic viscosity of water. 

Nurtjahyo (2003) further extended Wei’s equation to the case of complex pier conditions, 
including the effect of water depth wk , the effect of pier spacing spk , the effect of shape shk , and 

the effect of attack angle αk . 
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where Re
Va
v

= , ρ is the flow density,V is the upstream averaged velocity, 1y  is upstream water 

depth, B  is the pier diameter, S  is the pier spacing, L  is the length of the pier in the flow direc-
tion, θ is the flow attack angle. 

Awazu (1967) proposed an equation for estimating the maximum bed shear stress around a 
thin rectangular plate on the basis of 12 flume tests. Froude number was varied between 0.488 
and 0.526 and the contraction ratio of channel was changed between 2.5 and 10. Awazu found 
that the contraction ratio affects the bed shear stress around spur dikes significantly, while the 
effect of the Froude number is negligible. The maximum amplification, max 1τ τ , was about 3.8 in 
his experiments. He gave the maximum bed shear stress amplification around spur dikes as,  

 max
10

1

'
log 1.4 1 0.021

L
L

τ
τ

� � � �= − −� � � �
� �	 


      (4.7) 

where maxτ  is maximum bed shear stress around spur dike, 1τ  is approach bed shear stress, L’ is 
spur dike protrusion length, L is the channel width. 
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Zaghloul (1974) related bed shear stress around a spur dike to the local velocity and vortic-
ity. He proposed an empirical equation as 

 ��
�

�
��
�

�
++= 212 1 KKV

C noseω
ωγτ       (4.8) 

where τ  is bed shear stress, γ  is the unit weight of water, V  is the local velocity, ω  is the vor-
ticity at the point, noseω  is the vorticity at the spur dike nose, C is the Chezy’s coefficient, 1K  
and 2K  are the empirical constants. 1K  = 0.5 and 2K  is from 0 to 0.2 depending on the distance 
from the dike. 

Rajaratman & Nwachuku (1983) reported 13 measurements of bed shear stress around 
groin-like structures. The amplification factor max 1/τ τ  was found to increase significantly from 
3.0 to 4.5 when the blockage ratio varied from 0.08 to 0.16, whereas the influence of Froude 
number was negligible. The cylindrical pier was found to have slightly smaller amplification fac-
tor than that of the thin plate. However, the disturbed area was much smaller for the cylindrical 
pier compared to the thin plate.  

Tingsanchali & Maheswaran (1990) proposed an equation to calculate the bed shear stress 
around a groin according to the depth averaged velocity. A 2-D numerical simulation of depth-
averaged ε−k  turbulence model was used to study the effect of streamline curvature and estab-
lish a correction factor near the groin. 

 ( ) 0.52 2 1/3 2
01 tan 2b n V yτ γ α− � �= +	 
       (4.9) 

where bτ  is the bed shear stress, γ  is the unit weight of water, n  is Manning’s coefficient V  is 
the depth averaged velocity , y  is the flow depth , 0α  is the turning angle between the surface 
streamline direction and the upstream approaching direction. 

Molinas et al. (1998) proposed a maximum bed shear stress equation around an abutment 
based on 15 experiments with vertical wall abutment in a rectangular channel. The maximum 
bed shear stress around the abutment max( )Abutτ  is taken as the summation of the shear stress at the 

contraction zone max( )Contτ  and the shear stress increment due to abutment alone *
maxτ . From the 

testing, the contribution from channel contraction is negligible when the length of the abutment 
is relatively short compared with the channel width.  The equation is given below: 

 *
max( ) max( ) maxAbut contτ τ τ= +        (4.10) 
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where 1τ is approach averaged bed shear stress, LLR a−=1  , aL  is the length of the abutment, 
L  is the half width of the channel, 1Fr  is the approached Froude number, y is the upstream water 
depth. 

Nurtjahyo (2003) proposed an equation for the prediction of the maximum bed shear stress 
around abutment based on the correction of the open channel flow equation. The effect of the 
contraction and the effect of the contraction transition angle are considered. He stated that the 
effect of the water depth has been included in the open channel flow equation; and the contrac-
tion length of the channel has little influence on the maximum bed shear stress around the abut-
ment. 
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where, γ is the unit weight of the flow,V is the upstream averaged velocity, n is Manning’s coef-
ficient, hR is hydraulic radius, 1L is the upstream channel width, 2L is the channel width at the 
contracted zone, L is the length of the contracted zone, α is the contraction transition angle. 

When flooding, the bridge deck may become partially or entirely submerged. Pressure flow 
occurs when the water surface reaches or exceeds the low chord of the bridge deck, and the 
floodwater is forced under the bridge deck. The blockage ratio of the channel keeps increasing 
until the water surface begins to overtop the bridge deck. When the bridge deck is totally sub-
merged, the deck behaves like a broad crested weir. The flow changes from exclusively pressure 
flow to a combined weir and pressure flow. Pressure flow causes an increase in velocity under 
the bridge deck and further increases the bed shear stress and the bridge scour. Studies of scour 
in pressure flow are still in the early stages. Abed (1991) studied the clear water pier scour under 
pressure flow conditions and found the scour depth to be 2.3-10 times greater than the free sur-
face pier scour; Jones et al (1993) extended Abed’s study to isolate the scour due to the deck  
from the scour due to the pier. One important finding was that the magnitude of the pier scour 
component under pressure flow was the same as the one under a free surface flow condition. 
Jones suggested that the scour component due to the pressure flow vertical deck contraction and 
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to the pressure flow pier scour be added. Umbrell et al (1998) analyzed the data in Jones’ study 
and further improved the vertical deck contraction equation in pressure flow. Arneson (1997) 
proposed an equation for vertical deck contraction scour based on a similar flume tests study to 
Jones. Maryland SHA Bridge Scour Program (ABSCOUR) (2007) suggests 10% increase of the 
abutment scour depth when the approach water depth is equal to or greater than 1.2 times the 
height of the low chord above the riverbed. Most published work is about scour depth studies. 
The variation of the bed shear stress around bridge foundation under pressure flow is still un-
known.  

Laboratory studies of bridge scour have been extensively conducted on constant depth 
channel (rectangular channel) for simplicity while this is rare in the real world. Typical cross sec-
tions in rivers consist of a deep main channel and one or both sides of relatively shallow flood-
plain. Flood plain is often rougher than main channel. Consequently, velocities tend to be signif-
icantly greater in the main channel than on the floodplain. The velocity discrepancy between the 
main channel and flood plain causes the lateral momentum transfer and a secondary circulation. 
The flood plain and main channel flow interaction have been studied by many researchers: Raja-
ratnam & Ahmadi (1979), Knight & Demetriou (1983), Myers & Brennan (1990), Wormleaton 
& Merrett (1990) and Naot et al. (1993). However, the influence of the complex flow in the 
compound channel on the local bed shear stress around abutment is still unknown. 
 

4.1.2 Issues in the Numerical Simulation of Bridge Scour on Cohesive Soils 

3D numerical simulation of bridge scour is a very young topic in the history of bridge 
scour study. It is a promising tool for the study of the interaction between the water and the soil. 
Its development depends on both the computational fluid dynamics model and the soil erosion 
model. Bridge scour in cohesive soils, is usually associated with clear water scour. Therefore, the 
sediment transport equation will not be solved together with the fluid calculation. The erosion 
rate model for the cohesive soils is the shear stress model. The parameters appearing in the mod-
el are the bed shear stress, the critical shear stress of the soils, and the slope of the erosion rate vs. 
shear stress curve. 

Wei et al. (1997) numerically studied the pier scour process in cohesive soils. The scour 
rate was assumed to be a linear function of the streambed shear stress. The important flow fea-
tures, such as horseshoe vortex in front of the pier and the wake vortices behind the pier, were 
observed in the simulation. Simulations showed a reasonable prediction of the time history of 
scour depth with the tuned erosion rate function. 

Chen (2002) conducted bridge scour simulations for a model scale complex rectangular 
pier configuration and for a prototype complex circular pier configuration. The erosion rate was 
assumed to vary linearly with the bed shear stress. Both the global and local pier scour were ob-
served in the simulations. This shows the applicability of the three-dimensional numerical simu-
lation to solve the really complicated engineering problems. 
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4.1.2.1 Critical Shear Stress of the Cohesive Soils 
 

The critical shear stress cτ  for cohesionless soils has been studied extensively by research-
ers and many equations have been proposed and applied in practice. It depends mainly on the 
size of the soil particles. The critical shear stress for cohesive soils however relates more to the 
cohesive force existing between the fine particles. Research indicates that the critical shear stress 
in cohesive soils is influenced by the following parameters: Cation Exchange Capacity (CEC), 
Salinity, Sodium Adsorption Ratio (SAR), PH-level of pore water, temperature, w%, PI, Su, e, 
swell, D50, %200, clay mineral, dispersion ratio, turbulence, water chemical component, etc. 
(Winterwerp 1989, Cao 2001,). 

Mirtskhoulava (1988) founded that there were two steps of the erosion of clay: (1) Initially, 
loosened particles with weak bonds are removed in a short period. This process is very similar to 
the erosion of cohesionless soils and leads to a rougher surface. (2) The bonds between aggre-
gates of particles are destroyed gradually by the pulsating drag and lift forces caused by the tur-
bulent flow and the aggregate is carried away simultaneously when the holding cohesion force 
disappears. 

Dunn (1959) studied the correlation between the critical shear stress of soils and the vane 
shear strength experimentally. He concluded that the critical shear stress increases with an in-
crease in clay content and proposed the critical shear stress equation as following, 

 ( )8.62 tanc vSτ θ= +       (4.12) 

where cτ  is the critical shear stress (Pa), vS  is the vane shear strength (kPa), and θ is the slope of 
the linear relation between critical shear stress and vane shear strength. 

Smerdon and Beasley (1959) investigated the influence of plasticity index, dispersion ratio, 
and mean particle size of clay on the critical shear stress by conducting flume tests. The relation 
between the critical shear stress, cτ , and the plasticity index, PI , and Middleton’s dispersion 
ratio, rD , were given by 

 ( ) 84.00034.0 PIc =τ       (4.13) 

 ( ) 63.0213.0 −= rc Dτ       (4.14) 

where cτ  is the critical shear stress ( 2lbs/ft ), PI is the plasticity index (%), Dr is Middleton’s 
dispersion ratio. 

Ivarson (1999) proposed a relation between critical shear stress cτ , unconfined compressive 
strength of clay soils uS , and mean average velocityV , based on the stream stability criteria for 
cohesive soils by Flaxman as: 

 12.11log 28.67u
c

S
V

τ −=       (4.15) 
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where cτ  is the critical shear stress ( 2lbs/ft ), uS  is the unconfined compressive strength of clay 

soils ( 2lbs/ft ), and V  is the mean average velocity ( ft/sec ). 

Briaud et al (1999a, and 1999b) argued that the critical shear stress does not theoretically 
exist. However, they believe that the concept of critical shear stress is practically useful and sug-
gest that cτ  should be defined based on a standardized small scour rate. This threshold scour rate 
is proposed as 0.1 mm/hr in the application of EFA (erosion function apparatus). The research 
also shows that large variations exist in the predicted cτ  among different researchers, from 0.02 
to 100 Pa. Hence, they recommended to measure cτ  directly by EFA testing. 

4.1.2.2 Erosion Rate of Soils 
 

The scour around a bridge foundation can reach the equilibrium scour depth in cohesion-
less soils for just one flood since gravity is the main factor. By comparison, it may take several 
floods to reach the final scour depth in cohesive soils and take about tens or hundreds of years.  

Arulanandan (1975) proposed an erosion rate equation for cohesive soils based on tests in 
the rotating cylinder apparatus with a number of different types of remolded clay. The erosion 
rate was found to be linearly proportional to the applied hydraulic shear stress. The following 
relationship is given as: 
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where M  is an erosion rate constant which varies from soil to soil. 

Parchure and Mehta (1985) conducted a series of laboratory studies on the erosion of soft 
cohesive estuarial sediments. They developed an experimental procedure involving layer-by-
layer erosion under a successively increasing bed shear stress for a certain range. An erosion rate 
equation for these estuarial soft clay sediments was proposed as follows, 

 ( ) 2/1ln s
fz

z ττα −=
�

�
      (4.17) 

where z� is erosion rate, min2 −cmg ; fz� is erosion rate when 0=− sττ , min2 −cmg ; α is a 

factor which is inversely proportional to the absolute temperature, m/N1/2; τ is bed shear stress, 
2mN ; τs is bed shear strength at depth z below initial bed-fluid interface, 2mN . 

Shaikh et al. (1988) studied the erosion rate of unsaturated compacted sodium and calcium 
montmorillonite clay. The erosion rate was found to vary linearly with the shear stress and pre-
sented as  
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z Cτ=�        (4.18) 

( ) 34.141.4 −= SARC         

where z�  is the erosion rate, min2mN ;τ is the shear stress, 2mN ; C  is an erosion rate coef-
ficient, min-1; SAR is Sodium Adsorption Ratio. 

Briaud et al. (1999a, 1999b, 2001a, 2001b, and, 2008) used the EFA (Erosion Function 
Apparatus) to measure the erosion rate of soils directly. The water flows over the soil in the 
Shelby tube and the soil is pushed out by a piston into the conduit as fast as the water erodes the 
soil. The erosion rate is the length of soil eroded per unit of time for a given flow velocity. The 
shear stress is calculated by using Moody Chart. 

4.1.2.3 Effect of Roughness 

The influence of river bed roughness on the flow field can be separated into (1) particle 
roughness accounting for the interaction between the flow and the individual particles and (2) 
form roughness due to bedform configurations. The influence of the particle roughness has been 
studied decades ago. The most well known result is due to Nikuradse (1933) (see, Cebeci and 
Bradshaw, 1977) for flow in pipe with a sand-roughened surface. The principal result from the 
data of Nikuradse is that the velocity distribution near a rough wall has the same slope (giving 
the same Karman constant,κ ) as a smooth wall, but has a different intercept, B∆ :  

 BByu ∆−+= ++ ln
1
κ

      (4.19) 

where τuUu =+ , ντ yuy =+ , y  is the distance from the wall, U is the velocity at y location, 

τu is the friction velocity, υ  is kinematic viscosity, κ =0.418, B  is the additive constant (for 

pipe, 45.5=B  and for open channel, 2.5=B ), B∆  is a function of ( )ντukk ss =+  , sk  is the sur-
face roughness.  

Ioselevich and Pilipenko (1974) (see, Cebeci and Bradshaw, 1977) gave the analytic fit to 
the data of Nikuradse:  
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In a natural river channel, the river bed is rarely flat. Extensive studies on bed form confi-
guration and geometry have been performed for river beds with cohesionless soils. Simons and 
Richardson (1963, 1966) classified bedforms into lower and upper flow regimes. Bridge scour 
happens in the lower regime, namely when the flow is subcritical (Fr <1). The typical types of 
bedforms are ripples and dunes; ripple shapes vary from nearly triangular to almost sinusoidal, 
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dunes are larger than ripples, and often triangular with fairly gentle upstream and downstream 
slopes. Liu (1957), Chabert and Chauvin (1963), Simons and Richardson (1963, 1966), Yalin 
(1964) and van Rijn (1984a, 1984b, 1984c) proposed many techniques to predict the formation 
and size of ripples and dunes. For these types of bedforms, the form roughness is dominant in-
stead of particle roughness. Hence the roughness sk  in B∆  should include the contribution not 
only from particles, but also from the bedforms. For a cohesive river bed, the soil particles are 
extremely fine. Hence, the bed form roughness is the dominant factor. 

In order to cover surface roughness, many researchers tried to modify the existing turbu-
lence models for hydraulically smooth boundary conditions, such as Patel & Yoon (1995), Zhang 
et al (1996), and Durbin et al. (2001). Zhang et al (1996) stated that rough surface models can be 
classified into two categories: 1) equivalent sand grain roughness models;2) topographic form-
drag models. Patel (1998) pointed out that the turbulence model for surface roughness should 
consider two factors: (a) the model has the capability to classify three roughness regions, i.e. hy-
draulic smooth, transitional, and fully-rough surfaces, and (b) the model has the capability to de-
scribe separated flow. 

Patel & Yoon (1995) proposed a roughness turbulence model based on modifying mixing 
length in two layer ε−k  model. The roughness effect can also be included easily by changing 
the boundary conditions in the ω−k  model. By comparing these two models, they concluded 
that the ω−k  model of Wilcox is better than the modified ε−k  model and that the modified 

ε−k  model needed further tuning of the constants and damping functions in the length-scale eq-
uations. 

Zhang et al. (1996) built a new-low-Reynolds-number ε−k  model to simulate turbulence 
flow over smooth and rough surfaces. They continued to adopt the equivalent sand grain rough-
ness concept and modified reduction factors in the low Reynolds number models. They showed 
that the model is capable of predicting the log-law velocity profile, friction factors, turbulent ki-
netic energy and dissipation rate by comparing them with experiments. 

Durbin et al. (2001) presented a modified two-layer ε−k  model.  The new model modified 
the mixing length formula by adding a hydrodynamic roughness length into the wall distance and 
also modified the boundary condition for turbulence kinetic energy. 
 

4.1.2.4 Effect of Turbulence Intensity 
 

Nurtjahyo (2003) stated that bridge scour simulations with the mean shear stress model 
could not predict the scour pattern correctly, even if the scour depth was reasonable compared 
with the flume tests. The mean bed shear stress on the downstream side of the pier is small while 
the turbulent intensity is significant. This implies that the flow turbulence can contribute to an 
increase in the erosion. Nurtjahyo (2003) added a turbulence kinetic energy term into the erosion 
rate equation and improved the scour pattern prediction in clear water pier scour simulations. 

Dufresne et al. (2007) investigated the influence of both the bed shear stress (BSS) and bed 
turbulent kinetic energy (BTKE) on the sedimentation and mass separation in storm-water tank. 
The authors found that BSS can only be used for no overflow cases; while BTKE should be cho-



4-11 
 

sen for overflow cases. Neither of them taken independently can predict the measurement well 
for both conditions. 

The study of the effect of turbulence on the scour process is still in the early stages. It is 
believed that the turbulence affects the whole scour process and contributes to both the final 
scour depth and scour pattern. 
 

4.2 GOVERNING EQUATIONS FOR CHEN3D PROGRAM 

CHEN3D (Computerized Hydraulic ENgineering program for 3D flow) has been em-
ployed in conjunction with a chimera domain decomposition approach for time-domain simula-
tion of flow around complex hydraulic configurations. The turbulent flow is simulated using the 
Reynolds-Averaged form of the Navier-Stokes equations. The entire computational domain can 
be divided into two regions in order to facilitate the implementation of the two-layer turbulent 
model approach. One is the thin layer region around the solid boundary, where one-equation tur-
bulence model is applied to account for the wall-damping effects; and the other one is the fully 
turbulent region away from the wall, employing the standard ε−k  two equation model to resolve 
the fully turbulent flow. The formulation has been described in detail in Chen and Patel (1988) 
and Chen and Korpus (1993). The CHEN3D program has been further developed to include the 
roughness and scour model in current research to simulate clear water scour. The approach by 
Patel and Yoon (1995) is used to capture the effect of roughness; and the method proposed by 
Nurtjahyo (2003) is implemented to perform the scour development. A summary of the approach 
is given below. 

Governing Equations for Hydrodynamics 

The non-dimensional Reynolds-Averaged Navier-Stokes equations for incompressible, 
viscous flow in Cartesian coordinates ( )tzyxtxi ,,,),( =  are as follows: 
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Equation (4.21) represents the continuity equation and equation (4.22) represents the mo-
mentum equations. ),,( WVUU i =  and ),,( wvuui =  represent Cartesian components of the mean 
and the fluctuating velocities respectively, t  is time, p  is pressure, ν/Re 0 BU= is the Reynolds 
number based on the characteristic length B , the reference velocity 0U , and the kinematic viscos-
ityν . All quantities in the above equations, and those which follow, are made dimensionless 
by 0U , B and fluid density ρ , and the body force is ignored here. For open channel flow, the in-
fluence of gravity can be considered as free surface boundary conditions. 
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In equation (4.22), the six additional Reynolds stresses terms jiuu− make the equations 
unsolvable without additional equations. Based on the assumption of Boussinesq, the Reynolds 
stresses can be expressed in terms of an isotropic eddy viscosity tv and the mean rate of strain, 
which is analogous to the molecular viscosity. The Reynolds stresses can then be written as: 
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where ( ) 2/wwvvuuk ++=  is the turbulent kinetic energy and ijδ is the Kronecker delta. Substitut-
ing into (4.22) yields: 
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The quantity UtUR σν+= Re11 represents the effective turbulent viscosity. The eddy 
viscosity can be computed from the turbulent kinetic energy k  and its dissipation rateε : 

 
ε

ν µ

2k
Ct =         (4.25) 

where 09.0=µC and the turbulent quantities of k and ε can be determined from the correspond-
ing transport equations: 
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the coefficients 44.11 =εC , 92.12 =εC 0.1== ku σσ 3.1=εσ  are given in Chen and Patel (1988). 
The effective viscosities in equation (4.26) and (4.27) are taken as ktkR σν+= Re11 , 
and εε σν tR += Re11 , respectively. 

The standard ε−k  two equations model mentioned above is only applied in the fully tur-
bulent regions. In the two-layer approach of Chen and Patel (1988), the one-equation of 
Wolfstein (1969) is employed in the near wall region. Close to the wall, the dissipation rate is 
determined from the turbulent production and the dissipation length scale, rather than being 
solved from equation (4.27): 
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ε

ε
l

k 2/3

=         (4.29) 

 ( )[ ]εε ARyCl yl /exp1 −−= ; ykRy Re=     (4.30) 

The inner layer is specified when the parameter 1000300 −≤=+ ντ yUy , where y is the 

dimensionless normal distance from the wall and ρττ /wU = is the friction or shear velocity. 
Using this relationship, the turbulent production can be determined from equation (4.26). The 
eddy viscosity is then found from: 

 µµ lkCvt =        (4.31) 

 ( )[ ]µµ ARyCl yl /exp1 −−=      (4.32) 

The constants 75.0−= µκCCl , 70=µA , lCA 2=ε and 418.0=κ are given in Chen and Patel 
(1988) and chosen to yield a smooth transition of eddy viscosity between the two regions. 

The above one equation model for the inner layer is based on the assumption of a hydro-
dynamic smooth wall. Patel and Yoon (1995) extended the model to a rough wall by modifying 
the two length scales: 
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 ykRy ∆=∆ Re       (4.35) 

The y∆ is normalized by the shear velocity τU and the kinematic viscosity ν  to 

yield ντ /yUy ∆=∆ + , and +∆y is related to the roughness of the wall and expressed by: 
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where τUkk ss Re=+ , and sk  is the normalized height of the sand grain. In case of non-uniform 
sand, the median diameter 50D  is usually chosen. 

To facilitate the coding of the program, the transport equations for iU , k  and ε  are rewrit-
ten in the general form: 
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where φ  represents any of the transport quantities iU k  andε . The source functions φs  are: 
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 ( )ε−−= GRs kk       (4.39) 
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To accurately solve the flow around the boundary of complex geometries, the boundary fit-
ted coordinate system is used in CHEN3D. Hence, the Cartesian coordinate 

( )tzyxtxi ,,,),( = employed in the physical space, has to be transformed to a general curvilinear 

coordinate system ( ) ( )τζηξτξξξ ,,,,,, 321 = . The vector operations in the transformed coordi-
nates are: 
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where l
ib , lig , and if are the geometric coefficients. Using these relationships, equations (4.21) 
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and (4.37) are transformed into: 
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Finite analytic method (FAM) 

In CHEN3D, the governing equation is locally linearized in each rectangular numerical 
element, 2=∆=∆=∆ ζηξ , by calculating the coefficients at the interior node (P) of each local 
element. The second order accuracy time domain discretization scheme was proposed by Liu 
(2002). Based on Chen et al. (1990), the following is the final 13-point FAM formula for the eq-
uation as described in Figure 4.1. 
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The subscript nb denotes neighboring nodes (NE: northeast, NW: northwest, etc). 
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Figure 4.1 - Finite analytic local element. 

 

The finite analytic coefficients nbC , PC , UC , DC have been explained in detail by Chen and 

Chen (1982,1984). Equation (4.57) indicates that n
Pφ depends on all eight neighboring nodal val-

ues in the ηζ plane as well as the values of the upstream nodeU , the downstream node D , and 
the value at the previous time step (n-1) and (n-2). This equation is implicit in both space and 
time. 

Continuity equation: velocity-pressure coupling 

In most practical applications, the pressure is unknown and must be determined by requir-
ing the velocity field to satisfy the continuity equation. Since a direct method for the simultane-
ous solution of all six equations is not feasible with present computer capacity, it is necessary to 
convert the continuity equation into an algorithm for the calculation of the pressure field appear-
ing in the momentum equation. Chen and Patel (1989) have proposed the hybrid SIMP-
LER/PISO algorithm for velocity-pressure coupling. In the SIMPLER/PISO algorithm, it is con-
venient to use contravariant components ( )321 ,, UUU of the velocity vector in the body-fitted 
coordinates ( )τξξξ ,,, 321 . Hence, the continuity equation can be expressed as: 
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Furthermore, the contravariant components of the velocity vector can be specified into a pressure de-
pendent term and a pseudo-velocity term as below: 
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A relationship for pressure can now be derived by requiring the contravariant velocity 
field, iU , to satisfy the equation of continuity. Approximating equation (4.58) with central differ-
ences and substituting equation (4.59) for each point in the stencil gives: 
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Boundary Conditions 

Boundary conditions describe the interface between the surroundings and the system that is 
modeled. The boundary conditions for the system can be classified into no-slip boundary, inlet 
boundary, outlet boundary and free surface boundary conditions. 

(1) No slip boundary condition 

At the abutment surface or riverbed surface, a no slip boundary applies in all directions, 
i.e.: 

 0=iU         (4.64) 

Extrapolation points near the solid boundary are used to determine the pressure at the solid boundary 
surface. 
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(2) Outlet boundary condition 

In the viscous flow, a zero gradient boundary condition is used in the far field, which can 
be expressed as: 
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(3) Inlet boundary condition 
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On the inlet, the velocity and the pressure are prescribed. It is assumed: 

 0, 1 321 ==== pUUU      (4.67) 

(4) Free surface boundary condition 

The free surface elevation δ is a function of two other space directions and time, i.e., 
( )tyxzz surf ,,δδ =−= �

surfz is the initial water surface elevation taken as the datum for the hy-
drostatic force. Based on the chain rule, the kinematic boundary conditions on the free surface 
are expressed as: 
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Equation (4.68) ensures that the fluid particles on the free surface remain on the free sur-
face and can be solved by simply extrapolating the velocities from the inner fluid domain. For an 
open channel problem, gravity plays an important role, which has not been included in the mo-
mentum equation (4.22). By ignoring the surface tension and free surface turbulent boundary 
layer, the effect of the gravity can be considered in the pressure term. Conservation of momen-
tum for a viscous fluid flow with a gravitational acceleration in the vertical direction can be writ-
ten as: 
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Fr is the Froude number,
gB

U
Fr 0= , where g is the gravitational acceleration. 

By introducing a new variable for the pressure, which includes both the hydrostatic and 

static component of the pressure 2
3

Fr
x

p +=ψ , the equation of the momentum can be rewritten 

as: 
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The Froude number now enters explicitly in the boundary condition instead of the govern-
ing equation. The procedure mentioned in the previous section can still be used to solve the open 
channel flow with a suitable boundary condition. 

A dynamic condition has also to be fulfilled at the surface. If the surface tension is neg-
lected and the flow is considered non viscous on the surface, the dynamic boundary conditions 
can be simplified to be atmpp = , atmp is the atmospheric pressure. The corresponding boundary 
condition for ψ becomes 
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 2Fr
patm

δψ +=       (4.71) 

If we say 0=atmp , then  

 2Fr
δψ =        (4.72) 

Clear Water Scour 

Clear water scour means that no deposition takes place. Once the soil is eroded, it is gone. 
Clear water scour usually exists for cohesive riverbed. The initiation of the scour process is de-
termined by the critical shear stress, the smallest streambed shear stress to start the erosion 
process. Based on this understanding, the scour rate can be expressed as a function of the 
streambed shear stress and the critical shear stress. The scour rate equation can be written in the 
following dimensional form: 

 ( )cbzz ττ ,�� =        (4.73) 

where z� is the scour rate, bτ is the streambed shear stress, and cτ is the critical shear stress. bτ is 
evaluated using the Newtonian stress-strain law: 

 *
n

b z
q

∂
∂= ρντ        (4.74) 

where q is the velocity, *
nz is the normal distance from the streambed. In the numerical computa-

tions, after the flow field is computed at each time step, the scour rate at each point of the stream 
bed is determined by the scour rate equation and bτ . The increase in scour depth is then evaluated 
by multiplying the scour rate by the time increment. 

Overall Solution Algorithm 

For the scour problem involving the grid movement on the river bed and free surface varia-
tion, the solution procedure can be summarized as follows: 

1. Construct the grid for each component of the configuration. 

2. Construct a boundary condition table specifying appropriate boundary conditions for 
each face. 

3. Specify the initial condition for velocity, pressure, and turbulence fields. 

4. Determine interpolation information to link the grids together using the PEGSUS pro-
gram. 

5. Calculate the geometric coefficients. 

6. Calculate the finite analytic coefficients and source functions. 
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7. Solve the momentum equations ( )iU and turbulence equations ( )ε,k using the iterative 
ADI scheme. 

8. Calculate the pseudo velocities ( )iV and calculate pressure ( )p using the iterative ADI 
scheme. 

9. Repeat step 7 and 8 for several internal iterations to get the converged result. 

10. Calculate the new free surface elevation using kinematics free surface boundary condi-
tions. 

11. For clear water scour, calculate the new bed surface elevation using the scour rate equ-
ation.  

12. Adjust the volume grid to conform to free surface and riverbed elevations in z-direction. 

13. Return to step 4 for next time step. 

 

4.3 MAXIMUM BED SHEAR STRESS AROUND AN ABUTMENT IN OPEN 

CHANNEL FLOW 

The maximum bed shear stress around an abutment, one of the two basic parameters in the 
SRICOS method, is studied in this chapter. All the simulation results given in this chapter are for 
open channel flow. The maximum bed shear stress around an abutment is studied first for the 
simple rectangular channel. After establishing the maximum bed shear stress equation for a rec-
tangular channel, compound channel correction factors are proposed so that the equation can be 
extended to include compound channel situations. The CHEN3D program introduced in chapter 
III is used for all numerical simulations. The flume test cases performed in this study are simu-
lated numerically and used to verify the proposed equation. The final equation for the maximum 
bed shear stress around an abutment is recommended based on the results of flume tests and the 
erosion function of the soils from EFA testing. 

4.3.1 Methodology 

A typical river channel including the abutment and approach embankment is presented in 
Figure 4.2. In the real world, the elevation of the river bed may change gradually from the center 
of the main channel to the flood plain and have no clear main channel slope. The main channel 
slope mβ  may vary over a large range, depending on the soil type, from a small number in cohe-
sionless soils to almost vertical in cohesive soils. However, mβ  is believed to be a minor factor in 
the current study so that a constant main channel slope (1V:1H) is used in all compound channel 
simulations. 

To simplify the problem, the rectangular channel is studied first, with 0mβ = , m fy y y= =  

and m fL L L= +  (Figure 4.2). The maximum bed shear stress around an abutment in a rectangu-
lar channel is believed to be dependent on the abutment geometry, channel width, water depth, 
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approach velocity, water density, fluid viscosity and gravitational acceleration. The relationship 
is of the form: 

 [ ]max( ) , , , , , , , , ,Abut a a af V y g L L Wτ ρ ν β θ=     (4.75) 

where max( )Abutτ  = maximum bed shear stress around abutment, ρ  = water density, V = upstream 

mean velocity, ν = kinematic viscosity of the fluid , y = upstream water depth, g = gravitational 
acceleration, aL  = length of abutment and the approach embankment(to the toe of the abutment), 
L = half width of the channel, aW = top width of the abutment, aβ = slope of the abutment, and 
θ = skew angle of approach embankment.  

 

 

L: half width of channel Lm: half width of main channel 

ym: water depth on main channel La: Length of approach embankment 

tan(βa): slope of abutment (V:H) V: upstream mean velocity 

Lf: width of flood plain Θ (°)skew angle of approach embankment 

yf: water depth on flood plain Wa: top width of abutment 

y: water depth for constant depth channel (y = yf = ym) 

Figure 4.2 - Definition of the parameters in abutment scour problem. 

Dimensional analysis of equation (4.75) results in: 

 max
2 , , , , , ,a a a

a
a a

VW L LV y
f

V W L Wgy
τ β
ρ ν

� �
= Θ� �

� �	 

    (4.76) 
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It is desirable to use the top width of the abutment aW  as the characteristic length because 

aW  is typically fixed for a given bridge (close to the width of the bridge deck). Re aVW
ν

= is the 

abutment size based Reynolds number; 
V

gy
is the upstream Froude number; a

a

L
W

is the aspect 

ratio of the abutment and approach embankment, but 
aW

L'

will be used in the following study 

( 'L is the projected abutment length normal to the flow direction); 
a

y
W

is the relative flow depth. 

For a rectangular channel, the upstream mean velocity is assumed to be uniform across the entire 
channel. The channel unit discharge ratio rC defined in terms of flow rate from upstream as 

total

total blocked

Q
Q Q−

 is identical to the area ratio total

total blocked

A
A A−

. It is also worthwhile to note that rC  is 

equal to 'LL
L
−

 for the vertical wall and wing-wall abutments. For convenience, rC based on the 

area ratio total

total blocked

A
A A−

will be used to replace the blockage ratio in the dimensional analysis and 

the following study.  
 

 

Figure 4.3 - Definition of the channel unit discharge ratio. 
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The methodology to study the influence of various parameters makes use of a reference 
case and the parametric studies of the dimensionless parameters given in the dimensional analy-
sis. According to previous studies (Briaud et al. 1999a, 2004), it is believed that the Reynolds 
number is the determinant factor for the maximum bed shear stress around the abutment when 
the relative water depth is greater than two. In the parametric study, only one dimensionless pa-
rameter is varied at a time while all others are kept identical to the reference case. The relation-
ship between the varying dimensionless parameter and the maximum bed shear stress can then be 
determined through data regression. By assuming that these dimensionless parameters are inde-
pendent, the equation of maximum bed shear stress around an abutment in a rectangular channel 
can be derived by multiplying the influence factors together. The influence of the compound 
channel geometry will be investigated by comparing the results of a series of cases simulated 
with different compound channel configurations. 

4.3.2  Reference Case 

The flow pattern around an abutment is considered to be similar to that around a pier of 
shape equivalent to the abutment and its mirror image with respect to the channel wall. The max-
imum bed shear stress at the abutment, however, should be less than that around the equivalent 
pier due to the retarding effects of channel wall on the flow (Melville, 1997). Based on previous 
research (NCHRP 24-15, Briaud et al., 2004), the influence of water depth on the maximum bed 
shear stress around a bridge pier can be ignored when the water depth is deeper than two times 
the pier diameter, which is called the deep water condition. Actually, this indicates that the influ-
ence of Froude number is negligible as long as the relative flow depth is large enough. Therefore, 
it is convenient to define the reference case as a vertical wall abutment in a rectangular channel 
as shown in Figure 4.2. The abutment length is chosen to be one-half of the abutment width such 
that the abutment together with its mirror image forms a square pier. The orientation of the ab-
utment is perpendicular to the flow direction and the water depth is twice the abutment width to 
ensure that the influence of Froude number is negligible. The dimensions of the reference case 
can be determined after the flume tests performed in this study. The width of the flume is 3.66m, 
which is equal to the half width of the channel L  since only half of the river is simulated in the 
flume tests. The top width of the abutment aW is 0.46m. So the water depth is 0.91m. As seen in 
Error! Reference source not found., the half width of the channel L is 8 times of the abutment 
width aW , which gives a rather small unit discharge ratio of 1.07.  
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Figure 4.4 - Diagram of the reference case. 

A dimensionless (normalized by the abutment top width aW ) Cartesian coordinate system 
(x,y,z) = (X/Wa, Y/Wa, Z/Wa) is used in the numerical simulations. The xy plane is fixed as the 
horizontal river bottom; the z coordinate is pointed upward from the riverbed to the water surface; 
the x coordinate is pointed from upstream to downstream along the straight channel.  

An orthogonal grid system is desirable in the numerical simulations. Hence, the entire 
computation domain is decomposed into several blocks to facilitate the generation of the rectan-
gular grids. As shown in Figure 4.5, a fully-connected body-fitted grid system is used with one 
cell overlap between neighboring blocks. The numerical grid of the reference case consists of 
four blocks. The number of the grid points from Block1 to Block 4 are 40×75×31, 29×54×31, 
69×26×31, and 80×75×31, respectively, for a total of 383,160 grid points. A multi-block grid is a 
special condition of the Chimera grid and the data communication between difference blocks is 
performed through the PEGSUS program (Suhs &Tramel, 1991). 

In the CHEN3D program, the two layer method is implemented to solve the flow field all 
the way to the solid surface. A one equation model is used for the near-wall region and the stan-
dard ε−k model is used in the outer region away from the wall. To accurately solve the near 
wall flow including the laminar sublayer and buffer layer, the first grid point near the solid sur-
face is placed within the viscous sublayer and satisfies the requirement of 1<+y , where 

nyuy τRe=+ , ny = the normalized distance to the wall and τu = normalized friction velocity. 
Therefore, the grid in the near wall region must be extremely fine so that the velocity gradient 

Wa 
0.5Wa 

y=2Wa 

L=8Wa 

Abutment 

C L 
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can be resolved correctly. To reduce the CPU time and the memory requirement, the channel is 
assumed to be symmetrical and only one-half of the channel is studied.  

As mentioned in the dimensional analysis, the Reynolds number Re=VWa/ν is defined 
based on the upstream mean velocityV , the abutment top width aW  and the kinematic viscosity 
ν  (20°C). For the reference case, a Reynolds number of 105 is chosen. It is a typical magnitude 
in most flume tests, which is equivalent to 0.22m/s upstream velocity and 0.46m of abutment top 
width. A no-slip boundary condition is applied on the river bottom and abutment face. A rigid lid 
is applied on the free surface since the influence of the water surface is negligible. A dimension-
less time increment of 0.2 is chosen in the simulation. The result is found to converge after about 
5000 iterations. 

Figure 4.6 shows the flow pattern around the abutment on the free surface. The abutment 
causes complicated flow features, including vortex shedding, wake vortices and large recircula-
tion behind the abutment. Upstream of the abutment, the affected area is very small, about one 
time the abutment length. Downstream of the abutment, the affected area is very large. The area 
of recirculation can be as large as several times the abutment length. This large recirculation con-
tinues to congest the flow and forces the flow to move toward the channel center. This is why the 
velocity magnitude along the channel center is higher downstream of the abutment instead of at 
the mid point of the abutment. At the upstream corner of the abutment, the flow is accelerated 
and forced around the abutment. The maximum velocity appears around the upstream corner. 
However, only in the region very close to the abutment, is the velocity increased significantly. In 
the transverse direction, the flow is disturbed significantly only in a narrow zone in front of the 
abutment face. Outside of that zone, the velocity vectors remain uniform. A flow separation ap-
pears right on the abutment face. 
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Figure 4.5 - Numerical grid for the reference case. 
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Figure 4.6 - Velocity vectors on water surface (reference case). 

Figure 4.7 shows the normalized pressure contours around the abutment. The higher pres-
sures occur on the upstream side due to the abutment obstacle. The pressure drops sharply at the 
upstream corner; this is consistent with the local velocity acceleration.  

Figure 4.8 presents the bed shear stress distribution. The maximum bed shear stress is 
about 0.5 Pa at the upstream corner of the abutment. This is the initial bed shear stress contour 
before scour occurs. The shear stress will decrease progressively as the scour hole develops. The 
scour process stops when the bed shear stress reaches the critical shear stress of the soil. 

To study the influence of the water surface boundary condition, cases with a rigid lid and 
free surface boundary conditions were simulated. The results show little influence of the surface 
boundary condition on the maximum bed shear stress around the abutment. The difference is 
within 5%. 
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Figure 4.7 - Normalized pressure, 2V
p

ρ
 contours around vertical wall abutment. 
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Figure 4.8 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for Reynolds number 105. 
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Figure 4.9 - Projected velocity vectors on the cross sections around abutment. 

Figure 4.9 shows the variation of the velocity field around the abutment. These four cross sections 
show the projected velocity components on each plane respectively. Cross sections T1, T2, and T3 
are showing the secondary flow in front of the abutment face. Longitudinal cross section L1 clearly 
shows the horse shoe vortex. The downflow along the abutment upstream face hits the riverbed di-
rectly, which contributes to the scour process. The velocity magnitude is extremely high on cross sec-
tion T1 since the flow direction changes significantly at the upstream corner. On cross sections T2 
and T3, the velocity magnitude adjacent to the abutment is not large. But the flow is extremely com-
plicated in this area with very high turbulence intensity. According to the flume tests, the scour depth 
is still significant in this area. This implies that both the velocity magnitude and the turbulence inten-
sity can contribute to the scour development.  

 

4.3.3 Parametric Studies 

4.3.3.1 Influence of Reynolds Number 

For the pier scour study in NCHRP report 516 (Briaud et al., 2004), only half of the do-
main was simulated with a symmetric line passing the center of the circular pier. A symmetric 
boundary condition was applied on both the symmetric line and the lateral computation boundary. 
In the current study, a symmetric assumption is also adopted and the symmetric line is along the 
center of the channel. A no-slip boundary is applied on the side wall of the abutment. The only 
difference between the previous pier scour study and the current abutment scour study is the 
boundary condition on the lateral computation boundary along the hydraulic structure. To inves-
tigate the influence of the boundary conditions, the same grid was tested for these two settings of 
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pier and abutment (half of the circular pier). The maximum bed shear stress around the abutment 
was found to be about 2/3 of that around the pier. This indicates that the influence of the Rey-
nolds number on the maximum bed shear stress around the abutment is not identical to the pro-
posed pier equation in the previous report of NCHRP 24-15. Hence, there is a need to study the 
influence of Reynolds number on the maximum bed shear stress around the abutment. Another 
reason is that the typical abutment shape is different from that of a pier. The influence of shape 
could be significant. 

As discussed before, the maximum bed shear stress around an abutment is believed to be a 
function of Reynolds number. The influence of Froude number is negligible as long as the rela-
tive flow depth is large enough. If it is assumed that the correction factors due to all other dimen-
sionless parameters are the ones for the reference case, then equation (4.76) can be simplified as,  

 �



�
�
	

�=
νρ

τ aVW
f

V 2
max       (4.77) 

Numerical simulations were conducted for eight different Reynolds numbers (Re=VWa/ν): 
1×104, 2×104, 5×104, 1×105, 5×105, 1×106, 5×106 and 1×107. All cases had the same geometry as 
the reference case. Figure 4.10 shows the variation of the computed maximum bed friction coef-

ficient, 2V
C b

vwf ρ
τ

=−  around a vertical wall abutment as a function of Reynolds number. For 

comparison, the maximum bed friction coefficient, 2V
C b

cpf ρ
τ

=−  equation for circular pier by 

Briaud et al. (1999a) is also shown in the same figure. Both curves show that the normalized 
maximum bed shear stress decreases with an increase of Reynolds number. It should be noted 
that this does not mean that the dimensional bed shear stress also decreases with Reynolds num-
ber because it depends also on the upstream velocity. The discrepancy, shown in Figure 4.10, 
between the previous pier study and the current abutment study is due to the hydraulic structure 
shape and the side boundary conditions. Generally, the bed shear stress is higher around the ver-
tical wall abutment than around a circular pier. The separation point around a vertical abutment 
is always at the sharp upstream corner regardless of the magnitude of the Reynolds number. By 
comparison, the separation point around a circular pier changes with Reynolds number. In Figure 
4.10, the curve for the circular pier is much flatter than the one for vertical wall. Cf_vw is higher 
than Cf_cp when Reynolds number is smaller than 3×105. But when the Reynolds number is high-
er than 3×105, the curve for vertical wall flattens out and the magnitude is lower than that for a 
circular pier. According to the simulation results, the equation for the circular pier is not suitable 
for the abutment. Another interesting observation is that the difference between these two curves 
tends to be small when Reynolds number is very high. As shown in Figure 4.10, these two curves 
are almost parallel in the high Reynolds region. Figure 4.11, Figure 4.12, and Figure 4.13 present 
the simulated bed friction coefficient contours for different Reynolds numbers. 
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Table 4.2 - Numerical simulation results for Reynolds number study. 

Re Cf _pier_Equ Cf _v w_CHEN3D Regression

---- ---- ---- ----
1.0E+04 0.0141 0.0333 0.0327
2.0E+04 0.0125 0.0235 0.0239
5.0E+04 0.0106 0.0148 0.0158
1.0E+05 0.0094 0.0103 0.0115
5.0E+05 0.0071 0.0064 0.0056

1.0E+06 0.0063 0.0048 0.0041

5.0E+06 0.0046 0.0034 0.0020
1.0E+07 0.0040 0.0025 0.0014

 

 

Figure 4.10 - Normalized maximum bed shear stresses versus Reynolds number. 
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Figure 4.11 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for Reynolds number 104. 
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Figure 4.12- Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for Reynolds number 106. 



4-33 
 

0.05

0.10
0.15

0.20

0.15

0.10

0.05

X/Wa

Y
/W

a

-0.5 0 0.5
0

0.5

1 Flow

Abutment

 

Figure 4.13- Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for Reynolds number 107. 

4.3.3.2 Influence of water depth 

The grid of the reference case was adjusted vertically to simulate different relative water 
depth / ay W . The vertical distribution of the grid points changed with / ay W  but the vertical wall 
abutment together with the grid system keep the same scale. The Reynolds number was kept the 
same as the reference case and so were the boundary conditions. Five cases were performed with 
the CHEN3D program to study the water depth variation, including / ay W  equal 0.125, 0.25, 0.5, 
1.0, and 2.0. Actually, the Froude number is changing with the relative water depth / ay W  with 
values of 0.29, 0.21, 0.15, 0.10, and 0.07. This cannot be avoided since the Reynolds number is 
kept constant. It is believed that both the Fr and / ay W  represent the influence of the water depth 
on maxτ around the abutment and the Froude number is used in the regression. One way to present 
the results is to plot max max_/ referenceτ τ  as a function of Fr. The shallow water correction factor, wk  

is the ratio of max max_/ referenceτ τ . Figure 4.14 presents the result of the five simulations. When the 
Froude number is smaller than 0.10, the influence of the water depth is negligible. Figure 4.15, 
Figure 4.16, and Figure 4.17 show the results of the bed friction coefficient contours for different 
water depth. Water depth variation has little influence on the bed shear stresses away from the 
abutment. 
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Figure 4.14 - Correction factor for water depth. 

Table 4.3- Numerical simulation results for water depth study. 

Re Fr Cf _v w Kw

1.0E+05 0.07 0.0115 1.00
1.0E+05 0.10 0.0115 1.00
1.0E+05 0.15 0.0126 1.09
1.0E+05 0.21 0.0147 1.28
1.0E+05 0.29 0.0159 1.38  

k F
r 

kFr = 

kw  
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Figure 4.15- Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for y/Wa=0.25. 
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Figure 4.16 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for y/Wa=0.5. 
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Figure 4.17- Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for y/Wa=1.0. 

 



4-37 
 

4.3.3.3 Influence of Channel Unit Discharge Ratio 

The objective of this parametric study is to obtain the relationship between the maximum 
bed shear stress maxτ  and the channel unit discharge ratio rC . The grid of the reference case is 
modified to have L  equal to 0.83 aW , 1.25 aW , and 2.5 aW . All other parameters remain the same 
as the reference case. Figure 4.18 presents the variation of the channel width. Figure 4.20, Figure 
4.21, and Figure 4.22 show the contours of the normalized bed shear stress for different unit dis-
charge ratios. The velocity and the bed shear stress increase with an increase of unit discharge 
ratio. The maximum bed shear stress maxτ  is the maximum shear stress that exists on the river 
bed just before the scour hole develops. One way to present the data is to plot max max_/ referenceτ τ  as 

a function of the unit discharge ratio rC  shown in Figure 4.19. The unit discharge ratio correc-
tion factor Crk  is the ratio of max max_/ referenceτ τ . The data points on Figure 4.19 correspond to the 
results of the three simulations and the reference case. By data regression, the correction factor 

Crk  is found to be linearly proportional to the unit discharge ratio rC . A high unit discharge ratio 
means that the channel is narrowing significantly. It should be noted that the unit discharge ratio 

rC  for the reference case is 1.07 and the corresponding correction factor Crk  is equal to 1.0. For 
the limiting case of a very wide channel with rC  � 1, it is anticipated that the maximum shear 
stress around the abutment will be approximately 20% lower (i.e., Crk = 0.8) than the correspond-
ing value for the reference case.  

 

Figure 4.18 - Geometries for channel unit discharge ratio study. 
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Figure 4.19- Correction factor for channel unit discharge ratio. 

Table 4.4- Numerical simulation results for channel contraction study. 

Cr Cf _v w_CHEN3D KR Regression

1.07 0.0115 1.00 1.00
1.25 0.0189 1.64 1.76
1.67 0.0369 3.19 3.49
2.50 0.0718 6.23 6.96  

kCr=3.65Cr-2.91 

k C
r 

kCr 
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Figure 4.20- Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for rC =2.5. 
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Figure 4.21- Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for rC =1.67. 
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Figure 4.22 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for rC =1.25. 
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4.3.3.4 Influence of the Aspect Ratio of Abutment 

The objective of this section is to obtain the relationship between the maximum bed shear 
stress maxτ  and the aspect ratio aWL /'  of the abutment and approach embankment. The length of 
the abutment in the reference case is modified to generate six new cases with different aspect ra-
tio aWL /' . It should be noted that all the abutments are normal to the flow with 'LLa = . These 

six new cases have the same abutment top width aW , half channel width L , water depth y  and 
upstream mean velocity V  as the reference case. Figure 4.23 shows the variation of the abutment 
length. One way to present the result is to plot referencemax_max /ττ  as a function of aWL /' . It should 

be noted that both aspect ratio aWL /'  and unit discharge ratio rC  vary with the abutment length 

aL  because the channel width is fixed. Therefore, the variation of maxτ with the abutment length 
has two contributors. It is necessary to exclude the influence of the unit discharge ratio in the da-
ta analysis in order to isolate the influence of the aspect ratio. The aspect ratio correction fac-
tor shk  is equal to ( )max max_/ reference Crkτ τ ⋅ . Table 4.5 lists the parameters need to obtain the aspect 

ratio correction factor shk  (six cases and the reference case). The correction factor shk  is plotted 

in Figure 4.24 as a function of the abutment aspect ratio aWL /' . shk  is found to decrease with an 

increase in aWL /' . The aspect ratio correction factor drops rapidly when aWL /'  increases from 1 

to 3. When aWL /' is larger than 3, the correction factor tends to be steady. The influence of the 
aspect ratio is not as significant as the unit discharge ratio. Figure 4.25, Figure 4.26, Figure 4.27, 
and Figure 4.28 give some of the normalized bed shear stress contours for the aspect ratio study. 
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Figure 4.23 - Geometries for the study of abutment aspect ratio. 
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Table 4.5 - Physical parameters and the correction factors in aspect ratio study. 

L' y V Wa Cf _max Re Cr KCr La/Wa Ksh

m m m/s m ---- ---- ---- ---- ---- ----
0.23 0.91 0.22 0.46 0.0115 1.00E+05 1.07 1.00 0.50 1.00
0.37 0.91 0.22 0.46 0.0119 1.00E+05 1.11 1.15 0.80 0.89
0.73 0.91 0.22 0.46 0.0146 1.00E+05 1.25 1.66 1.60 0.76
1.01 0.91 0.22 0.46 0.0169 1.00E+05 1.38 2.15 2.22 0.68
1.32 0.91 0.22 0.46 0.0221 1.00E+05 1.56 2.81 2.89 0.68

1.62 0.91 0.22 0.46 0.0283 1.00E+05 1.80 3.67 3.55 0.67

2.23 0.91 0.22 0.46 0.0412 1.00E+05 2.57 6.48 4.89 0.55  
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Figure 4.24 - Correction factor for abutment aspect ratio. 
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Figure 4.25 - Friction coefficient (×102), 2V
b

ρ
τ

 contour for aL =0.37m. 
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Figure 4.26 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for aL =0.73m. 
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Figure 4.27 -  Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for aL =1.01m. 
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Figure 4.28 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for aL =1.32m. 
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4.3.3.5 Influence of the Abutment Shape 

The objective of this section is to obtain the relationship between the maximum bed shear 
stress and the abutment shape (as shown in Figure 4.29). Four flume tests with a wing-wall ab-
utment in a rectangular channel are simulated. They all have the same approach velocity, water 
depth, channel width but different abutment length in order to study the influence the abutment 
length on shape factor. All the abutments are normal to the flow direction with 'LLa = . Another 
two sets of simulations are performed with the wing-wall abutment being replaced by a vertical 
wall and then by a spill-through shape. For the pair of cases with the same abutment length, the 
unit discharge ratios are identical for wing-wall and vertical wall shape. The shape correction 
factor sk  for a wing-wall abutment is therefore the ratio of max_ max_/WW VWτ τ , as tabulated in Table 

4.6. The vertical wall abutment is adopted as the reference case and sk  for a vertical wall abut-
ment is one. The influence of abutment length on the shape factor can also be investigated in Ta-
ble 4.6. The shape correction factors for wing-wall abutments are nearly constant, though the 
value tends to be smaller with an increase in abutment length. Based on Table 4.6, a constant 
correction factor of 0.65 is proposed for the wing-wall abutment for simplicity. Figure 4.30 to 
Figure 4.33 show the normalized bed shear stress contours of these four cases for a wing wall 
abutment. 

 

Figure 4.29- Definition of abutment shape. 

Table 4.6 - Shape correction factors of wing-wall abutment. 

y=0.8Wa�

Wa�

Wa�

Wa�

La=2.2Wa�

ks 
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y V La Wa Cf _max_WW Cf _max_VW Κs

m m/s m m ---- ---- ----
0.37 0.33 1.01 0.46 0.0107 0.0165 0.65
0.37 0.33 1.32 0.46 0.0138 0.0211 0.65
0.37 0.33 1.62 0.46 0.0161 0.0257 0.63
0.37 0.33 2.23 0.46 0.0260 0.0450 0.58  
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Figure 4.30 -  Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for aL  = 1.01m (WW). 
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Figure 4.31 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for aL  = 1.21m (WW). 
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Figure 4.32 -  Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for aL  = 1.62m (WW). 
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Figure 4.33 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for aL  = 2.23m (WW). 
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The same approach can be applied to study the spill-through abutment. The case of the spill-through 
abutment, however, has a lower unit discharge ratio rC  compared to the case of a vertical wall abut-

ment with same length. Hence, the sk values ( VWST max_max_ /ττ ) listed in Table 4.7 include the contri-

bution of the unit discharge ratio. It is necessary to exclude the influence of the unit discharge ratio 

and get max_ _ max_ _( / ) / ( / )s ST Cr ST VW Cr VWk k kτ τ= . As shown in Table 4.8, sk  for a spill-through ab-

utment decreases with an increase in rC . The same observation appears for the wing wall abutment. 

When the contraction is low, the spill through abutment and the wing-wall abutment have almost the 
same sk . However, the sk for the spill though abutment drops faster when the contraction is large. For 

simplicity, an average correction factor of 0.58 is proposed for the spill-through abutment. Figure 
4.33 to Figure 4.37 shows the contours of normalized bed shear stress for these four cases with spill-
through abutment. Table 4.9 presents the proposed shape correction factors. 

Table 4.7 – Shape correction factors of spill-through abutment (w/o correction). 

La y V Wa Cf _max_ST Cf _max_VW Κs

m m m/s m ---- ---- ----
1.01 0.37 0.33 0.46 0.0076 0.0165 0.46
1.32 0.37 0.33 0.46 0.0097 0.0211 0.46
1.62 0.37 0.33 0.46 0.0107 0.0257 0.42
2.23 0.37 0.33 0.46 0.0152 0.0450 0.34  

Table 4.8 - Shape correction factors of spill-through abutment (with correction). 

La y Wa Cr_ST Cr_VW KCr_ST KCr_v w Ks

m m m ---- ---- ---- ---- ----
1.01 0.37 0.46 1.2158 1.3841 1.53 2.14 0.65
1.32 0.37 0.46 1.3529 1.5645 2.03 2.80 0.63
1.62 0.37 0.46 1.5248 1.7991 2.66 3.66 0.57
2.23 0.37 0.46 2.0443 2.5696 4.55 6.47 0.48  

 

kCr_WW kCr_ST 

ks 

ks 
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Figure 4.34 -  Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for aL  = 1.01m (ST). 
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Figure 4.35 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for aL  = 1.32m (ST). 
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Figure 4.36 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for aL  = 1.62m (ST). 
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Figure 4.37 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for aL  = 2.23m (ST). 
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Table 4.9 - Proposed Shape correction factors. 

Abutment Shape Vertical wall Wing wall Spill through 

ks 1.0 0.65 0.58 

 

4.3.3.6 Influence of the skew angle 

The objective of this section is to obtain the relationship between the maximum bed shear 
stress maxτ and the skew angle θ of abutment (defined in Figure 4.1). Five cases are simulated 

with the same projected abutment length 'L of 1.01m normal to the flow direction for a half river 
width of 3.66m. The abutment has a vertical wall shape and the skew angle varies from 60 to 120 
degree (Figure 4.2). The approach velocity is 0.33m/s and the water depth is 0.37m. The results 
are shown in Figure 4.39 to Figure 4.42. One way to present the results is to plot )90max(max /ττ as a 

function of the skew angle θ. The parameter )90max(τ is the value of maxτ  for the case with 90 de-
gree skew angle or the most general case of an abutment perpendicular to the flow direction. The 
skew angle correction factor, skk , is the ratio of )90max(max /ττ . The data points in Figure 4.35 cor-
respond to the results of the five simulations. The case with the 90 degree skew angle has the 
highest maximum bed shear stress. The maximum bed shear stress decreases when the abutment 
is skewed towards either the upstream or downstream directions. For the same angle with the 
normal to the flow, the maximum bed shear stress is higher when the abutment skews toward 
upstream. Considering that the bridge is usually designed to be normal to the flow direction, the 
correction factor for skewed angle is proposed to be one in order to provide a conservative pre-
diction of the maximum bed shear stress. 

Table 4.10- Numerical simulation results for skew angle study. 

V y Skewed Angle Cf _max Ksk

m/s m degree ---- ----
0.33 0.37 60 0.0102 0.62
0.33 0.37 75 0.0111 0.67
0.33 0.37 90 0.0165 1.00
0.33 0.37 105 0.0128 0.78
0.33 0.37 120 0.0122 0.74

 

ksk 
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Figure 4.38 - Correction factor for the skew angle of vertical wall abutment. 
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Figure 4.39 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for 60 degree. 
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Figure 4.40 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for 75 degree. 
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Figure 4.41 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for 105 degree. 
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Figure 4.42 -  Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for 120 degree. 
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4.3.4  Maximum Bed Shear Stress Equation in a Rectangular Channel 

The basic equation gives maxτ for the half square pier in a deep water condition. After the 
correction factors for the channel unit discharge ratio, abutment aspect ratio, skew angle, water 
depth and abutment shape are determined, the maximum bed shear stress equation around the 
abutment in a rectangular channel can be generated as follows: 

 max
_2 f vw Cr sh Fr s skC k k k k k

V
τ
ρ

= ⋅ ⋅ ⋅ ⋅ ⋅     (4.78) 

where maxτ  = the maximum bed shear stress at the interface between the water and the river bot-
tom near the abutment toe. 

ρ  = mass density of water 

V  = upstream mean depth velocity 

y  = upstream water depth 

aW  = top width of the abutment 

'L = projected abutment length normal to the flow direction 

rC  = unit discharge ratio; defined as / ( )r total total blockedC Q Q Q= −  

totalQ =total discharge 

blockedQ =discharge blocked by the abutment in the upstream 

Re = Reynolds number, defined as Re /aVW ν=  

ν = kinematic viscosity 

_f VWC = maximum bed friction coefficient near the toe of vertical wall abutment under 
deep water conditions 

Crk  = correction factor for channel unit discharge ratio 

shk  = correction factor for the aspect ratio of the approach embankment 

Frk  = correction factor for water depth 

sk  = correction factor for abutment shape 

skk  = correction factor for skew angle 

 
45.0

_ Re1.2 −=vwfC  3.65 2.91Cr rk C= −  
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4.3.5  Influence of a Compound Channel Configuration 

Natural rivers commonly have compound channels that consist of a main channel and 
flood plains. The channel can typically be taken as rectangular when the flow exists only in the 
main channel. Then the preceding equation can be applied if the abutment is in the main channel. 
When flooding occurs, the flood plain is usually submerged; it is then necessary to consider the 
influence of the compound channel configuration on the maximum bed shear stress around the 
abutment whether it is in the main channel or in the flood plain. The main channel usually con-
veys more flow and the unit discharge is generally higher in the main channel than in the flood 
plain. The flow pattern around the main channel slope can be quite complex because of the later-
al momentum exchange between the main channel and the flood plain. This may have a signifi-
cant influence on the bed shear stress around the abutment when the abutment is close to the 
edge of the main channel. 

The unit discharge ratio is used to describe the blockage effect of the abutment and the ap-
proach embankment in a compound channel. As defined in the methodology section, the unit 

discharge ratio is equal to total

total blocked

Q
Q Q−

 (defined in section 4.1.1) and the definition based on 

discharge is the only one used. The definition based on the width ratio is not precise, yet it can. 
However, the contraction reflects the averaged blockage effect. The location of the abutment in 
the compound channel is important when the abutment is close to the edge of the main channel. 
As mentioned above, the flow field can be very complex when the abutment toe is very close to 
the main channel slope. Hence, it may be necessary to include another correction for the abut-
ment location in the compound channel. Obviously, this is not necessary in the rectangular chan-
nel. This correction factor is believed to be negligible when the abutment toe is far away from 
the main channel slope. 

In the flume tests performed, the clay surface is very smooth before scouring. And the dif-
ference of water depth between the main channel and flood plain is not large. Also, the velocity 
measurements show that the depth averaged velocity is very uniform in the compound channel in 
the upstream section. Hence, a uniform upstream velocity field is applied at the inlet in the nu-
merical studies of compound channel cases. A hydraulically smooth boundary is applied on the 
entire river bottom. This makes it reasonable to interchange the discharge based unit discharge 
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ratio or the area ratio of total

total blocked

A
A A−

(defined in section 4.1.1) in the data analysis. And this can 

make it possible to apply the maximum bed shear stress equation for rectangular channel in the 
compound channel conditions with suitable correction factors. 

 The objective of this section is to study the relation between the abutment location on 
compound channel and the maximum bed shear stress. One of the flume test cases performed in 
NCHRP 24-15(2) is selected to initiate the numerical simulation and the spill-through abutment 
in the flume test is replaced by the vertical wall abutment to avoid the influence of abutment 
shape. The channel is assumed to be symmetrical and only half is simulated. The 1.83m long 
vertical wall abutment is sitting in the 3.7m wide flume with main channel water depth ym of 
0.5m and a flood plain water depth yf of 0.29m. The approach velocity is 0.43m/s. Eight cases 
with different flood plain width Lf are simulated with CHEN3D program. The width of flood 
plain Lf is varied from 0.61m to 3.05m. Table 4.11 lists the parameters and the simulation results 
of the eight compound channel cases. The contours of friction coefficient are given in Figure 
4.44 to Figure 4.51. The location of the maximum bed shear stress usually appears at the up-
stream corner of the abutment whether the abutment is in the flood plain or in the main channel. 
If the abutment is in the flood plain, the main channel slope in front of the abutment will suffer 
higher bed shear stress. But the bed shear stress on the main channel slope will be very low if the 
abutment protrudes into main channel. 

Table 4.11- Correction factors of compound channel effect. 

yf  (m) 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29

L' (m) 1.83 1.83 1.83 1.83 1.83 1.83 1.83 1.83

Lf  (m) 3.05 2.74 2.44 2.13 1.83 1.22 0.91 0.61

(Lf -L')/yf 4.17 3.13 2.08 1.04 0.00 -2.08 -3.13 -4.17

Cf _max 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02

Cr 1.84 1.76 1.70 1.65 1.60 1.70 1.77 1.84

KCr 3.81 3.54 3.31 3.12 2.95 3.32 3.57 3.82

Cf _max/KCr 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01

KL 1.00 1.06 1.01 1.02 1.20 1.02 1.01 1.00
 

As mentioned above, the abutment length, water depth and the flume width are all kept 
constant, shown in table 4.11. The unit discharge ratios rC  for these eight cases are not the same. 
The smallest unit discharge ratio rC  appears when the toe of the abutment lies at the edge of the 

main channel slope fLL =' . Then the unit discharge ratio will always increase compared to this 
case whether the flood plain width increases or decreases. The upper limit of the unit discharge 
ratio is achieved when the flood plain width goes to either zero or the width of the flume. In both 
extreme cases the compound channel becomes a rectangular channel but the water depth will be 
different under these two limiting conditions. Based on the study of unit discharge ratio in rec-
tangular channel, the maximum bed friction coefficient _ maxfC is linearly proportional with the 

unit discharge ratio rC . Then the case with the smallest unit discharge ratio (when fLL =' ) 

kCr 

kL 
Cf_max/kCr 
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should have the lowest _ maxfC . To investigate the influence of the abutment location, the influ-

ence of the unit discharge ratio must be excluded by correcting _ maxfC with the correction fac-

tor Crk  derived from the rectangular channel study. When the abutment toe is far away from the 
main channel slope, the influence of the lateral momentum exchange between the main channel 
and the flood plain on the abutment shear stress vanishes. Actually, this can be observed clearly 
on Figure 4.43 after the correction _ max /f CrC k  is performed. It should be noted that the influence 
of water depth is not constant for these eight cases. It can fall into two categories, abutment on 
flood plain and abutment on main channel. The case where the abutment toe is right at the edge 
of main channel slope should be put in the category of flood plain because the main channel 
slope is 1 to 1 and the water depth at the toe is the same as the water depth on the flood plain. 
The results of _ max /f CrC k indicate that the big difference among _ maxfC for these eight cases re-
sults mainly from the difference in unit discharge ratio. To eliminate the contribution from the 
water depth and other parameters, it is desirable to normalize the values of _ max /f CrC k  with the 

one far away from the main channel slope _ max _ _/f reference Cr referenceC k . The case of mL f 05.3= is 

chosen to normalize the cases with the abutment on the flood plain. The case of mL f 61.0=  is 
chosen to normalize the cases with the abutment on the main channel. The value of 

_ max _ max_ _( / ) / ( / )f Cr f reference Cr referenceC k C k is called abutment location correction factor Lk . 

f

f

y

LL '−
is preferred to represent the abutment location because it shows the relative distance of 

the abutment toe to the main channel slope. Figure 4.40 shows the relationship between Lk  and 

f

f

y

LL '−
. The bed shear stress is about 20% higher when the abutment toe is right at the edge of 

the main channel slope, and this influence will exist only within a horizontal distance equal to 
about one time water depth on either side of the main channel slope. 
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Figure 4.43- Correction factor of abutment location in compound channel. 
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Figure 4.44 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for Lm = 1.83m. 
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Figure 4.45 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for Lm = 2.13m. 
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Figure 4.46 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for Lm = 1.22m. 
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Figure 4.47 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for Lm = 2.74m. 
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Figure 4.48 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for Lm = 0.91m. 
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Figure 4.49 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for Lm = 0.61m. 
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Figure 4.50 - Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for Lm = 3.05m. 
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Figure 4.51- Bed friction coefficient (×102), 2V
b

ρ
τ

 contour for Lm = 2.44m. 
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4.3.6 Maximum Bed Shear Stress Equation in Compound Channel 

The correction needed for the abutment location in the compound channel can be used to 
generate an equation for maximum bed shear stressing a compound channel:  

 max
_2 f vw Cr sh Fr s sk LC k k k k k k

V
τ
ρ

= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅     (4.79) 

where Cf_vw , kCr,, ksh,, kFr, ks, ksk are the same as in the case of the rectangular channel. (Eq. 4.78) 
and kL = correction factor for abutment location in compound channel. 

( )'

' '

' '

'

1 for / 2

0.6( ) / 1.2 for 2 ( ) / 0

1.2( ) / 1.2 for 0 ( ) / 1

1 for 1 ( ) /
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It should be noted that the proposed equations in this chapter are based on the channel unit 
discharge ratio defined by the channel cross section area ratio. The reason is that the water is rel-
atively deep in these simulations and the bed surface roughness is the same in the flood plain and 
in the main channel. The upstream velocity far from the abutment is found to be uniformly dis-
tributed in the numerical simulations and this is also true in the flume tests. Hence the channel 
conveyance ratio is the same as the area ratio. In engineering practice, the area ratio may not 
represent the conveyance ratio very well. So in practice the unit discharge ratio should be deter-
mined based on the actual conveyance ratio to get a more representative prediction. 

4.3.7 Verification of the Maximum Bed Shear Stress Equation 

The proposed equation consists of several correction factors. The assumption is that these 
dimensionless parameters are independent and they can be superposed simply. A verification 
needs to be conducted to check the performance of this method. The simple product of these pa-
rameters could accumulate these errors. This is going to be studied in this section. 

One way to check the performance of the equation is to predict the database used in the 
equation development. All the cases have been tabulated in Table 4.12. The six dimensionless 
parameters have been marked. In the parametric studies, only one parameter was changed at one 
time in theory. The predicted maximum bed friction coefficients are also listed in the table. The 
overall performance of the equation is shown in Figure 4.52. A good agreement is observed for 
most of the cases. It proves that the method has been well conducted during the data regressions. 



4-67 
 

Table 4.12 - Cases used to derive the maximum bed shear stress equation around abutment. 

Re Cr L'/Wa y/Wa
Abutment

Shape

Skew

Angle ($)
Cf _v w KCr Ksh KFr Ks Ksk

Cf _max

CHEN3D
Cf _max

Prediction

1.00E+04 1.07 0.50 2 VW 90 0.0345 1.00 1.04 1.00 1 1 0.0333 0.0357
2.00E+04 1.07 0.50 2 VW 90 0.0239 1.00 1.04 1.00 1 1 0.0235 0.0248
5.00E+04 1.07 0.50 2 VW 90 0.0158 1.00 1.04 1.00 1 1 0.0148 0.0164
1.00E+05 1.07 0.50 2 VW 90 0.0115 1.00 1.04 1.00 1 1 0.0103 0.0120
5.00E+05 1.07 0.50 2 VW 90 0.0056 1.00 1.04 1.00 1 1 0.0064 0.0058
1.00E+06 1.07 0.50 2 VW 90 0.0041 1.00 1.04 1.00 1 1 0.0048 0.0042
5.00E+06 1.07 0.50 2 VW 90 0.0020 1.00 1.04 1.00 1 1 0.0034 0.0020
1.00E+07 1.07 0.50 2 VW 90 0.0014 1.00 1.04 1.00 1 1 0.0025 0.0015
1.00E+05 1.25 0.50 2 VW 90 0.0115 1.76 1.04 1.02 1 1 0.0189 0.0215
1.00E+05 1.67 0.50 2 VW 90 0.0115 3.51 1.04 1.02 1 1 0.0369 0.0428
1.00E+05 2.50 0.50 2 VW 90 0.0115 6.96 1.04 1.02 1 1 0.0718 0.0850
1.00E+05 1.11 0.80 2 VW 90 0.0115 1.18 0.93 1.02 1 1 0.0119 0.0128
1.00E+05 1.25 1.60 2 VW 90 0.0115 1.76 0.79 1.02 1 1 0.0146 0.0163
1.00E+05 1.38 2.22 2 VW 90 0.0115 2.30 0.73 1.02 1 1 0.0169 0.0196
1.00E+05 1.56 2.89 2 VW 90 0.0115 3.05 0.68 1.02 1 1 0.0221 0.0244
1.00E+05 1.80 3.55 2 VW 90 0.0115 4.05 0.65 1.02 1 1 0.0283 0.0309
1.00E+05 2.57 4.89 2 VW 90 0.0115 7.25 0.60 1.02 1 1 0.0412 0.0512
1.00E+05 1.07 0.50 1 VW 90 0.0115 1.00 1.04 1.10 1 1 0.0111 0.0132
1.00E+05 1.07 0.50 0.75 VW 90 0.0115 1.00 1.04 1.21 1 1 0.0126 0.0151
1.00E+05 1.07 0.50 0.375 VW 90 0.0115 1.00 1.04 1.37 1 1 0.0147 0.0169
1.00E+05 1.07 0.50 0.1875 VW 90 0.0115 1.00 1.04 1.59 1 1 0.0159 0.0182
1.67E+05 1.38 2.22 0.8 WW 90 0.0091 2.32 0.73 1.29 0.65 1 0.0107 0.0116
1.67E+05 1.56 2.89 0.8 WW 90 0.0091 3.07 0.68 1.29 0.65 1 0.0138 0.0144
1.67E+05 1.80 3.55 0.8 WW 90 0.0091 4.04 0.65 1.29 0.65 1 0.0161 0.0180
1.67E+05 2.57 4.89 0.8 WW 90 0.0091 7.25 0.60 1.29 0.65 1 0.0260 0.0299
1.67E+05 1.22 2.22 0.8 ST (2:1) 90 0.0091 1.62 0.73 1.29 0.59 1 0.0076 0.0073
1.67E+05 1.35 2.89 0.8 ST (2:1) 90 0.0091 2.19 0.68 1.29 0.59 1 0.0097 0.0093
1.67E+05 1.52 3.55 0.8 ST (2:1) 90 0.0091 2.90 0.65 1.29 0.59 1 0.0107 0.0117
1.67E+05 2.04 4.89 0.8 ST (2:1) 90 0.0091 5.06 0.60 1.29 0.59 1 0.0152 0.0190
1.67E+05 1.38 2.22 0.8 VW 60 0.0091 2.32 0.73 1.29 1 1 0.0102 0.0178
1.67E+05 1.38 2.22 0.8 VW 75 0.0091 2.32 0.73 1.29 1 1 0.0111 0.0178
1.67E+05 1.38 2.22 0.8 VW 90 0.0091 2.32 0.73 1.29 1 1 0.0165 0.0178
1.67E+05 1.38 2.22 0.8 VW 105 0.0091 2.32 0.73 1.29 1 1 0.0128 0.0178
1.67E+05 1.38 2.22 0.8 VW 120 0.0091 2.32 0.73 1.29 1 1 0.0122 0.0178  
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Figure 4.52 - Comparison of simulated and predicted cases in rectangular channel study. 
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Forty one additional and independent CHEN3D simulations were performed as shown in 
Table 4.13. It should be noted that most of these cases include a compound channel. It is a good 
chance to check the consistency of the CHEN3D and the performance of the proposed equation 
with a new data base. The prediction of these 41 cases and the correction factors are tabulated in 
Table 4.14. The comparison of the agreement is presented in Figure 4.53. 

It should be noted that Case 1, Case 10, Case 11, Case 23, and Case 24 in Table 4.14 have 

different skew angles, but the maximum bed friction coefficient, 2
max

max_ V
C f ρ

τ
=  are almost the 

same. Therefore, the correction factor of 1.0 for the skew angle proposed in the section 4.3.3.6 is 
reasonable for spill-through abutment. 

Table 4.13 - Numerical simulations initially proposed in this study. 

Case #
Abutment

Shape
Channel

Type
L

(m)
ym

(m)
yf

(m)
Lf

(m)
L'

(m)
Vav g

(m/s)
Wa

(m)

Skew

Angle ($)
Cf _max

CHEN3D
CHEN3D

(Pa)

Case1 ST (2:1) Comp. 3.658 0.497 0.293 2.438 1.829 0.430 0.457 90 0.0087 1.6
Case2 ST (2:1) Comp. 3.658 0.387 0.183 2.438 1.829 0.357 0.457 90 0.0076 0.97
Case3 ST (2:1) Comp. 3.658 0.607 0.402 2.438 1.829 0.491 0.457 90 0.0098 2.37
Case4 ST (2:1) Comp. 3.658 0.497 0.293 2.438 1.829 0.335 0.457 90 0.0094 1.06
Case5 ST (2:1) Comp. 3.658 0.497 0.293 2.438 1.829 0.521 0.457 90 0.0072 1.96
Case6 ST (2:1) Comp. 3.658 0.497 0.293 2.438 1.219 0.366 0.457 90 0.0057 0.76
Case7 ST (2:1) Comp. 3.658 0.497 0.293 2.438 2.438 0.485 0.457 90 0.0149 3.5
Case8 ST (3:1) Comp. 3.658 0.497 0.293 2.438 1.829 0.430 0.457 90 0.0084 1.56
Case9 WW Comp. 3.658 0.497 0.293 2.438 1.829 0.430 0.457 90 0.0117 2.16
Case10 ST (2:1) Comp. 3.658 0.497 0.293 2.438 1.829 0.430 0.457 60 0.0086 1.59
Case11 ST (2:1) Comp. 3.658 0.497 0.293 2.438 1.829 0.430 0.457 120 0.0081 1.49
Case12 WW Comp. 3.658 0.497 0.293 2.438 1.829 0.335 0.457 90 0.0120 1.35
Case13 WW Rect. 3.658 0.366 0.366 2.438 1.015 0.332 0.457 90 0.0108 1.19
Case14 WW Rect. 3.658 0.366 0.366 2.438 1.625 0.332 0.457 90 0.0161 1.78
Case15 WW Rect. 3.658 0.366 0.366 2.438 2.234 0.332 0.457 90 0.0260 2.87
Case16 WW Rect. 3.658 0.366 0.366 2.438 2.743 0.332 0.457 90 0.0138 1.52
Case17 WW Rect. 3.658 0.366 0.366 2.438 1.320 0.332 0.457 90 0.0138 1.52
Case18 ST (2:1) Comp. 3.658 0.497 0.293 2.438 1.829 0.244 0.457 90 0.0111 0.66
Case19 ST (2:1) Comp. 3.658 0.497 0.293 2.438 1.829 0.616 0.457 90 0.0062 2.35
Case20 ST (2:1) Comp. 3.658 0.497 0.293 2.438 1.829 0.710 0.457 90 0.0059 3
Case21 ST (2:1) Comp. 3.658 0.442 0.238 2.438 1.829 0.393 0.457 90 0.0081 1.25
Case22 ST (2:1) Comp. 3.658 0.552 0.347 2.438 1.829 0.460 0.457 90 0.0086 1.82
Case23 ST (2:1) Comp. 3.658 0.497 0.293 2.438 1.829 0.430 0.457 75 0.0087 1.61
Case24 ST (2:1) Comp. 3.658 0.497 0.293 2.438 1.829 0.430 0.457 105 0.0086 1.59
Case25 ST (2:1) Comp. 3.658 0.448 0.244 2.438 1.524 0.399 0.457 90 0.0078 1.24
Case26 ST (2:1) Comp. 3.658 0.546 0.341 2.438 2.134 0.457 0.457 90 0.0108 2.26
Case27 ST (2:1) Comp. 3.658 0.497 0.293 0.914 1.829 0.479 0.457 90 0.0084 1.92
Case28 ST (2:1) Comp. 3.658 0.497 0.293 2.743 1.829 0.418 0.457 90 0.0096 1.67
Case29 ST (2:1) Comp. 3.658 0.497 0.293 3.048 1.829 0.408 0.457 90 0.0101 1.69
Case30 ST (2:1) Comp. 3.658 0.497 0.293 1.219 1.829 0.469 0.457 90 0.0080 1.76
Case31 ST (2:1) Comp. 3.658 0.497 0.293 0.610 1.829 0.488 0.457 90 0.0081 1.93
Case32 ST (2:1) Comp. 7.315 0.994 0.585 4.877 3.658 0.607 0.914 90 0.0055 2.03
Case33 ST (2:1) Comp. 14.630 1.987 1.170 9.754 7.315 0.858 1.829 90 0.0037 2.75
Case34 ST (2:1) Comp. 21.946 2.981 1.756 14.630 10.973 1.051 2.743 90 0.0023 2.56
Case35 ST (2:1) Comp. 29.261 3.975 2.341 19.507 14.630 1.213 3.658 90 0.0019 2.84
Case36 ST (2:1) Comp. 36.576 4.968 2.926 24.384 18.288 1.357 4.572 90 0.0017 3.13
Case37 WW Comp. 7.315 0.994 0.585 4.877 3.658 0.607 0.914 90 0.0070 2.56
Case38 WW Comp. 14.630 1.987 1.170 9.754 7.315 0.858 1.829 90 0.0036 2.64
Case39 WW Comp. 21.946 2.981 1.756 14.630 10.973 1.051 2.743 90 0.0031 3.47
Case40 WW Comp. 29.261 3.975 2.341 19.507 14.630 1.213 3.658 90 0.0026 3.89
Case41 WW Comp. 36.576 4.968 2.926 24.384 18.288 1.357 4.572 90 0.0025 4.62  
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Table 4.14 -  Prediction of the numerical cases. 

 

 

kCr ksh kFr ksk ks km 
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Figure 4.53 - Comparison of the simulated and predicted cases.  

As shown in Figure 4.53, the prediction by equation can match the CHEN3D simulation 
reasonably. For some cases, the predicted values can be about 20% to 30% higher than the simu-
lated values. This is conservative as a higher shear stress will lead to a higher erosion rate. Also, 
the comparison shown on Figure 4.53 indicates that multiplying the k factors is conservative. 
 

4.3.8 Correction of Maximum Bed Shear Stress around Abutment Based on Flume Tests  

Eighteen flume test cases have been conducted as shown in Table 4.15. In the original de-
sign, these cases were identical to the corresponding cases in the numerical study. During the 
testing, the flow conditions were changed in several cases for convenience. The detail parameters 
of these 17 cases are provided in Table 4.15 together with the predicted maximum bed shear 
stresses. The values of maxτ  are calculated according to the actual parameters and the proposed 
equation. The proposed maximum bed shear stresses equation is based on the assumption of a 
hydraulically smooth boundary condition (roughness is not included in the prediction). 
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Table 4.15 - Flume test cases. 

 

Based on the measurements in the flume tests, the initial erosion rate at the beginning of 
the flume test and the maximum scour depth can be estimated by fitting the scour depth history 
with a hyperbola function. Table 4.16 lists all the initial erosion rates iniz� and the ultimate scour 
depths )( Abutsy  obtained in such a fashion from the flume tests. 

Table 4.16 - Maximum bed shear stresses based on EFA results. 

Case # 
iniz�  

(mm/hr) 
( )s Abuty  

(mm) 

max _ maxτ
 

(Pa) EFA 
max _ minτ

 
(Pa) EFA 

EFAmax_τ
(Pa) EFA 

predicitonmax_τ  

(Pa) 
max_

max_

EFA

prediction

τ
τ

 

Case1 5.37 439 22 8 13.59 2.09 6.50 
Case1 II 6.16 490 22 8 14.79 2.00 7.40 
Case2 0.74 282 9 1.5 6.54 1.46 4.48 
Case3 1.05 589 10 2 7.01 2.22 3.16 
Case4 1.14 300 10 2 7.15 1.27 5.63 
Case5 1.66 808 10 2 7.94 2.72 2.92 
Case6 1.25 351 10 2 7.32 1.35 5.42 
Case7 4.55 1190 20 5 12.34 3.30 3.74 
Case8 2.20 413 11 3 8.76 1.80 4.87 
Case9 1.80 667 10 2 8.15 2.61 3.12 
Case12 0.24 155 4 0.7 5.78 1.64 3.52 

Case12B 1.47 1429 10 2 7.65 4.95 1.55 
Case13 0.54 66 7 1.1 6.24 1.13 5.52 
Case14 2.37 304 11 3 9.02 1.70 5.31 
Case15 1.73 334 10 2 8.05 2.51 3.21 
Case16 3.21 448 20 3 10.3 2.20 4.68 
Case17 1.96 262 11 3 8.40 1.75 4.80 

kCr ksh kFr ksk ks km 



4-72 
 

A porcelain clay was used in the flume tests. Eleven samples of the clay were tested during 
the entire flume test period from 2005 to 2008 to monitor the change in erosion property of this 
manufactured clay. The EFA results are shown in Figure 4.54 and found to scatter in a wide 
range. This shows the difficulty in the erosion problem. Even for a well controlled lab testing, 
the erosion property of the same type of soil from the same company could have such a big dif-
ference. The regression curve is given in Figure 4.54 and indicates the range of variation. This 
range shows that soil properties can vary significantly even for a man made material. Natural 
soils would be expected to have a larger range. Based on that regression, the critical shear stress 
of the porcelain clay is 5.57 Pa, which is the shear stress defined at 0.1mm/hr in the EFA. 

 

 Figure 4.54 - EFA testing results of the porcelain clay used in the flume tests. 

In the SRICOS method, the maximum bed shear stress is used to read the initial erosion 
rate from the erosion function of the soil. Based on the estimated initial erosion rate from Table 
4.16, the corresponding bed shear stress can be read from Figure 4.54. The readings are listed in 
Table 4.16. The highest initial erosion rate appears in Case 1 and the lowest erosion rate appears 
in Case 12. The deepest scour depth is in Case 7 and the lowest scour depth is in Case 12B. Ob-
viously, a higher initial erosion rate does not necessarily mean a deeper ultimate scour depth and 
vice versa. For a certain initial erosion rate, the corresponding bed shear stress varies in a wide 
range and the maximum and minimum values ( maxmax_τ and minmax_τ ) from Figure 4.54 are listed 

in Table 4.16. The representative value EFAmax_τ  is given by the regression curve. Compared with 

the predicted maximum bed shear stress predicitonmax_τ , the EFA readings are much higher. The av-

erage of the ratios of max_ max_/EFA predictionτ τ is 4.46 and the standard deviation is 1.47. The differ-
ence in the maximum bed shear stresses between the actual flume test and the prediction is be-
lieved to come from two sources. The first one is that EFAmax_τ  is based on the initial slope of the 
scour depth history and therefore the initial erosion rate is attributed entirely to the mean shear 
stress. Generally speaking, the bed shear stress is not the only contributor to the scour develop-
ment. Many researchers have found that turbulence can be a major contributor to the scour hole 
development. The second one is the bed roughness. In the flume test, the initial bed channel is 
very smooth. This is close to the hydraulically smooth boundary condition assumed in the nu-
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merical study. However, the surface of the bed is getting rougher and rougher with the scour de-
velopment. This is not same as the particle roughness in a sand bed. It is more similar to the sand 
dunes but not as regular. These factors make the prediction of the initial erosion rate difficult. To 
represent the real scour development in the SRICOS method, the influence of turbulence and of 
the bed roughness has to be carried by the maximum bed shear stress maxτ . It may be more ap-
propriate to call that maximum bed shear stress in SRICOS method the apparent maximum bed 
shear stress. The simplest way to account for these factors is to multiply the maximum bed shear 
stress from the numerical simulation by a correction factor α  to get the initial erosion rate read-
ing from the EFA result, which will match to measured behavior in the flume test. The correction 
factor α  is proposed as the summation of the average value and the standard deviation of  

max_ max_/EFA predictionτ τ , which will be 5.93. Figure 4.55 shows the comparison of max_ EFAτ  

and predictionmax_τα ⋅ . 
 

τ

α
τ

 

Figure 4.55 - Comparison of the α∗τmax_prediciton and τmax_EFA.  
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4.3.9 Recommended Equation for Maximum Shear Stress around an Abutment 

 max
_2 f vw Cr sh Fr s sk LC k k k k k k

V
τ α
ρ

= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅    (4.80) 

where 
maxτ  = the maximum bed shear stress at the interface between the water and the river 

bottom near the abutment toe 

ρ    = mass density of water 

 V    = upstream mean depth velocity 

y    = upstream water depth 

aW   = top width of the abutment 

'L   = projected abutment length normal to the flow direction 

α   = correction factor based on flume tests 

rC   = unit discharge ratio; defined as / ( )r total total blockedC Q Q Q= −  

Re  = Reynolds number, defined as Re /aVW ν=  

ν   = kinematic viscosity 

_f VWC = maximum bed friction coefficient near the toe of vertical wall abutment un-
der deep water conditions 

Crk  = correction factor for channel unit discharge ratio 

shk  = correction factor for the aspect ratio of the approach embankment 

Frk  = correction factor for water depth 

sk  = correction factor for abutment shape 

skk  = correction factor for skew angle 

kL  = correction factor for abutment location in compound channel 
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CHAPTER 5 

5 MAXIMUM BED SHEAR STRESS AROUND ABUTMENT IN 

OVERTOPPING FLOW 

The bed shear stress around abutments in overtopping flow is studied in this section. 
Overtopping is usually defined as the situation when the flow of water is over a dam or on 
embankment. Here, overtopping means the situation where the water level reaches the bridge 
deck or higher. The question addressed is: what is the bed shear stress around an abutment when 
overtopping occurs. Overtopping leads to a flow which is pressurized and to higher bed shear 
stress. To look into the overtopping problem, different channel configurations are studied, 
including overtopping in a rectangular channel, overtopping in a compound channel, overtopping 
in a nonsymetric channel, and overtopping in a channel bend. Finally, the flow at the confluence 
of two river channels is studied. 

5.1 VERIFICATION OF THE OVERTOPPING FLOW SIMULATION 

Kerenyi (personal communication, December, 2007) investigated the bed shear stress 
distribution at the bottom of a simulated river equipped with a shear stress sensor under an 
overtopped bridge deck. The experiment was conducted at the FHWA lab in Washington, DC. 
The bridge model is shown in Figure 5.1 and the notations are explained in Figure 5.2. The bed 
surface was roughened with sand grains with a d50 equal to 1mm. The approach velocity was 
0.44 m/s; the water depth uh 0.25m; the Froude number 0.28. The vertical distance bh  between 
the bridge deck and the river bottom could be adjusted during the test. The experiments focused 
on the influence of the bridge deck elevation on the bed shear stress distribution. Kerenyi 
provided four experiment results with bh  equal to 0.13m, 0.16m, 0.19m, and 0.22m ( uh is 
constant 0.25m). Two simulations with CHEN3D were performed for the cases of hb=0.13m and 
hb=0.16m ( uh is constant 0.25m). The free surface was simulated with a rigid lid, which is 
believed to be reasonable for these two cases. 

 

 
Figure 5.1 - Bridge model for shear stress experiments (after Kerenyi, 2007). 



 
 

5-2 
 

 
Figure 5.2 - Explanation of notations (after Kerenyi, 2007).  

The roughness model of Patel (1995) was implemented in CHEN3D to simulate the effect 
of the river bottom roughness. A no slip boundary condition was applied on the river bottom 
when applying the roughness model. To check the performance of the roughness model, three 
different roughness conditions were considered, including 50D  = 0mm, 50D  = 1mm, and 50D  = 
2mm. Figure 5.3 and Figure 5.4 show the comparison of the simulated shear stress with the 
measurements. All the simulation results provide the correct trend. The shear stress will increase 
significantly under the bridge deck and be lower upstream and downstream. An X position of 0 
mm corresponds to the upstream edge of the deck and the width of the deck is 0.26 m. The 

maxτ occurs under the deck within the upstream half. The smooth boudary condition 
underestimates the maximum bed shear stress under the bridge deck. When the ks value (the 
height of the sandgrain) in the roughness model is taken as the value corresponding to 50D  = 
1mm, the bed shear stress is still underestimated but closer. The prediciton are in good 
agreement for 50D  = 2mm. These two simulations of overtopping cases show the significant 
influence of bed roughness and deck location on the bed shear stress. It appears that the current 
roughness model needs further refinement because the roughness had to be exaggerated to match 
the measurements. 
 

τ

 
Figure 5.3 - Bed shear stress distribution of bh  = 0.13m. 

V 
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Figure 5.4 - Bed shear stress distribution of bh  = 0.16m. 

 

5.2 OVERTOPPING IN RECTANGULAR CHANNELS 

If the water surface is lower than the low chord of the bridge deck, it is a open channel 
flow condition as studied in Chapter 4. Hence, it is desirable to start from the case with the water 
surface elevation flush with the low chord of the bridge deck. The overtopping study consisted of 
increasing the water depth to investigate the change in bed shear stress for different levels of 
overtopping. The four cases simulated are shown on Figure 5.5.  

The bridge is across a rectangular channel with a 1.01m long vertical wall abutment 
normal to the flow direction ( 'LLa = ), the deck is 0.12m thick and 0.46m wide. The clearance of 
the deck is 0.37m. The approach velocity is 0.33m/s. The channel is 7.32m wide. Four cases are 
performed with different water depth (figure 5.5). Case (a) has a 0.37m water depth and the 
water surface is just below the low chord. This is the limiting case of overtopping flow. Case (b) 
has the same water depth as Case (a) except that the water surface is in contact with the low 
chord. The only difference between these two cases is the water surface boundary condition 
under the deck. Case (c) has a water depth of 0.49m and water surface is flush with the deck 
surface. In this case, the flow is not overtopping the deck. Case (d) has a water depth of 0.61m. 
The water surface is 0.12m higher than the deck surface. The diagrams in Figure 5.5 are the 
transverse cross sections at the middle of the abutment. The channel is symmetrical and only half 
is shown. 
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Figure 5.5 - Cross sections at the middle of the abutment for rectangular channels. 

The grid of Case (d) used in the overtopping simulations is shown in Figure 5.6. The entire 
computation domain is divided into 10 blocks. Actually, this grid can be simplified for the 
simulation of the other three cases. Case (a) consists of block1 to block4. These four blocks are 
fully connected. The grid of Case (a) with block7 embedded in block2 and block3, can be used 
for the simulation of Case (b). The purpose of block7 is to provide the no-slip boundary 
condition on the deck bottom surface. Case (c) is made up of the grid of Cases (b), block 5, and 
block9. The Chimera technique is applied for the data communication between blocks. 

(a) 

(b) 

(c) 

(d) 

y = 0.37m 

y = 0.37m 

y = 0.49m 

y = 0.61m 

La=1.01m 

La=1.01m 

La=1.01m 

La=1.01m 

V=0.33m/s, Wa=0.46m, VW Abutment 
L=3.66m 

L=3.66m 

L=3.66m 

L=3.66m 

V=0.33m/s, Wa=0.46m, VW Abutment 

V=0.33m/s, Wa=0.46m, VW Abutment 

V=0.33m/s, Wa=0.46m, VW Abutment 

 0.12m 

d1 = 0.24m 

0.12m 

 0.12m 
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Figure 5.6 - Numerical grid for overtopping case. 

 

Table 5.1 - Simulation results of overtopping in rectangular channel cases.  

Case 
No. 

V 
(m/s) 

y 
(m) 

h 
(m) 

ddeck 
(m) 

La 
(m) 

Wa 
(m) 

Shape Cr Cf_max Cf_center Cf_max/Cf_center Comment 

(a) 0.33 0.37 0.37 0.12 1.01 0.46 VW 1.38 0.0165 0.0060 2.74 No pressure flow 

(b) 0.33 0.37 0.37 0.12 1.01 0.46 VW 1.38 0.0158 0.0060 2.64 No pressure flow 

(c) 0.33 0.49 0.37 0.12 1.01 0.46 VW 1.85 0.0316 0.0180 1.75 Water at top deck 

(d) 0.33 0.61 0.37 0.12 1.01 0.46 VW 1.58 0.0210 0.0100 2.1 Water above deck 

 

As listed in Table 5.1, for Case (a) and Case (b), the unit discharge ratio is the same 
( 38.1)/( =−= ar LLLC ). The channel is blocked only by the abutment. The bridge deck does 
not affect the channel blockage since no flow is blocked by the deck. The flow changes from 
open channel flow to overtopping flow once the water surface reaches the low chord. When the 
water surface is betweeen the low chord and deck surface, the flow is referred to as pressurized 
flow since there is no flow  over the deck. The unit discharge ratio due to the blockage of the 
deck will keep increasing until the water surface goes above the deck surface. Case (c) is the 
condition of pressurized flow corresponding to the largest unit discharge ratio for a given bridge. 
The unit discharge ratio will decrease once the flow overtops the deck surface. Even thought the 
flow under the deck is still pressurized. The calculation of the unit discharge ratio for 
overtopping condition is based on the same definition as shown in the section 4.3.1 methodology  
The unit discharge ratio of Case (c) is 85.1)))(/(( =−−= deckar dyLLLyC . Case (d) is such a  
condition with a unit discharge ratio of 1.58 ( ))())(/(( 11 LdddyLLLyC deckar −+−−= ), which 
is smaller than Case (c).  
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Table 5.1 presents the maximum friction coefficients 2
max

max_ V
C f ρ

τ
= and the friction 

coefficients along the channel center and in the middle of the abutment 2_ V
C center

centerf ρ
τ

= . The 

bed friction coefficient contours are presented in Figure 5.7 to Figure 5.10. The friction 
coefficient contours for Case (a) and Case (b) are almost identical (Figure 5.7 and Figure 5.8). 
The values of Cf_max are about 0.016. It shows that the change of water surface boundary 
condition has little influence on the bottom bed shear stress. At the middle of the abutment, 
Cf_center is about 0.006 for both cases. The ratio of the Cf_max to Cf_center is 2.74. 

It is expected that the bed shear stress of Case (c) is the highest among all these cases 
because of its highest unit discharge ratio. As shown in table 5-1, Cf_max is 0.03 for Case (c), 
almost twice of the values for Case (a) and Case (b); Cf_center is 0.018 for Case (c), three times of 
the results for Case (a) and Case (b). The ratio of the Cf_max to Cf_center is 1.75 for Case (c). It is 
worthwile to note that the increasing of bed shear stress is much faster at the center of the 
channel than around the abutment. Hence, for the same blockage ratio, the influence of the 
bridge deck on the channel center will be greater than around the abutment. 

The unit discharge ratio of Case (d) is the second largest in these four cases. Accordingly, 
Cf_max and Cf_center of Case (d) are the second highest among them. Part of the flow blocked by the 
bridge deck goes over the bridge deck and makes the flow rate under the bridge deck for Case (d) 
lower than that of Case (c). This proves that the worst condition is when the water surface is up 
to the top of deck surface. Based on the these simulations, the magnitude of the friction 
coefficient is highly dependent on the channel contraction. The higher the unit discharge ratio, 
the higher the friction coefficient. 
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Figure 5.7 - Bed friction coefficient, 2V
b

ρ
τ

 (×102) contours for Case (a). 
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Figure 5.8 - Bed friction coefficient, 2V
b

ρ
τ

 (×102) contours for Case (b). 
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Figure 5.9 - Bed friction coefficient, 2V
b

ρ
τ

 (×102) contours for Case (c). 
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Figure 5.10 - Bed friction coefficient, 2V
b

ρ
τ

 (×102) contours for Case (d). 
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 Table 5.2- Prediction of Cf_max in rectangluar channel cases with overtoppping. 

 

To predict the maximum bed shear stress around the abutment under overtopping 
conditions, the equation proposed in Chapter 4 is applied. The basic idea is to assume that the 
overtopping condition is equivalent to an open channel flow condition with the same unit 
discharge ratio. The detailed calculation is presented in Table 5.2. The predicted maximum 
friction coefficients are close to the simulated results. The comparison is given in Figure 5.11. It 
shows that the overtopping situations may be predicted by the existing method within 10% 
difference in rectangular channel.  
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Figure 5.11 - Comparison of the predicted and simulated max_fC  in overtopping cases. 
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5.3 OVERTOPPING IN COMPOUND CHANNELS 

5.3.1 Overtopping in Symmetric Compound Channels 

Two overtopping cases, T1WW (wing-wall abutment) and T1ST (spill-through abutment ), 
were conducted to investigate the bed shear stress on the river bed in a compound channel. Grid 
systems similar to the ones as shown in Figure 5.6 were used except that the rectangular channel 
was replaced by the compound channel. Figure 5.12 shows the detail parameters. For 
convenience, these two cases are designed based on the flume test Case 01 and Case 09, which 
are not overtopped. The bridge deck is 0.12 m thick and 0.46 m wide. The water surface is 0.12 
m higher than the deck surface. The abutment is normal to the flow direciton with 'LLa = . 

 
Figure 5.12 - Cross sections at the middle of the abutment for compound channels. 

 

Figure 5.13 to Figure 5.16 present the bed shear stress contours for T1WW, Case 09, T1ST, 
and Case 01. The bed shear stresses around the abutment increase significantly between the open 
channel flow and the overtopping flow. For the wing-wall abutment, max_fC increases from Case 

09 (0.0117) to T1WW (0.018); for the spill-through abutment, max_fC  increases from Case 01 
(0.0097) to T1ST (0.016). At the center of the channel, however, the change of bed shear stress 
on the main channel is not as large. centerfC _  increases from about 0.0045 for Case 09 and Case 
01 to around 0.006 for T1WW and T1ST. 

Overtopping affects the distribution of bed shear stress around the toe of the abutment. For 
open channel flow cases, the bed shear stress increases gradually when getting closer to the 
abutment from the upstream side. After reaching the maximum bed shear stress right at the toe of 

V=0.43m/s, Wa=0.46m, WW Abutment 

V=0.43m/s, Wa=0.46m, ST(2H:1V) Abutment 

La=1.83m 

L=3.66m 

L=3.66m 

La=1.83m 

0.29m 

0.29m 

0.5m 

0.12m 

0.12m 

0.5m 

0.12m 
0.12m 

T1WW 

T1ST 
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the abutment, the bed shear stress decresses quickly towards dowstream. For the overtopping 
cases, the trend is totally opposite. For the same location on the upstream side, the bed shear 
stress is smaller than that in the open channel case. It is believed that the existence of the bridge 
deck has little influence on the upstream behavior. The bed shear stress will decrease with an 
increase in water depth. When getting very close to the bridge deck, the contraction effect of the 
deck results in a quick increase in bed shear stress. On the downstream side, the highly 
contracted flow  remains intense and makes the bed shear stresse decrease gradually. 
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Figure 5.13 - Bed friction coefficient (×102), T1WW. 
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Figure 5.14 - Bed friction coefficient (×102), Case 09. 
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Figure 5.15 - Bed friction coefficient (×102), T1ST. 
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Figure 5.16 - Bed friction coefficient (×102), Case 01. 

 
 

Table 5.3 - Simulation results of overtopping in symmetric compound channel cases.  

V y La Wa Shape Cr Cf _max Cf _center Cf _max/ Cf _center

m/s m m m ---- ---- ---- ---- ----
T1WW 0.43 0.54 1.829 0.457 WW 1.81 0.0194 0.0060 3.24
Case09 0.43 0.29 1.829 0.457 WW 1.70 0.0117 0.0050 2.34
T1ST 0.43 0.54 1.829 0.457 ST 1.69 0.0163 0.0060 2.71

Case01 0.43 0.29 1.829 0.457 ST 1.53 0.0097 0.0040 2.43

Case #

 

 Table 5.4 - Prediction of Cf_max in compound channel cases with overtoppping. 

 

The maximum bed shear stress equation proposed in chapter IV is tried for these two 
overtopping cases (T1WW and T1ST ) in compound channel. The blockage of the bridge deck is 
considered through the unit discharge ratio as defined in the methodology section in chapter 4. 
These two results are listed in table 5.4. For comparison, the results of Case 09 and Case 01( not 
overtopped) are also given in table 5.4 and figure 5.17. The predicted values in overtopping are 

kCr ks ksh kFr ksk 
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lower than the simulated results with about 30% difference as shown in Figure 5.17. It is 
opposite to the prediction of open channel flow. 
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Figure 5.17 - Comparison of the predicted and simulated max_fC in overtopping cases. 
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5.3.2 Overtopping in Non-Symmetric Compound Channels 

All the overtopping simulations presented so far assumed that channel is symmetrical. In 
real rivers, channels are very likely to be non-symmetrical. So it is helpful to investigate the bed 
shear stress distribution in non-symmetric channel. For convenience, half of the channel is kept 
identical to the one in the symmetric compound channel study. The other half is designed to have 
a shallower water depth on the flood plain. The top width of the abutment is the same on both 
sides since the bridge deck will not change. Both a spill-through and a wing-wall abutment are 
studied and are called case T2ST and case T2WW respectively. The parameters are given on 
Figure 5.18, showing the cross sections in the middle of the abutment. The abutment is normal to 
the flow direciton with 'LLa = . Figure 5.18 is looking upstream. The grid system is similar to 
the one used for the rectangular channel shown in Figure 5.6 except that the full channel width is 
simulated. A rigid lid is still applied on the water surface. A no slip boundary condition is 
applied at the solid surface. 
 

 

 
Figure 5.18 - Cross sections for non-symmetric compound channels. 
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Figure 5.19 - Bed friction coefficient (×102), T2WW. 
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Figure 5.20 - Bed friction coefficient (×102), T2ST. 
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Figure 5.19 and Figure 5.20 show the bed friction coefficient contours for case T2WW and 
case T2ST. The left side has a shallower water depth on the flood plain and a higher unit 
discharge ratio. As a result, the bed friction coefficient on the left flood plain has a higher value 
than on the right flood plain. This can be seen on Figure 5.19 and Figure 5.20. The geometry of 
the right side of the compound channels is identical to the symmetric compound channels of case 

T1WW and case T1ST, respectively. But the bed friction coefficient values, 2V
C b

f ρ
τ

=  are 

lower than those on the corresponding symmetric cases. As shown in Figure 5.19, fC in front of 
the right abutment face on the flood plain is about 0.008, while in the symmetric channel, the 
value is 0.012 for case T1WW. The fC  at the center of the main channel for case T2WW is 
0.0032, which is about half of the value at the same location in case T1WW. A similar trend can 
be observed between case T2ST and case T1ST. These comparisons show that the prediction of 
the bed shear stress based on half of the channel under symmetric channel assumption could 
cause discrepencies for non symmetric channel. 
 

Table 5.5 - Simulation results of overtopping in non-symmetric compound channel cases. 

V y La Wa Shape Cr Cf _max Cf _center Cf _max/ Cf _center

m/s m m m ---- ---- ---- ---- ----
right 0.43 0.54 1.83 0.46 WW 1.81 0.0131 0.0032 4.09
left 0.43 0.44 1.83 0.46 WW 2.00 0.0128 0.0032 3.99

right 0.43 0.54 1.83 0.46 ST 1.69 0.0077 0.0032 2.42
left 0.43 0.44 1.83 0.46 ST 1.94 0.0116 0.0032 3.62

T2WW

T2ST

Case #

 

 Table 5.6- Prediction of Cf_max in non-symmetric compound channel cases (overtoppping). 

 

Table 5.5 presents the simulated maximum bed shear stress around the abutment and the 
bed shear stress at the channel center in the middle of the abutment. The former is about 2.5 to 4 
times the latter. Wing-wall abuments tend to generate slightly higher bed shear stress than Spill-
through abutment. The maximum bed shear stress equation (Eq.4.79) has also been tried for the 
non-symmetric channel based on the asumption that the left and right part of the channel are 
independent. It means that the channel is divided into two parts from the centerline of the 
channel and the unit discharge ratio is calculated based on the geometry of the half channel. The 
detailed calculation are given in  Table 5.6. Figure 5.21 presents a direct comparison of the 
predictions with the measurements. The predicitons can be 50% higher than the simulated results. 
This is contrary to the findings in the previous study of ovetopping in rectangular channel and in 
symmetric compound channel. The possible reason is that the asymmetrical channel geometry 

kCr ks kshh kFr ksk 
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causes the redistribution of the flow and makes the real contraction effect different from 

estimation based on the area ratio total

total blocked

A
A A−

.  

����

����

����

����

����

���� ���� ���� ���� ����

� � ������� � �� ��

�
� �
�
�
�
�
��
	�
�
�

��
�



��-

 
Figure 5.21 - Comparison of the predicted and simulated Cf_max in overtopping cases. 

 

5.4 OPEN CHANNEL FLOW IN A CHANNEL BEND 

A channel bend can redistribute the flow along the cross section and further change the bed 
shear stress distribution. It is interesting to look into the influence of channel bend on the bed 
shear stress around the abutment. The geometry of the channel bend is usually characterized by 
the ratio of R/W along the center of the channel bend. R is the radius of the bend and W is the 
width of the channel. Two types of bend are studied with R/W equal to 1 and 2. The bend is 
fixed with an angle of 90 degree from the inlet to the outlet. The location of the abutment on the 
channel bend is also studied. Two representive locations, middle of the bend and downstream 
end of the bend, are considered. To study the influence of the abutment shape, spill-through and 
wing-wall abutments are included. Overall, eight cases are designed, as listed in Figure 5.22. The 
grid system is similar to Figure 5.6 and fully connected grids are used. The parameters , such as  
approach velocity, water depth, abutment length, compound channel configuration are exactly 
the same as Case 09 and Case 01 so that the effect of the channel bend can be isolated. Figure 
5.23 shows the cross section at the middle of the abutment for the wing-wall abutment. Case 
T1WW with overtopping  in a straight channel is also shown. 
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Figure 5.22 - Numerical cases for channel bend study in open channel flow. 

 

 
Figure 5.23 - Cross section of the wing-wall abutment cases in channel bend study. 

 

Figure 5.24 to Figure 5.31 show the simulation results for all eight cases. The results are 
analyzed for the influence of R/W, abutment location, and abutment shape. 

5.4.1 Influence of R/W 

As shown in Figure 5.22, four groups with different abutment shape and location can be 
used to study the influence of R/W. Among them, the cases with a wing-wall abutment at the 
middle of the bend, will be discussed in detail, namely case T3WW_Mid 2:1 and case 
T3WW_Mid 1:1. 

The maximum bed friction coefficient max_fC  is 0.013 for case T3WW_Mid 1:1 and 0.011 

for case T3WW_Mid 2:1. Both of them have max_fC located at the downstream inner main 

channel slope. In a straight channel, max_fC ususally occurs at the upstream corner of the wing-

wall abutment, such as Case 09 where max_fC is equal to 0.017. On the other hand, the bed shear 
stress contours are highly non-symmetric when R/W equal to 1. The inner flood plain has a much 
higher bed shear stress than the outer part of the right bank downstream of the abutment. Further  
downstream, the outer main channel slope suffers much higher shear stress than the inner part. 
When R/W is equal to 2, the difference between the inner and outer flood plains is not significant 
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Transverse cross section at the middle of abutment for WW shape 
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and the entire bed shear stress level is a lot lower than in the case of R/W equal to 1. Far 
downstream, the outer main channel slope still suffers high bed shear stresses. These 
observations indicate that the channel with the lower R/W is subjected to higher bed shear 
stresses and exhibits shear stress contours which are more non-symmetric.  

The influence of the bend geometry can also be observed on the flow field either on the 
plan view of the water suface or on the cross section plots. For the straight channel, the ratio of 
R/W is equal to infinity. The flow distribution in the transverse direction will be symmetrical as 
long as the channel and the abutment are symmetrical. However, the symmetric flow will be 
disturbed when passing the channel bend. At the beginning of the bend, the inner part of the 
channel will have a higher velocity. Then the higher velocity region will move to the outer side 
of the bend. This can be observed in case T3WW_Mid 1:1. The unit flow rate in the inner half of 
the channel is higher than in the outer half. However, for case T3WW_Mid 2:1, the flow 
distribution is still symmetrical even close to the abutment. This indicates that the sharp bend can 
cause a more  asymmetric flow, which is consistant with the finding in bed shear stress 
distribution. 

The velocity plan view of case T3WW_Mid 1:1 shows a highly non-symmetric pattern  
downstream of the bridge. The highest velocity appears on the inner side of the main channel and 
close to the main channel slope. The higher velocity region is large and extends from the main 
channel to the outside flood plain. 

 For case T3WW_Mid 2:1, the flow on the downstream side is close to being symmetrical. 
The highest velocity appears in the middle of the main channel with the contours skewed slightly 
towards the inner abutment. The higher velocity region basically remains in the main channel on 
the downstream side. These observations show that the influence of a bend with R/W equal to 2 
is not as significant as a bend with R/W equal to 1. 

5.4.2 Influence of Abutment Location 

When the bridge is located in the middle of the bend, the flow turns 45 degree from the 
inlet to the location of the abutment. The main flow direction does not change by as much  as 45 
degree because of the delay in the bend effect. The bed shear stress distribution around the inner 
and outer abutments is different since the flow field is not as symmetrical as in a straight channel. 
The magnitude of the bed shear stress is affected by many other factors, such as the R/W ratio , 
and the abutment shape. The bed shear stresses around the inner abutment always tend to be 
higher than the values around the outer abutment. This can be observed on all four simulations 
with the abutment in the middle of the channel bend. In a straight channel, the maximum bed 
shear stress usually appears at the upstream corner of the abutment, especially for abutments 
with sharp corners, such as a vertical wall or a wing-wall abutment. For an abutment in the 
middle of a channel bend, however, the maximum bed shear stress appears downstream on the 
inner main channel slope. This is closely related to the flow field distribution in the bend. When 
approaching the middle of the channel bend, the inner side of the main channel already exhibits a 
higher velocity than the outer side. The high velocity region then moves gradually from the inner 
to the outer part along the bend. The inner abutment further forces the flow towards the outer 
bank. However, the local acceleration around the upstream corner of the inner abutment is not as 
large as in the straight channel. The deflected higher velocity region does not reach the outer 
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over bank when passing the middle of the bend since the local flow is not highly accelerated yet. 
So, the outer abutment will have little influence on the deflected flow. This implies that  
abutments located in the middle of the bend tend to strenghten the deflection of the flow towards 
the outer bank. Hence, the downstream outer bank will be attacked by the flow more seriously. 

When the bridge is located at the downstream end of the bend, the bend direction changes 
90 degree before it reaches the abutment. In the approaching cross section in front of the 
abutment, the velocity in the main channel is increasing from the inner side to the outer side. The 
highest velocity appears on the outer side main channel slope and in part of the flood plain. The 
trend is opposite to the cases where the abutment is in the middle of the bend. This indicates that 
the outer over bank will experience the higher erosion even if there is no contraction due to the 
abutment. Actually, this is the reason for the development of a channel meander. This trend is 
further strengthened at the middle of the abutment. As shown in Figure 5.26, the velocity on the 
inner main channel slope is lower than the velocity on the main channel center. The existence of 
the outer abutment will further acclerate the flow on the outer side of the main channel and 
generate higher bed shear stress. However, the acceleration also tends to force the deflected flow 
back to the channel center. As shown in the figures, the magnitude of the bed shear stress  
downstream and on both sides of the main channel tends to be similar. Downstream also, the 
outer overbank will not be attacked directly by the flow. The flow downstream of the abutments 
recovers a uniform condition very quickly. Hence, the existing of the abutment at the end of the 
bend tends to weaken the non uniform flow caused by the channel bend and protect the outer 
bank from erosion. 

5.4.3 Influence of Abutment Shape 

In chapter IV, the correction factor for abutment shape was proposed to correct the result 
with respect to a vertical wall abutment. A constant number of 0.65 is recommended for wing-
wall abutment; and a constant number of 0.59 is recommended for spill-through abutment. To 
study the influence of the shape of an abutment in a channel bend, two sets of simulations were 
performed and are compared. The ratio R/W and the abutment location are the same in both cas-
es. It should be noted that the unit discharge ratio is not the same for both cases because of the 
abutment shape. The results are tabulated in Table 5.7. These results in Table 5.7 are the maxi-
mum values at the toe of the abutment. Overall, the spill-through abutment tends to cause lower 
bed shear stress. This is consistant with the study of abutment shape in chapter 4 for straighte 
channel. The shape effect is still observable in the channel bend. There is no simulation with ver-
tical wall abutment. So the comparison can only be conducted based on the results of the spill-
through and the wing-wall abutments. It should be noted that the bed shear stress ratio between 
these two shapes is lower than 0.59/0.65 for all four pairs. The contracton ratio difference be-
tween the spill-through abutment and the wing-wall abutment may be the reason for the lower 
ratio. Considering this reason, the shape effect factor is not changed for the case of a bend. 
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Table 5.7 - Influence of abutment shape on channel bend. 

Case # Cf_max_WW Case # Cf_max_ST Cf_max_ST/Cf_max_WW 
T3WW_Mid 1:1 0.0130 T3ST_Mid 1:1 0.0098 0.75 
T3WW_Mid 2:1 0.0109 T3ST_Mid 2:1 0.0087 0.80 
T3WW_End 1:1 0.0108 T3ST_End 1:1 0.0095 0.88 
T3WW_End 2:1 0.0092 T3ST_End 2:1 0.0070 0.76 

 

 

 

 

Figure 5.24 - Simulation results of case T3WW_Mid 1:1. 
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Figure 5.25 - Simulation results of case T3WW_Mid 2:1. 
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Figure 5.26 - Simulation results of case T3WW_End 1:1. 

 

 

 



 
 

5-25 
 

 

   

Figure 5.27 - Simulation results of T3WW_End 2:1. 
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Figure 5.28 - Simulation results of T3ST_Mid 1:1. 
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Figure 5.29 - Simulation results of T3ST_Mid 2:1. 
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Figure 5.30 - Simulation results of T3ST_End 1:1. 
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Figure 5.31 - Simulation results of T3ST_End 2:1. 

 



 
 

5-30 
 

5.5 OVERTOPPING FLOW ON CHANNEL BEND 

Overtopping conditions have been discussed for straight channels with or without a 
floodplain. The bridge deck was found to make the flow more uniformly ditributed under the 
bridge. So the bed shear stress in the channel center will increase much faster than around the 
abutment when overtopping takes place. To study the influence of a bridge deck in a channel 
bend, the cases in section 5.4 have been modified to simulate  overtopping conditions. The 
bridge is the same as the one used for the previous overtopping studies, including a 0.12m thick 
0.46m wide deck. Figure 5.32 lists all the eight cases for the overtopping study. Figure 5.33 
shows the cross section at the middle of the abutment.  
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Figure 5.32 - Numerical cases for channel bend study in overtopping flow. 

 

 
 

Figure 5.33 - Cross section of the wing-wall abutment cases in channel bend study. 
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5.5.1 Comparison of Open Channel Flow and Overtopping Flow in a Channel Bend 

When comparing the two sets of simulations in a channel bend for the open channel flow 
and the  overtopping flow, the bed shear stress is found to be significantly higher under 
overtopping conditions. The overtopping cases have a higher channel unit discharge ratio than 
the corresponding open channel cases due to the bridge deck blockage. The increase in unit 
discharge ratio is about 6.5% for the wing-wall abutment and 10.5% for the spill-through 
abutment. Table 5.8 shows a comparison of the maximum bed shear stresses. The increse are 
varies from 32% to 90%.   

Table 5.8 - Results under overtopping and open channel conditions. 

open channel flow Cf_max_open Overtopping flow Cf_max_over Cf_max_over/ Cf_max_open 
T3WW_Mid 1:1 0.0130 T4WW_Mid 1:1 0.0187 1.44 
T3WW_Mid 2:1 0.0109 T4WW_Mid 2:1 0.0167 1.53 
T3WW_End 1:1 0.0108 T4WW_End 1:1 0.0178 1.65 
T3WW_End 2:1 0.0092 T4WW_End 2:1 0.0175 1.90 
T3ST_Mid 1:1 0.0098 T4ST_Mid 1:1 0.0129 1.32 
T3ST_Mid 2:1 0.0087 T4ST_Mid 2:1 0.0134 1.54 
T3ST_End 1:1 0.0095 T4ST_End 1:1 0.0132 1.39 
T3ST_End 2:1 0.0070 T4ST_End 2:1 0.0130 1.86 

Upstream of the bridge, the overtopping cases show lower bed shear stresses than the 
corresponding open channel flow cases in section 5.4. This is consistant with the influence of the 
water depth. Generally, the bed shear stress will decrease with an increase in water depth. 
Downstream of the bridge, the influence of the bridge deck can last for a long distance. This was 
observed in the straight channel study. Within the current computation domain, the downstream 
bed shear stress for the overtopping cases is still higher than the corresponding open channel 
flow cases. 

5.5.2 Influence of R/W 

The comparison is conducted between two cases with a wing-wall abutment at the middle 
of channel bend. Compared with the open channel flow cases, these two overtopping cases show 
a significant increase of the maximum bed shear stress. For R/W equal 1, the increase of water 
depth, max_fC increases from 0.010 to 0.019 when the water depth on the flood plain increases 

from 0.29m to 0.54m. The location of max_fC changes from the downstream main channel slope 

to the upstream corner of the abutment. For R/W equal to 2, max_fC increases from 0.011 to 
0.017 when the water depth on the flood plain increases from 0.29m to 0.54m. The location of 
the maximum bed shear stress also changes from the downstream main channel slope to the 
upstream corner of the abutment. The interesting finding is that the bed shear stress on both 
overbank areas under the bridge deck show a significant increase. The bed shear stress in this 
area is uniformly high. This is quite different from the open channel flow conditions. At the 
middle of the abutment, the difference between the inner and outer abutment is not large even for 
R/W equal to 1. For the case of R/W equal 2, the shear stress distribution is almost symmetrical. 
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The high bed shear stress found on the downstream inner overbank in case T3WW_Mid 1:1 is 
not found in the overtopping cases. Overall, the effect of the bridge deck is to decrease the 
influence of the channel bend and to make the flow more uniform. However, the influence of the 
channel bend can still be found downstream on the outer main channel slope. Both case 
T3WW_Mid 1:1 and case T4WW_Mid 1:1 have this feature. It is believed that the channel bend 
after the abutment is responsible for the highly asymmetric result. 

For case T4WW_Mid 1:1, the flow has become asymmetric when approaching the 
abutment. The inner half channel has a higher velocity magnitude. However, at the middle of the 
abutment, the velocity contours are almost symmetrical. Even at the downstream side of the 
abutment, the velocity contours are still symmetrical for some distance. The asymmetric velocity 
contour begins from the end of the channel bend. This is consistent with the bed shear stress 
distribution. For case T4WW_Mid 2:1, the flow basically remains symmetrical when 
approaching the abutment. And this symmetric flow extends to the end of the channel bend. At 
the far downstream side, the asymmetric trend begins to show up. But it is not as significant as 
T4WW_Mid 1:1. 

Cross section plots are also presented in Figure 5.34 and Figure 5.35. As for the straight 
channel, higher velocities appear on the bridge surface. Under the bridge deck, the velocity is 
stratified and remains relatively constant in the horizontal direction. The higher velocities appear 
in the bottom half channel. Downstream of the bridge deck, the surface velocity drops very 
quickly. The higher velocity region extends far downstream from the bridge. 
 

5.5.3 Influence of abutment location 

For the open channel flow, the higher bed shear stress is found to be around the inner 
abutment  when the bridge is located in the middle of the channel bend. The inner abutment 
tends to force the flow further toward the outer bank. The influence of the outer abutment is not 
obvious. However, the trend is opposite when the bridge is located at the end of the channel bend. 
Higher bed shear stresses are observed around the outer abutment. The outer abutment tends to 
force the skewed flow back towards the main channel and to decrease the impact of the flow on 
the outer overbank. The effect of the inner abutment is not obvious. 

For the over topping cases, the space under the deck is on closed by the abutments and the 
bridge deck. The flow passing through this closed space will be pressurized and redistributed. On 
the upstream side, there is no-slip boundary only on the river bottom. The velocity is highest at 
the free surface. Under the bridge deck, there is a no-slip boundary for both the top and bottom. 
So the flow will be squeezed towards the center. The adjustment of the flow will take place in 
both the vertical and horizontal direction. This adjustment will make the flow more uniformly 
distributed. This is reflected by the bed shear stress contours. For all the eight simulation results 
shown in Figure 5.34 to Figure 5.38, the difference on both sides of the overbank under the 
bridge deck is not as large as in the open channel flow cases. The influence of abutment location 
on the bed shear stress distribution under bridge deck can not be observed under overtopping 
conditions. 

Far downstream, the influence of the bridge deck is not strong. The bend effect takes over 
and  dominates the flow. For the cases where the abutment is in the middle of the channel bend, 
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the asymmetric bed shear stress contours appear again. This is very close to the distribution 
observed in open channel flow cases. It is believed that the second half of the channel bend after 
the bridge causes the disymmetry of the flow. However, this disymmetry is not found in the 
results where the abutment is at the end of the channel bend. This further proves that the bridge 
deck tends to make the bed shear stress uniformly distributed and the channel bend tends to 
cause asymmetry. 

5.5.4 Influence of abutment shape 

The unit discharge ratio for the overtopping geometry is higher than for the open channel 
conditions in section 5.4. According to the study in Chapter 4, the bed shear stress is linearly 
propotional to the channel unit discharge ratio. The correction factor for a wing-wall abutment is 
not sensitive to the change of unit discharge ratio. However, the correction factor for spill-
through abutment will decrease with an increase in unit discharge ratio. The constant correction 
factor is proposed in Chapter 4 for convenience. Hence, the maximum bed shear stress difference 
between a wing-wall abutment and a spill-through abutment will be magnified when the unit 
discharge ratio increases. Table 5.9 shows a the comparison of the maximum bed shear stress for 
a wing-wall and a spill-through abutment for overtopping conditions. Obviouly, the difference is 
larger than in a open channel. 
 

Table 5.9 - Results of wing-wall abutment and spill-through abutment. 

Case # Cf_max_WW Case # Cf_max_ST Cf_max_ST/ Cf_max_WW 
T4WW_Mid 1:1 0.0187 T4ST_Mid 1:1 0.0129 0.69 
T4WW_Mid 2:1 0.0167 T4ST_Mid 2:1 0.0134 0.80 
T4WW_End 1:1 0.0178 T4ST_End 1:1 0.0132 0.74 
T4WW_End 2:1 0.0175 T4ST_End 2:1 0.0130 0.74 
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Figure 5.34 - Simulation results of T4WW_Mid 1:1. 
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Figure 5.35 - Simulation results of T4WW_Mid 2:1. 

 

 



 
 

5-36 
 

 

  

Figure 5.36  - Simulation results of T4WW_End 1:1. 
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Figure 5.37 - Simulation results of T4WW_End 2:1. 
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Figure 5.38 - Normalized bed shear stress contours of the spill-through abutment cases. 
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5.6 CONFLUENCE OF TRIBUTARY UPSTREAM OF A BRIDGE 

Many situations can cause an asymmetric flow in a channel. The confluence of a tributary 
upstream of the bridge is one of those. It is simulated by modifing the flume test case 14 to 
include a tributary upstream of the bridge. Case 14 is a symmetric channel. To simplify the study, 
overtopping is not considered. The CHEN3D program is able to handle overtopping and 
confluence at the same time. In case 14, the channel is rectangular and 7.3m wide, the abutment 
is 1.32m long with a wing-wall shape, the water depth is 0.37m, the approach velocity is 0.33m/s. 
To study the non-symmetric flow, the full channel width is simulated instead of the half channel 
width. A tributary is added to the straight channel 7.3m ahead of the abutment. The width of the 
tributary is 3.66m. The water depth and velocity are the same as case 14. The tributary channel 
comes at an angle of 30 degree from the straight channel. A constant velocity is applied at the 
inlets of the straight channel and the tributary channel. The free surface is assumed to be a rigid 
lid. 

Figure 5.39 shows the asymmetric velocity contours on the free surface. The shape of the 
contours depicts clearly the confluence of the flow from the two inlets. The flow rate from the 
tributary is only half of the flow rate in the straight channel. Obviously, the high flow rate 
component will dominate the direction of the confluence. The asymmetric flow starts from the 
confluence location and the high unit flow rate region gradually moves toward the channel center. 
When passing around the abutment, the highest unit flow rate is still on the tributary side. The 
contours show a smooth transition around the lower abutment. This indicates that the lower 
abutment has a smaller influence on the flow. On the other side, there is sharp transition from the 
upstream corner of the abutment to the channel center. This shows that the upper abutment 
impacts the skewness of the flow significantly. The highest velocity appears downstream of the 
abutment It is believed that the influence of the upstream confluence will decrease with an 
increase in the distance between the tributary and the abutment. 
 

 
Figure 5.39 - Velocity magnitude contours on the water surface. 
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Figure 5.40 - Normalized bed shear stress contours. 

 
 

Figure 5.40 shows the bed shear stress contours. The upstream pattern is very similar to the 
surface velocity. The bed shear stress is also asymmetric. At upstream side, the high bed shear 
stress region start from the confluence location and is skewed towards the opposite abutment. 
The maximum bed shear stress appears at the abutment opposite to the tributary channel. On the 
downstream side, the bed shear stress contour skews back to the side of the tributary channel.  
 
 

5.7 MAXIMUM SHEAR STRESS FOR OVERTOPPING FLOW 

Overtopping can cause the flow to be pressurized and forced under the bridge deck. This 
can make the flow more uniform and descrease the difference between the bed shear stress under 
the bridge deck near the abutment toe and the channel center. When overtopping occurs in a 
complicated channel geomery (channel bend or compound channel), the bed shear stress 
distribution can be quite different from the open channel case. The main concusions based on the 
studies in this chapter are summarized below: 

1. When the water level reaches the bottom cord of the deck, the maximum bed shear stress 
around the abutment increases. This increase continues as the water depth rises until a 
highest value is reached with the water surface in flush with the top of the bridge deck.  If 
the water depth continues to incease, the bed shear stress will begin to decrease. 

2. The maximum bed shear stress in the case of pressure flow and ovretopping can be predicted 
by using the proposed maximum bed shear stress around an abutment by using a blockage 
effect of the bridge deck equal to a blockage effect of the abutment. The predicted value of 

maxτ  in the case of rectangular chanels is within 10% of the numerical simulation values. For 
compound channel,  this assumption can cause discrepancies as high as 50%.   

3. When pressure flow and overtopping takes place in a channel bend, the bridge deck tends to 
diminish the non-symmetric nature of the flow caused by the bend. The maximum bed shear 
stress difference between the inner and outer side of the bend is not as significant as in an 
open channel flow. Also, overtopping decreases the channel curvature effect. However, the 
flow will recover the non-symmetric feature downstream if the channel bend continues after 
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the bridge.  The influence of the abutment shape in a bend is about same as the influence of 
the abutment shape in a straight channel. The abutment location on the channel bend will 
affect the bed shear stress downstream of the abutment but not the maximum bed shear 
stress around the abutment. 

Once the maximum bed shear stress is determined under overtopping conditions, the initial 
erosion rate of the river bottom can be estimated based on the erosion funciton of the soils, which 
can be derived from EFA (Erosion Function Apparatus) testing. Therefore, the SRICOS-EFA 
method can be applied for river overtopping problems. The procedure will be the same as the one 
for open channel flow calculation. 
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CHAPTER 6 

6 VERIFICATION OF NUMERICAL SIMULATIONS 

In this chapter, several scour rate models were proposed for the prediction of scour hole 
development around abutments in cohesive soils.  The performances of these scour rate models 
were evaluated by comparing the numerical simulation results to the flume test cases in NCHRP 
24-15(2).  During the initial stage of the numerical simulations, the CHEN3D code was used 
without the scour rate model in order to establish the initial flow field for the abutment configu-
rations on a fixed streambed.  After the flow is fully established, various erosion rate models 
were then incorporated to predict the erosion of cohesive soil on the streambed.  After successful 
simulation of abutment scour for flume test cases, the method was further extended to investigate 
the influence of pressure flow and overtopping conditions on abutment scour process in cohesive 
soils.  Correction factors for overtopping flow have been proposed based on the numerical simu-
lation results. 

6.1 SOIL PROPERTIES 

Porcelain clay was used in the flume tests of NCHRP 24-15(2). Geotechnical tests were 
performed according to ASTM standards. The results of two testing have been tabulated in Table 
6.1. Erosion properties of the porcelain clay were tested using the Erosion Function Apparatus 
(EFA). Eleven EFA tests were performed using tap water. These samples were from different 
testing conditions. The first test was conducted with the fresh sample which should represent 
most of the clay used in the flume tests. The regression curve in Figure 6.1 is based on the first 
EFA test, which is used as the erosion function of the soils in all the numerical simulations of 
scour prediction. There were several samples taken from the clay stored for a long period of time 
or the leftover clays after the flume tests. These samples may have lower erosion rate because of 
moisture loss or some other ambient conditions. The EFA test results are shown in Figure 6.1 
with the data scattering over a fairly wide range.  

Table 6.1 - Soil properties of the clay used in NCHRP 24-15(2) (After Oh, 2009). 

Property Test 1 Test 2 
Liquid Limit (%) 30.9 29.8 
Plastic Limit (%) 16.9 17.24 

Plasticity Index (%) 14.0 12.56 
D50 (mm) 0.004 0.003 

Shear Strength (kPa) 13.5 15.3 
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Figure 6.1 - Correlation between shear stresses and erosion rates (Oh, 2009). 

The porcelain clay used in the present flume tests has also been used in several previous 
studies of bridge scour at Texas A&M University (Briaud et al., 1999a, 2001b, 2004). Figure 6.2 
shows a comparison of the EFA results for the porcelain clay used in (a) simple pier scour, (b) 
complex pier scour and contraction scour, and (c) abutment scour. It is clearly seen that the ero-
sion function may be quite different even for the same kind of well controlled commercial clay. 
The clay used in current study has the lowest erodibility when the bed shear stress is less than 10 
Pa, but the erosion rate increases considerably faster than the other two clays when the bed shear 
stress is higher than 25 Pa.  It should be noted that the shear stress is well below 25 Pa in the 
present flume tests.  
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Figure 6.2 - Comparison of erosion functions for porcelain clay. 

 

6.2 SCOUR RATE MODELS IN COHESIVE SOILS 

The shear stress model mentioned in chapter II was employed by Nurtjahyo (2003) for the 
study of pier scour and contraction scour. Soil erosion rate is assumed to be a function of the 
shear stress applied on riverbed surface as well as the critical shear stress of the soils. The shear 
stress model used by Nurtjahyo (2003) provides reasonable prediction for the deepest scour 
depth. However, the predicted scour hole shapes are significantly different from those observed 
in the measurement. For example, the predicted maximum bed shear stress always occurs in the 
front section of the pier facing the flow where the strongest flow acceleration is observed.  In the 
wake region behind the pier, the predicted scour hole is rather small since the bed shear stress is 
relatively low in the wake.  On the other hand, the flume test results indicate that the scour depth 
behind the pier is of the same order as that in front of the piers for most pier scour tests in cohe-
sive soils.  This clearly suggested that the bed shear stress is not the sole mechanism responsible 
for the development of scour hole around hydraulic structure.  A new scour rate model was pro-
posed in Nurtjahyo (2003) to include the effect of turbulence kinetic energy in the scour rate eq-
uation:      

 
. .

( , , ) ( )= = − + ⋅b c b cz z k c b kτ τ τ τ     (6.1) 

where, 
.

z is the erosion rate (mm/hour); bτ is the bed shear stress (Pa); cτ is the critical shear 
stress of the soils (Pa); c is the slope of  erosion rate versus shear stress curve (m3/(N·hr)); k is 
turbulent kinetic energy (m/s)2 and b is the constant (s/m).  In Nurtjahyo (2003), the k value was 
chosen as the maximum value of turbulent kinetic energy in the vertical direction between the 
streambed and about 10% of water depth.  The new model successfully predicted the scour pat-
tern around a circular pier similar to that observed in the experiment.  More specifically, the new 

(a) 

(b) 

(c) 
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scour rate model produced a significantly deeper scour hole behind the pier since the turbulence 
intensity is quite high in the wake region.   

All numerical results for pier scour presented in Nurtjahyo (2003) were obtained using the 
hydraulically smooth boundary condition for streambed.  The influence of the surface roughness 
has been discussed in chapter V for the verification of overtopping flow experiments (Kerenyi, 
2007).  In the overtopping flow simulation, the equivalent sand grain roughness is constant and 
the streambed is fixed without scour development.  Kerenyi’s experiment clearly indicates that 
the bed shear stress in the roughened channel is significantly higher than that in the hydraulic 
smooth channel.  For the porcelain clay used in the present flume tests, the soil particles are very 
fine and the channel bottom is flat before scour takes place.   Therefore, it is appropriate to treat 
the streambed as a hydraulically smooth surface in the prediction of initial shear stresses for ab-
utments on a fixed streambed.  As the abutment scour develops, the streambed is no longer 
smooth and the bed form is similar to a sand bed with variable surface roughness.  Since the 
roughness height is not constant, the surface roughness model in Chapter 5 cannot be directly 
employed to simulate the streambed roughness encountered in the scour process. 
To account for the non-smooth bed form effects, the scour rate equation is modified to augment 
the bed shear stresses obtained from CHEN3D simulations under the hydraulically smooth sur-
face boundary conditions: 

 
. .

( , , ) ( )= = − + ⋅b c num cz z k c b kτ τ βτ τ      (6.2) 

where the correction factors β and b are determined from numerical optimization for the flume 
test cases. In the present investigations, the slope c (= 0.75 mm/hour) and critical shear stress �c 

(= 0.55 Pa) in equation (6.2) were determined from the EFA test results.  For the baseline model 
(denoted as Model I) with �=1.0 and b = 0, the scour rate is assumed to be linearly proportional 
to the streambed shear stress (� – �c) and the bed form roughness and turbulence effects are neg-
lected.  Comparisons of Model I results with the corresponding flume test data clearly show that 
the baseline scour rate model significantly underestimated the maximum scour depth around the 
abutment.  

 In order to improve the prediction of scour pattern, a systematic optimization was per-
formed to determine the optimal correction factors � and b in equation (6.2).  In Model II, the 
calculated streambed shear stress �num was scaled up by � to account for the effect of bed form 
roughness but the effect of turbulence was not incorporated (i.e., b = 0).   The Model II test re-
sults indicate that the correction factors � should not be greater than 1.5 in order to avoid exces-
sive scour in the main channel.  However, the predicted scour depth with the highest correction 
factor � = 1.5 was still too shallow around the abutments for most flume test cases.  This sug-
gests that the flow turbulence also plays an important role in the scour process.  After a systemat-
ic numerical optimization, it was found that b = 0.01 yields the best prediction of the maximum 
scour depth around the abutment.  Therefore, the parameters in scour rate equation (6.2) were 
chosen as 0.75 /c mm hour= , 0.55 Pacτ = , � = 1.5 and 0.01=b  for Model III.  A detailed as-
sessment of these three scour rate models abutment scour prediction is given in the following 
sections. 
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6.3 SCOUR PREDICTION OF THE FLUME TESTS IN NCHRP 24-15(2) 

In this section, numerical simulations were performed for selected abutment configurations 
to evaluate the performance of the scour rate models proposed in Section 6.2.  Five abutment 
configurations (Cases 1, 4, 9, 13, and 14) were chosen from the present flume test matrix to cov-
er a wide range of abutment configurations including both wing-wall and spill-through abut-
ments in rectangular as well as compound channels.  The dimensional parameters of these five 
cases are tabulated in Table 6.2.   

Table 6.2 - Dimensional parameters for the cases selected for scour prediction. 

Flume tests L (m) Lm (m) Lf  (m) La (m) yf  (m) V (m/s) Abutment Shape θ (°)
Case 1 3.66 1.22 2.44 1.83 0.29 0.43 ST 90
Case 4 3.66 1.22 2.44 1.83 0.29 0.34 ST 90
Case 9 3.66 1.22 2.44 1.83 0.29 0.43 WW 90

Case 13 3.66 0.00 3.66 1.01 0.37 0.34 WW 90
Case 14 3.66 0.00 3.66 1.62 0.37 0.34 WW 90  

Figure 6.3 shows the five abutment configurations used in the CHEN3D simulation of ab-
utment scour.  Both Cases 13 and 14 involve wing-wall abutments in rectangular channel under 
the same water depth and approach velocity. The abutment in Case 14 is 0.61m longer than that 
in Case 13. These two cases were chosen to evaluate the influence of channel contraction on the 
scour pattern. The other three cases involves wing-wall and spill-through abutments in com-
pound channel cases with the same abutment setback of La/Lf = 0.75.  Cases 1 and 4 have iden-
tical abutment geometry and compound channel configuration, but different approach velocity.  
They were chosen to study the influence of the approach flow velocity on the scour depth.    Case 
9 has the same compound channel geometry, abutment length, water depth, and approach flow 
velocity as Case 1; the only difference is the abutment shape.  It was chosen to investigate the 
effect of wing-wall and spill-through abutment shapes on the scour pattern. 

 

�

Figure 6.3 - Geometries of the flume test cases for CHEN3D scour prediction. 
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Numerical simulations were performed first for fixed streambed without scour develop-
ment until the vortex shedding pattern is fully established.  Various scour rate models were then 
used to calculate the erosion rate on the streambed and determine the new bed elevation after 
scour takes place.  Since the scour rate is very small for porcelain clay, it is desirable to use a 
much large time increment of 150 sec to reduce the required CPU time for the simulation of 
scour hole development.  Note that the change of streambed elevation and scour pattern are very 
small over one time step.  In the present simulations, the numerical grids were adjusted each time 
step to conform with the new streambed elevation.  As the scour hole deepens, the flow velocity 
decreases gradually due to increased channel cross-section area.  This leads to a decrease of flow 
acceleration around the abutment and a reduction of shear stresses on the streambed.   The final 
scour depth is reached when the bed shear stress is equal to the critical shear stress of the soil.  

6.3.1 Scour Prediction on Compound Channel 

6.3.1.1 Observations from the Flume Tests 

Figure 6.4 shows the scour patterns for the three compound channel cases considered in the 
present numerical simulations. The observations from the flume tests are summarized in the fol-
lowing: 

1. Deep scour hole can be observed at the abutment toe for all three cases.  In Case 9 and 
Case 1, the scour hole in front of the abutment face extends from the toe all the way to 
the main channel and the flood plains together with the main channel slope in front of the 
abutment face are totally removed.  In Case 4, however, the scour hole around the abut-
ment toe is confined to the flood plain.  The main channel slope and part of the flood 
plain remain standing after two weeks of continuous scour.  

2. On the downstream side, the original main channel slope was completely washed away 
for Case 1 and Case 9 after the experiments.  Moreover, the flood plain in Case 1 was 
eroded to the same level as the main channel or even lower.  On the other hand, most of 
the main channel slope for Case 4 remained intact with only minor erosions on the slope. 
The scour hole started from the upstream corner of the abutment and extended toward 
downstream main channel slope, which shows the skewed flow streamlines forced by the 
abutment. However, this trend is not observed in Case 1 and Case 9 when the approach 
velocity is higher. 

3. The surface of the channel bottom after scour is not as smooth as the initial conditions. 
The surface remains flat in the region without obvious erosion, such as the upstream sec-
tion far from the abutment and the flood plain far downstream of the abutment.  On the 
other hand, the streambed surface is highly uneven in regions with serious erosion.  

4. The scour depth in the main channel is much smaller than that observed on the main 
channel slope and flood plain.  The scour hole on the main channel slope can be as deep 
as the hole at the abutment toe.  
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Figure 6.4- Scour patterns for flume test cases on compound channel (After Oh, 2009). 

6.3.1.2 Simulation Result and Analysis of Case 9 

Figure 6.5 shows a comparison of the measured and simulated scour patterns for Case 9 af-
ter 240 hours of scour process to facilitate a detailed assessment on the performance of three dif-
ferent scour rate models.  It is seen that Model I (� = 1, b = 0) produced a fairly narrow eroded 
area and small scour depth.  The deepest scour hole predicted by Model I is on the main channel 
slope with a depth of 0.12m, which is about half of the measured deepest scour depth.  Further-
more, the location of the deepest scour hole was also incorrectly predicted.  This indicates that 
the calculated bed shear stress is less than the actual bed shear stress applied by the flow. As 
noted earlier, the observed difference is most likely caused by the effect of bed form roughness.  
The effect of turbulence is typically confined to specific regions around the abutment where 
strong vortex shedding is observed.  The scour depth in the main channel should not be strongly 
affected by the turbulence since the flow is fairly steady away from the abutment.   
Model II (� = 1.5, b = 0) shows similar eroded area as that observed in the measurement.  The 
predicted scour depth is also in good agreement with the measurement in most regions, especial-
ly for the contraction scour in main channel. This underscores the need to include the effect of 
bed form roughness in the scour model. However, it is also clear that the deepest scour depth, 
which is of primary concern in the bridge design, cannot be matched by scaling up the calculated 
bed shear stress uniformly with a constant correction factor �. 

The simulation results for Model III (� = 1.5, b = 0.01) show deep scour holes in front of 
abutment face and on main channel slope similar to those observed in the experiment. Further-
more, the magnitude of the maximum abutment scour depth (abutment scour depth plus contrac-
tion scour depth) is very close to the corresponding measurement. However, the correction term 

Case 1 (after 432 hours) 

Case 9 (after 288 hours) Case 4 (after 340 hours) 
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for turbulent kinetic energy also increased the scour depth in main channel.  Further refinement 
in the scour rate model is still needed in order to more accurately predict the scour pattern for 
both the abutment and the main channel. 
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Figure 6.5- Comparison of measured and predicted scour depths after 10 days (Case 9).  
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Figure 6.6 shows a comparison of the predicted and measured scour profiles at three dif-
ferent cross sections located at upstream side, in the middle, and at downstream side of the abut-
ment. The deepest scour may occur at other locations. However, the scour pattern around the ab-
utment is of particular concern in the bridge design and scour monitoring.  

On the upstream side of the abutment, the flow is accelerated around the abutment as the 
water is forced through the narrow opening between the abutment and the main channel center-
line.  The measured scour depth is very small in front of the abutment (0 < y < 1.3 m) since the 
flow is deflected by the abutment towards the channel centerline.  The erosion begins at y = 1.37 
m and the averaged scour depth is about 50 mm in the opening section between y = 1.83m and 
3.66m.  Model I underestimated the scour depth over the entire cross section. The predicted 
scour depth for Model II is in good agreement with the measurement.  Model III predicted a sim-
ilar profile as Model II and the measurement, but the scour depth is overestimated in most area.  

In the middle of the abutment, the measured scour depth is about 200 mm at the abutment 
toe and about 80 mm in the main channel. It should be noted that the scour is deep on the main 
channel slope from transverse stations y = 2.44 m to y = 2.64 m, which is consistent with the bed 
shear stress distributions. Model I again underestimates the scour depth, while Model II yields 
good prediction in most regions except at abutment toe. For model III, the turbulent kinetic ener-
gy term significantly increased the scour depth at the abutment toe similar to that observed in the 
experiment.  However, it is also obvious that the sour depth on the flood plain and main channel 
were significantly overpredicted. 

At downstream side of the abutment, the measured scour depth behind the abutment from y 
= 0 m to 1.83 m is negligible. The deepest scour hole appears on the main channel slope with a 
scour depth of 200 mm. The contracted scour depth in the main channel is about 100 mm. All 
three scour rate models predicted the correct trend, but Model II gives the best overall agreement 
at this cross section. 
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Figure 6.6 - Scour profiles for Case 9 after 10 days at different cross sections. 



 
 

6-11 
 

The maximum scour depth ys(Abut) over the lifespan of a bridge is one of the most critical 
parameters in the design and analysis of bridges.  Note that all abutment scour equations in HEC-
18 were aimed at predicting the maximum scour depth ys(Abut) without providing detailed scour 
patterns around the bridge abutment.  In the present numerical simulations, it is also crucial to 
verify the predicted ys(Abut) with the experimental data in order to provide practical simulation 
results for abutment scour estimation. Figure 6.7 shows a comparison of the measured and pre-
dicted time histories of ys(Abut) for Case 9 obtained from three different scour rate models. It 
should be noted that the ys(Abut) in Figure 6.7 represents the deepest scour depth over the entire 
streambed at each time instant.  The maximum scour depth increases with time as the scour hole 
develops around the abutments and eventually reaches an asymptotic value when the bed shear 
stress falls below the critical shear stress.  It should also be noted that the location of ys(Abut) may 
vary over time since the maximum shear stress typically migrates to shallower areas as the scour 
hole deepens. The flume test result for Case 9 shows that the deepest scour hole is always in 
front of the abutment face, even though the scour on the main channel slope is also very deep.  It 
is seen that Model III, which includes the correction factors for both bed form roughness and 
turbulence, provides the closest prediction of ys(Abut)  for Case 9.   
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Figure 6.7- Time histories of maximum scour depths for Case 9. 

6.3.1.3 Simulation Result and Analysis of Case 1 

Figure 6.8 shows the scour profiles for Case 1 at the same three cross sections as Case 9.  
As noted earlier, the abutment length, water depth, compound channel geometry, and approach 
flow velocity are the same for Cases 1 and 9.  The only difference between these two cases is the 
abutment shape.  In general, the simulation results show that the scour depth around the spill-
through abutment (Case 1) is somewhat smaller than that for the wing-wall abutment (Case 9).   
As expected, Model I underestimates the scour depth at all three cross sections. Model II pro-
vides reasonable prediction of scour profiles at the upstream section. At the middle section of the 
abutment, Model II also accurately predicted the deep scour hole observed at the abutment toe.  
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However, the deepest scour hole observed on the main channel slope was not captured by Model 
II. At the downstream side, Model II yields similar trend as the measurement, but the predicted 
scour depth is considerably lower than the corresponding measurement.  On the other hand, 
Model III produced significantly deeper scour holes than Models I and II on all three cross sec-
tions but the predicted scour profiles do not match well with the measured scour pattern.  

Comparing to the scour pattern for wing-wall abutment shown earlier in Case 9, the pre-
dicted scour depth for spill-through abutment (Case 1) is somewhat smaller. This is consistent 
with the widely accepted conclusion that wing-wall abutments produce deeper scour depth than 
spill-through abutments for the same abutment length.  However, the present flume test result 
indicates that the maximum scour depth is larger for spill-thorough abutment even though it has 
a smaller blockage ratio. A detailed examination of the flume test results shows that the scour 
hole on the main channel slope is as deep as 330 mm while the deepest hole at abutment toe is 
only about 130mm. The deep hole observed in Case 1 may be caused by the variability of soil 
properties and the experimental setup. The porcelain clay used in the flume test Cases 1 and 9 
may not come from the same batch, so the erosion properties may not be consistent with those 
shown earlier in the soil properties section. The soil compaction during the experimental setup 
may also cause problems. There is a possibility that the downstream main channel slope is not 
compacted as well as the other regions. The conditions will be quite different if there is void 
space between the clay blocks. 

Figure 6.9 shows the measured plan view of the scour pattern and a comparison with the 
predicted scour pattern obtained from Model III. The flume test shows a large area of very deep 
scour hole on the main channel slope downstream of the abutment.  This is highly usual and may 
be attributed to soil variability mentioned earlier.  At the abutment toe, there is also a fairly deep 
scour hole but the scour depth is much shallower than that on the main channel slope.   The nu-
merical simulation results obtained using Model III shows the presence of two deep scour holes.  
The first hole is around the abutment toe on the flood plain while the second one is located on 
the main channel slope.  It should be noted that massive erosions were observed on the main 
channel slope of compound channel for both Case 1 (spill-through abutment) and Case 9 (wing-
wall abutment) because the abutments are close to the main channel with relatively short setback.  
This is consistent with the high shear stresses on the main channel slope as seen in the numerical 
predictions. Along the center of the main channel, the predicted scour depths at upstream and in 
the middle of the channel are larger than the corresponding measurements, but the agreement 
improves considerably in the far downstream area. 

Figure 6.10 shows a comparison of the measured and predicted time histories of the maxi-
mum scour depth located on the main channel slope near the abutments. It is quite obvious that 
all three scour rate models significantly underestimated the maximum scour depth.  As noted ear-
lier, the numerical simulations predicted similar scour depth on the abutment toe and the main 
channel slope while the measurement show a much deeper scour hole on the main channel slope. 
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Figure 6.8- Scour profiles for Case 1 after 10 days at different cross sections. 
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Figure 6.9 - Comparison of measured and predicted scour depths for Case 1 after 10 days. 
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Figure 6.10 - Time histories of maximum scour depths for Case 1. 
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6.3.1.4 Simulation Result and Analysis of Case 4 

Figure 6.11 shows the measured and predicted scour profiles for Case 4 which has a lower 
approach flow velocity than Cases 1 and 9 considered earlier.  As expected, the scour depth for 
Case 4 is considerably smaller than that observed in Case 1 for the same spill-through abutment 
and compound channel configuration since the streambed shear stress is smaller when the ap-
proach velocity is reduced. At the upstream section, all three scour rate models underestimate the 
scour depth on the flood plain. This is contrary to the finding in Case 9 and Case 1. In the middle 
of the abutment, all three scour rate models predicted deep scour hole at the abutment toe. The 
measured scour depth at the middle of the abutment is similar to that observed at the upstream 
section, but the numerical simulations predicted much deeper scour depth in the middle of the 
abutment.  At the downstream section, Models II gives reasonable prediction of the scour pro-
files across the channel but the maximum scour depth at the abutment toe is underpredicted.  On 
the other hand, Model III overestimated the scour depth in the main channel but the predicted 
scour hole depth at the abutment toe matches very well with the corresponding flume test data.  
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Figure 6.11 - Scour profiles for Case 4 after 9 days at different cross sections. 



 
 

6-17 
 

Figure 6.12 shows a comparison of the plan views of the measured and simulated scour 
patterns. The scour rate Model III predicted a deep scour hole at the abutment toe and another 
one on the main channel slope downstream of the abutment.  Similar scour patterns were also 
observed in the flume test at the same locations. It is seen that the numerical simulation predicted 
a much wider eroded area than the corresponding measurements.  However, the maximum scour 
depth predicted by Model III is in very good agreement with the measured time histories of 
ys(Abut) shown in Figure 6.13. 
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Figure 6.12 - Comparison of measured and predicted scour depths for Case 4 after 9 days. 
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Figure 6.13 - Time histories of maximum scour depths for Case 4. 
 

6.3.2 Scour Prediction on Rectangular Channel 
�

 

Figure 6.14 - Scour patterns for the flume test cases on rectangular channel (After Oh, 2009). 

 

6.3.2.1 Observations from the Flume Tests 

Figure 6.14 shows the scour patterns of the two rectangular channel cases. The observa-
tions from the flume tests are summarized in the following: 

1. For Case 14, deep scour hole can be observed at the abutment toe. The scour hole extends 
from the upstream corner of the abutment toward downstream over a long distance. The 

Case 14 after 240 hours Case 13 after 240 hours 
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scour depth along the channel center is smaller than that observed around the abutment. 
The streambed surface is uneven after scouring as shown in the picture. 

2. For Case 13, the scour hole is shallower at the toe of the abutment than at the downstream 
section.  This is rather unusual since the deepest scour hole in a rectangular channel typi-
cally occurs at the abutment toe as a result of local flow acceleration around the abutment.  
The deep scour hole away from the abutment may be caused by the variability of porce-
lain clay used in the flume test such as insufficient comparison or non-homogeneous soil 
properties.  The unsteady vortex shedding around abutment may also produce higher tur-
bulence intensity and deeper scour hole downstream of the abutment.  Contrary to the 
other cases, the streambed surface of Case 13 is still very smooth after the completion of 
the flume test. 

6.3.2.2 Simulation Result and Analysis of Case 14 

Figure 6.15 shows the scour depth profiles for Case 14. At the upstream section, the scour 
is very uniform with a nearly constant depth of about 20 mm in the open area. In the middle of 
the abutment, the scour depth at the channel center is about 50 mm. The scour hole is as deep as 
190 mm around the toe of the abutment. At the downstream section, the scour depth at channel 
center is about 64 mm and the deep hole extends downstream in line with the abutment toe. The 
blockage effect of abutment on the contraction scour is clearly observed according to the scour 
depth variation along the channel center. The deepest contraction scour depth typically occurs at 
the downstream section instead of in the middle of the abutment due to the convergence of 
streamlines downstream of the abutment. The contracted scour depth predicted by Model I 
agrees quite well with the experiment. However, the scour profiles around the abutment toe and 
in the wake region are significantly underestimated by the simple shear stress model.  Models II 
and III improve the prediction of maximum scour depth around the abutment toe, but the con-
traction scour depth in the middle of the rectangular channel is drastically overestimated.  It is 
quite clear that the correction factors for bed form roughness and turbulence effects need to be 
refined in order to provide accurate prediction of the scour pattern in different regions. 

Figure 6.16 shows a comparison of the measured scour depth contours with the predicted 
contour pattern obtained by Model III. It is seen that the predicted scour depth at the abutment 
toe is close to that observed in the flume test.  However, the location of the deepest scour hole 
predicted by Model III is somewhat different from that observed in the flume test.  Also, the nu-
merical simulation result shows the presence of a considerably wider and deeper scour hole than 
that observed in the experiment.     
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Figure 6.15- Scour profiles for Case 14 after 10 days at different cross sections. 



 
 

6-21 
 

X (m)

Y
(m

)

-3 -2 -1 0 1 2 3 4
0

1

2

3

4

0.18
0.15
0.12
0.09
0.06
0.03
0

Scour depth (m); flume test Case 14

X (m)

Y
(m

)

-2 0 2 4
0

1

2

3

4

0.18
0.15
0.12
0.09
0.06
0.03
0

Scour depth (m); Simulation Case 14 (Model III)

 

Figure 6.16 - Comparison of measured and predicted scour depths for Case 14 after 10 days. 

Figure 6.17 shows a comparison of the measured and predicted time histories of the maxi-
mum abutment scour depth (abutment scour depth plus contraction scour depth) for Case 14. 
Similar to those reported earlier for the compound channel cases, Model III again provides the 
best prediction for the maximum scour depth by including the combined effects of bed form 
roughness and turbulence.  However, it is also clear that the further improvements are still need 
in the present scour rate models in order to resolve the correct scour pattern over the entire 
streambed.    
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Figure 6.17 - Time histories of maximum scour depths for Case 14. 
 

6.3.2.3 Simulation Result and Analysis of Case 13 

Case 13 is a low contraction, low blockage, and low flow rate case with an approach veloc-
ity of 0.34 m/s. According to the EFA test results, the critical velocity of the porcelain clay used 
in the flume test is about 0.61 m/s. In the EFA test, the critical velocity is defined as the velocity 
which generates an erosion rate of 0.1 mm/hour. It is worthwhile to note that the deepest scour 
depth after 10 days of flume test is about 40 mm at the abutment toe which turns out to be only 
marginally higher than the erosion produced by the critical velocity.  This suggests that the max-
imum bed shear stress around the abutment is only slightly higher than the critical shear stress. 
As shown in Figure 6.18, the scour depth profiles obtained by Model I are fairly close to the 
flume test data, while Model II produced a considerably larger scour hole than the corresponding 
measurement. This is to be expected since the river bed surface for Case 13 is still smooth after 
the flume test as shown in Figure 6.14. This implies that the correction factor � which accounts 
for the bed form roughness is not needed for Case 13. No attempt has been made to use Model 
III since the inclusion of turbulence will further increase the maximum scour depth in compari-
son with Model II.  

Figure 6.19 shows a comparison of the measured scour depth contours with the Model I 
simulation results for Case 13. In general, the predicted maximum scour depth is in close agree-
ment with the corresponding measurement as shown in Figure 6.20.  This test case clearly illu-
strated the feasibility of using the simple shear stress model (i.e., Model I) in conjunction with 
the EFA test for the prediction of sour pattern when the influences of bed form roughness and 
turbulence are negligible. The correction factors � and b are needed only for higher contraction 
cases where the bed surface tends to be more irregular and the flow tends to be more turbulent.  
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Figure 6.18- Scour profiles for Case 13 after 10 days at different cross sections. 
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Figure 6.19 - Comparison of measured and predicted scour depths patterns for Case 13. 
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Figure 6.20 - Time histories of maximum scour depths for Case 13. 
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6.4 SCOUR PREDICTION WITH OVERTOPPING 

Abutment scours under pressure flow and overtopping flow conditions are studied numeri-
cally in this section. The objective of this investigation is to establish a general understanding on 
the scour development when the flow is pressurized under the bridge deck.  For simplicity, a 
model-scale vertical wall abutment is chosen for the overtopping flow study.  The bridge deck is 
assumed to be 0.12 m thick and the clearance between the streambed and the low chord of the 
deck is 0.37m. The abutment is 1.01m long and the half width of the channel is 3.66m. The ab-
utment is normal to the flow direction. An approach velocity of 0.33 m/s is chosen for the 
present simulations. For the same designed bridge and above mentioned parameters, seven test 
cases have been conducted with the upstream water depth varying from 0.37m to 0.85m. Figure 
6.21 shows the cross sections and the velocity magnitude contours of four representative cases. 
Case (a) has open channel flow and water surface is almost touching the low chord; Case (b) is 
the case with water surface just touching the low chord; Case (c) has the water surface in flushed 
with the top surface of the deck, and Case (d) has water surface elevation 0.12m over the bridge 
deck surface. The other three cases are similar to Cases (c) and (d) with different upstream water 
depths of 0.43m, 0.73m, and 0.85m.  

For simplicity, the rigid lid boundary condition is applied on the water surface. The simple 
shear stress model (i.e., model I) is employed for the prediction of scour pattern and the same 
erosion function given in Figure 6.1 is used to determine the erosion rate as a function of bed 
shear stress. 

 
.

( )num cz c τ τ= −        (6.3) 

where 
.

z is the erosion rate (mm/hour), numτ is the calculated bed shear stress (Pa); 0.55c Paτ =  is 
the critical shear stress of the soils (Pa), and c = 0.75mm/(Pa*hour) is the slope of  erosion rate 
versus shear stress curve. The numerical simulation procedures are also identical to those de-
scribed earlier. 
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Figure 6.21 - Cross sections and the velocity magnitude contours. 

Figure 6.22 shows the calculated scour depth contours after 10 days for the four repre-
sentative cases shown in Figure 6.21. A constant time increment of 2.5 minutes was used in all 
simulations. The geometry, water depth, and flow conditions for Cases (a) and (b) are identical.  
The only difference between these two cases is the water surface boundary conditions. In Case 
(a), a symmetry boundary condition was used for the entire water surface since the free surface is 
slightly below the bridge deck.  On the other hand, a no-slip boundary condition was used on the 
bottom surface of the bridge deck to resolve the boundary layer and shear force acting on the 
bridge deck. As expected, the change of boundary condition on the low chord of the bridge deck 
affects only the local boundary layer flow beneath the bridge deck and has little influence on the 
scour development. This is consistent with the finding in the bed shear stress study presented ear-
lier in Chapter V. The scour depths of Case (a) and (b) are very shallow and the deepest scour 
holes are located around the upstream corner of the abutment. There is no scour at the center un-
der the bridge, but the contraction scour can be clearly observed downstream of the bridge due to 
local flow acceleration in the middle section of the rectangular channel.  

When the water level rises above the low chord of the bridge deck but below the deck top, 
the entire flow is forced to go through the narrow opening under the bridge deck and creates an 
undersirabe pressure flow situation. This leads to a sharp increase of streambed shear stress and 
scour depth as the flow is accelerated through the narrow opening bounded by the abutment, 
bridge deck, and the streambed. Case (c) is the pressure flow case with the highest blockage 
when the water level reaches the deck top but without flow overtopping.  Under this condition, 
the river bed under the bridge deck is eroded seriously as shown in Figure 6.22(c).  It should be 
noted that Case (c) is an extreme case since the bridge deck thickness (ddeck = 0.12 m) is very 
large in comparison with the clearance (h=0.37 m) between the streambed and the low chord of 
the bridge deck.   Due to the large blockage ratio, the influence of the bridge deck is felt over the 
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entire channel cross section, not just around the abutment.  This resulted in a nearly uniform 
scour depth under the bridge.  The deepest scour hole in Case (c) is somewhat farther away from 
the abutment toe in comparison with those shown in Cases (a) and (b) since the bridge deck 
blockage effect is stronger than that caused by the abutment blockage.    

When the water level rises above the bridge deck, some of the water will flow over the 
bridge deck as shown in Case (d).  Under this overtopping flow condition, the water flow up-
stream of the bridge deck is allowed to move both above and beneath the bridge deck.  This pro-
vides significant relief of the pressure flow under the bridge deck in comparison with Case (c) 
since a large portion of the water above the bridge low chord will flow over the bridge top where 
the resistance is much smaller than that in the narrow opening under the deck. It is seen from 
Figure 6.22 that the scour depth for Case (d) is shallower than Case (c) but still deeper than Cas-
es (a) and (b). Similar to Case (c), the deepest scour hole in Case (d) is away from the abutment 
toe and the contraction scour under the bridge deck is also fairly uniform across the channel. As 
the water level further increased to 0.73 m and 0.85 m, the scour depth was continues to reduce 
since most of the water upstream of the bridge are allowed to flow over the bridge deck. 
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Figure 6.22 - Scour depth contours for overtopping cases. 

Figure 6.23 shows the scour histories for six test cases with different water depths. These 
six cases can be divided into two groups, namely, pressure flow and overtopping flow. The flow 
is called pressure flow when the water surface is between the low chord and top surface of the 
bridge deck. As noted earlier, the flow is only slightly pressurized when the water surface just 
touches low chord with d1 = 0 m. When the water surface is higher than the bridge deck surface 
(i.e., d1 > 0.12 m), the flow is called overtopping flow. It should be noted that the flow under the 
bridge deck is still pressurized after overtopping occurs. For the three pressure flow cases, water 
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surface elevation varies from low chord, mid-chord, to the high chord with d1 = 0 m, 0.06 m and 
0.12 m, respectively. The channel contraction increases with the increasing water depth. It is 
seen from Figure 6.23 that the scour depth increases rapidly and reaches a maximum value which 
is about 4.5 times of that for the non-pressurized flow condition.  

For the three overtopping cases, the channel contraction decreases with increasing water 
depth. This explains why the scour depth decreases with the increase of water depth under over-
topping condition. In addition, a larger portion of the upstream flow tends to flow over the bridge 
deck because the flow resistance is much smaller in the open area above the bridge deck. This 
additional relief of pressure in the narrow opening beneath the bridge deck further reduces the 
shear stress and abutment and contraction scour on the streambed.  It should be noted that the 
deepest scour depth occurs when the water surface is flushed with the top of the bridge deck. 
This is the limiting condition for maximum scour depth for a specific bridge. Under overtopping 
flow conditions, the influence of water depth on scour development diminishes gradually with 
increasing water depth.  This is to be expected since the blockage effect due to the submerged 
bridge deck is relatively small under the deep water condition.    
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Figure 6.23 - Time histories of the maximum scour depths for overtopping flow. 

Based on the present numerical simulation results for the idealized bridge deck shown in 
Figure 6.23, a correction factor is proposed to account for the effects of overtopping flow in the 
equation of maximum abutment scour depth (abutment scour depth plus contraction scour depth). 
The influence of pressure flow and overtopping flow is evaluated based on the condition of open 
channel flow with water surface elevation flushes with the low chord of the bridge deck. Scour is 
the interaction between flow and soils. All those parameters affecting shear stress in Chapter 4 
and soil erosion property will impact the scour development in overtopping situations. The pri-
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mary actions of flow on soils are the fluctuating stresses applied on the soil particles and the 
shear stress component is believed to be dominant. The maximum bed shear stress is commonly 
used to represent the erosion capacity of the flow, and the critical shear stress of the soil is used 
to represent the erosion resistance of the soil. Hence, the correction is proposed based on the dif-
ference between the maximum bed shear stress and the critical shear stress of soils. However, the 
location of the initial maximum bed shear stress may not be the same as that of the final deepest 
scour hole since the bed shear stress changes with the instantaneous streambed shape as the scour 
hole develops over time. Furthermore, the maximum shear stress also reduces quickly as the flow 
slows down around the scour hole. Therefore, it is necessary to correct the initial maximum bed 
shear stress in order to account for the decrease of shear stress during the scour process.  In view 
of these, the following correction factor is proposed to account for the effect of overtopping flow 
on the abutment scour depth: 
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where ys(Abut) value represents the final scour depth over the lifespan of a bridge.   

However, the scour history shown in Figure 6.23 is only for 10 days which is much lower 
than the final scour depth. To obtain the final ys(Abut), it is necessary to extrapolate the calculated 
abutment scour depth (abutment scour depth plus contraction scour depth) using the hyperbolic 
model in the SRICOS method:  
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where ys(t) is the scour depth at time instant t, iniz�  is the initial erosion rate, and ys(Abut) is the final 
maximum abutment scour depth. 

The predicted final maximum scour depths for the six cases shown in Figure 6.23 are tabu-
lated in Table 6.3. Based on these results, it is found that 342.0=γ  provides the best fit for the 
correction factor pK . A critical shear stress of �c = 0.55 Pa is used in the analysis. It is worth-
while to note from Table 6.3 that a small increase of bed shear stress can result in a large in-
crease in scour depth. For example, maxτ in Case (c) is 3.49 Pa, which is about two times of the 
maximum bed shear stress in Case (a). However, the final ys(Abut) turns out to be as high as nine 
times of the deepest hole in Case (a). The reason that the increase in scour depth (500 mm vs. 
55.25 mm) is much bigger than the corresponding changes in maxτ (3.49 Pa vs. 1.82 Pa) is that 
the maximum shear stress is of the same order as the critical shear stress (�c = 0.55 Pa) of the soil 
in the model-scale simulations.  For prototype simulations, the streambed shear stress maxτ is 
much higher than the critical shear stress so the final scour depth should be proportional to the 

maxτ ratio which is less than 2.0 according to the model-scale simulation results.  Furthermore, 
the effect of deck blockage is also significantly overestimated in the present simulation since the 
thickness of the bridge deck (ddeck = 0.12 m) is about 32.5% of the clearance h = 0.37 m.  This 
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implies that the proposed correction factor kp for maximum abutment scour depth (abutment 
scour depth plus contraction scour depth) tends to be conservative for the estimation of overtop-
ping effects on prototype bridges. 
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Table 6.3 - Simulation results for overtopping cases. 

d1 (m) 0.00 0.06 0.12 0.24 0.37 0.49

ys(Abut) (mm) 55.25 263.16 500.00 178.57 72.46 42.92

ys(Abut) (mm) @240hr 39.00 113.00 174.00 80.00 45.72 29.87

τmax (Pa) 1.82 2.61 3.49 2.32 1.89 1.74

Cr 0.72 0.62 0.54 0.63 0.69 0.74

Cr/Cr_Low 1.00 0.86 0.75 0.88 0.96 1.02

ys(Abut)/ys(Abut)_Low 1.00 4.76 9.05 3.23 1.31 0.78

(rτmax-τc)/(rτmax_low-τc) 1.00 4.75 8.88 3.36 1.33 0.61

Note r = 0.342; τc=0.55Pa  

The govertoppinmax_τ  in equation (6.4) can be evaluated directly using the proposed equation in 

Chapter 4. Another approach is to apply a correction factor to lowchordmax_τ  based on the present 

simulation results. Figure 6.24 plots the ratio of max_ max_/overtopping lowchordτ τ as a function of d1/ddeck, 
where d1 is the water elevation above the low chord of the bridge deck and ddeck is the thickness 
of bridge deck. It is seen that the correction factor of maximum bed shear stress for overtopping 
flow ko = max_ max_/overtopping lowchordτ τ  reaches a maximum value of 1.91 when the water depth is 

flushed with the top surface of the bridge deck. A correction factor of 1.0ok =  is recommended 
when d1/h is greater than 3. 
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Figure 6.24 - Shear stress correction factor for overtopping flow. 

( )10.92 / 1.0o deckk d d= +

( ) ( )2
1 10.21 / 1.27 / 2.97o deck deckk d d d d= − +
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CHAPTER 7 

 

7 SRICOS EFA METHOD FOR MAXIMUM SCOUR DEPTH FOR AB-

UTMENT AND CONTRACTION 

Bridge scour is the loss of soil by erosion due to flowing water around bridge supports. 
Bridge scour includes general scour and local scour. General scour is the aggradation or degrada-
tion of the riverbed not related to the presence of local obstacles. Aggradation is the gradual and 
general accumulation of sediments on the river bottom; one possible scenario is the existence of 
slope failures upstream leading to the formation of spoils in the river, the erosion of these spoils 
under higher velocities, followed by transport and deposition under lower velocities at the ag-
grading location. Degradation is the gradual and general removal of sediments from the riverbed; 
one possible scenario is the man-made straightening of a river course, a resulting increase in the 
water velocity and the associated increase in erosion. Local scour is the scour around obstacles to 
the water flow; it includes pier scour, abutment scour, and contraction scour. Pier scour is the 
removal of the soil around the foundation of the pier; abutment scour is the removal of the soil 
around the abutment at the junction between the bridge and the embankment; contraction scour is 
the removal of the soil from the bottom of the river due to narrowing of the river channel created 
by the approach embankments for the bridge. Figure 7.1 shows the definition of 3 types of local 
bridge scour.  
 

 
Figure 7.1 – Definitions of local bridge scour. 
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7.1 LITERATURE REVIEW 

7.1.1 Abutment Scour 
�� ��
n Sand 

Laursen (1960) assumed that the depth of abutment scour is a multiple of the depth of long 
contraction scour. The depth of contraction scour was considered only as a function of the con-
traction ratio for live-bed scour. The width of the abutment scour hole was assumed to be 2.75 
times the abutment scour depth. The relationship for live-bed abutment scour in sand was based 
on these assumptions and expressed as: 
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      (7.1)  

where 'L  is the projected length of abutment normal to the flow, y1 is the water depth in the ap-
proach section, and ys(Abut) is the maximum abutment scour depth. 

Laursen (1963) used the same approach and developed an equation to predict the depth of 
abutment scour for clear-water scour. The equation for abutment scour in sand was: 
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The scour depth equation (7.2) in the region of 11 '/ 10L y≤ ≤  can be approximated by 

2/3

( ) 1

1 1

'
0.8s Abut

c

y L
y y

τ
τ
� �

= � �
� �

       (7.3) 

where 'L  is the projected length of abutment normal to the flow, y1 is the water depth in  the ap-
proach section, and ys(Abut) is the maximum abutment scour depth, 1τ  is the shear stress on the 

channel bed at the approach section, and cτ  is the critical shear stress on the channel bed. 

Garde and Nambudripad (1961) conducted a series of experiments in a rectangular channel 
with various contraction ratio, sediment size of sand, and discharge. The flume used in the expe-
riments was 2 ft wide and 25 ft long. The maximum local scour occurred at the toe of the abut-
ment and the shape of the abutment scour hole was conical. In their findings, the radius of the 
conical scour hole did not have any correlation with the depth of the abutment scour. This con-
tradicts Laursen’s (1960) finding that the radius is 2.75 times the scour depth. They also found 
that the median size of sediment, contraction ratio (L2/L1), and Froude number are crucial para-
meters that affect abutment scour depth. They suggested an equation for abutment scour in sand 
as follows: 
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where K and n are coefficients that are function of the sediment size, 1L  is the width of the chan-
nel at the approach section, 2L  is the width of the channel at the contracted section, 1Fr  is the 
Froude number at the approach section, y1 is the water depth in  the approach section, and ys(Abut) 
is the maximum abutment scour depth. 

Gill (1972) used Straub’s (1940) model of long contraction scour to develop a maximum 
abutment scour model. He stated that the maximum scour occurred when the channel bed ma-
terial is under the critical shear stress (i.e., 1 cτ τ= ).  Both fine sand and coarse sand were used as 
channel material.  The scour rate for the fine sand was observed to be much faster than that for 
the coarser sand. An equation for scour rate was proposed for both fine sand and coarse sand as: 
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= +  for fine sand                (7.5) 

 
    

where ys(Abut)(t) is the abutment scour depth at time t , t is time in minute, and ys(Abut) is the maxi-
mum abutment scour depth. The empirical equation for predicting the maximum abutment scour 
depth in sand suggested by Gill is: 

0.25 6/7
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� � � �       (7.6) 

where D50 is the median size of soil particle, 1L  is the width of the channel at the approach sec-
tion, 2L  is the width of the channel at the contracted section, y1 is the water depth in the ap-
proach section, and ys(Abut) is the maximum abutment scour depth. 

Froehlich (1989) performed data regression using a total of 164 clear-water and 170 live-
bed abutment scour measurements in sand taken by other researchers in rectangular channels in 
different laboratories from 1953 to 1985. Froehlich applied multiple linear regression analysis to 
obtain the relation among the local scour (normalized by the initial water depth at the approach 
section) and several other dimensionless parameters. He proposed a live-bed scour and a clear-
water scour equation for abutment scour in sand as follows: 
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Clear-water scour:  
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Live-bed scour 
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where ( )0.5
84 16/g D Dσ = is the geometric standard deviation of the bed material, and D16, D50, 

and D84 are the particle size for 16, 50 and 84 percentile of weight, respectively, 

( )1 1 1/Fr V g y= ⋅  is Froude number based on approach water depth and approach velocity, 

1K  is the correction factor for abutment shape that has a value of 1.0, 0.82 and 0.55 for vertic-

al wall, wing-wall, and spill-through abutment, respectively. 2K is the correction factor for the 

alignment of the abutment with respect to the flow direction ( )( )0.13
2 / 90K θ=

 
with θ  being 

the angle of abutment alignment (the embankment is skewed downstream if 90θ < ° , and 
skewed upstream if 90θ > ° . L’ is the average length of abutment ( 1' /eL A y=  with Ae being the 
flow area obstructed by the embankment), y1 is the water depth in the approach section, and 
ys(Abut) is the maximum abutment scour depth. 

HEC-18 uses equation (7.8) and a 1.0 safety factor for live-bed abutment scour prediction 
in sand, i.e.:  

0.43
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1 1
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2.27 1.0s Abuty L

K K Fr
y y

� �
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� �      (7.9) 

Melville (1992) developed a method to predict the abutment scour depth in sand in a rec-
tangular channel using a large number of experimental results under the clear water scour condi-
tion. The ratio between the abutment length and the water depth was found to be very important 
for the prediction. The method is classified into three conditions: short abutment ( 1'/ 1.0L y ≤ ), 
intermediate abutment ( 11.0 '/ 25L y< < ), and long abutment ( 1'/ 25L y ≥ ). The effect of abut-
ment shape becomes irrelevant as the length of abutment becomes longer.  Similarly, the effect 
of the abutment alignment becomes irrelevant as the length of abutment becomes shorter.  Mel-
ville proposed the following equations for the abutment scour depth in sand considering the three 
conditions as: 

( ) 2.0 's Abut Iy K L= ⋅ ⋅  for 1'/ 1.0L y ≤  

( )0.5* *
( ) 1 2 12.0 's Abut Iy K K K L y= ⋅ ⋅ ⋅ ⋅  for 11.0 '/ 25L y< <  

( ) 2 110.0s Abuty K y= ⋅ ⋅  for  1'/ 25L y ≥                                   (7.10)             
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where 'L  is the projected length of abutment normal to the flow, ys(Abut) is the maximum abut-
ment scour depth,

 
IK is a correction factor for flow intensity ( 1 /I cK V V=  for 1 / 1.0cV V ≤  and 

1.0IK =
 
for 1 / 1.0cV V > ), and 1K  and 2K

 
are correction factors for abutment shape and abut-

ment alignment to the flow as shown in Table 7.1 and Figure 7.2, respectively. These two correc-
tion factors vary with the ratio between the abutment length and the water depth as expressed in 
the following:  

*
1 1K K=  for 1'/ 1.0L y ≤  

*
1 1 1

1

'(1 ) 0.1 1.5LK K K y
� �= + − −� �
� �

 for  11.0 '/ 25L y< <  

*
1 1.0K =  for  1'/ 25L y ≥  

  
*
2 2K K=  for 1'/ 3.0L y ≥  

*
2 2 2

1

'(1 ) 1.5 0.5 LK K K y
� �= + − −� �
� �

 for  11.0 '/ 3.0L y< <  

*
2 1.0K =  for 1'/ 1.0L y ≤  

 

Table 7.1 - Factor of abutment shape (K1) 
(Melville, 1992). 

Shape of Abutment K1 
Vertical wall narrow wall 1.0 

semicircular end 0.75 
Wing-wall 45o 0.75 

Spill-
through 
(H:V) 

0.5 : 1.0 0.6 
1.0 : 1.0 0.5 
1.5 : 1.0 0.45 

 

 
Figure 7.2 -  Correction factor of abutment 

alignment (K2) (Melville, 1992). 

Melville (1995) verified the effect of compound channel using Dongol’s (1994) experi-
mental results. In his study, only the abutments terminating in the main channel were studied be-
cause abutments terminating on the floodplain were considered as being in rectangular channels. 
The correction factor for channel geometry was proposed as: 

( )
*
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s Abut
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y
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y
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where *
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is the local scour depth at an abutment situated in a compound channel. The cor-

rection factor for channel geometry is: 

/ 'G eK L L=  

K2222 
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where 
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 in which L is the length, y is the depth, n is Manning’s 

roughness coefficient, and the subscripts f and m indicate floodplain and main channel, respec-
tively.  Accordingly, Melville (1995) expressed the final form for abutment scour prediction in 
sand by considering all the conditions as: 

( ) * *
1 2
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s Abut
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L y
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⋅       (7.11) 

where y1 is the approach water depth at the line of the toe of the abutment, ys(Abut) is the maxi-
mum abutment scour depth,

 
'L  is the projected length of abutment normal to the flow, IK  is a 

correction factor for flow intensity ( 1 /I cK V V=
 
for 1 / 1.0cV V ≤ and 1.0IK =  for 1 / 1.0cV V > ), 

GK is the correction factor for channel geometry, *
1K  is the correction factor for abutment shape, 

*
2K  is the correction factor for abutment alignment. 

Sturm and Janjua (1994) conducted 37 experiments with sand in a compound channel us-
ing a vertical wall abutment for abutment scour prediction. The slope of the main channel was 
vertical and only half of the channel was modeled to maximize the scale. The channel thus was 
assumed to be symmetrical and the width of flume was one half of the channel width. They 
showed that the velocity at the approach section, the distribution of the discharge at the con-
tracted section, and the critical velocity are the most important factors affecting the abutment 
scour depth. Although the ratio of the channel opening in the approach section to the channel 
opening in the contracted section were used in previous studies, the concept does not work in 
compound channels because of the difference in velocity distribution between the main channel 
and the floodplain. Both the contraction ratio in terms of discharge and the contraction ratio in 
terms of channel opening width were used in the data analysis and evaluated against the experi-
mental results. They found that using the discharge contraction ratio results in a better compari-
son.  Their abutment scour equation for sand obtained after data regression is as follows: 
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⋅� �	 
      (7.12) 

where Vf1 is average approach velocity on the floodplain, Vfc is the critical velocity on the flood-
plain, ys(Abut) is the maximum abutment scour depth, yf1 is the approach water depth on the flood-
plain,

 
and M is the discharge contraction ratio defined as ( ) /total block totalM Q Q Q= − with Qtotal 

being the total discharge and Qblock being the discharge blocked by the approach embankment.  

Sturm (1999, 2004) and Sturm and Janjua (1994) presents the results of flume tests for ab-
utment scour in compound channels using 3 types of cross sections. Various contraction ratio, 
water depth, and soils were used but only a vertical wall abutment was used. The backwater 
problem found by some researchers was not found by Sturm and Janjua (1994).  The flume used 
in their study is only 5.18 m long so it may be too short to observe the backwater effect. They 
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developed an equation for vertical abutment scour in sand using the test results without the influ-
ence of backwater caused by abutment.  It is expressed as: 
 

( ) 1

0 0

8.14 0.4s Abut f

f r fc

y q

y C q
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⋅� �	 
      (7.13) 

where 1 1 1( )f f fq V y= ⋅  is the unit flow rate at the approach section with the effect of backwater 

induced by the abutment, 0 0 0( )fc fc fq V y= ⋅ is the critical unit flow rate on the floodplain without 
the effect of backwater, Vf1 is the approach average velocity on the floodplain, 

1/3 1/6
0 * 50 0

1 ( 1)fc c f
n

V Gs D yk τ� �= ⋅ −� �
� �

 is the critical velocity on the floodplain without backwater 

effect, Gs is the specific gravity of cohesionless soil, kn is constant in Strickler-type relationship 
for Manning’s n ( )1/6

50nn k D= , *cτ  is the critical value of Shields’ parameter, D50 is the median 

diameter of sediment, yf0 is water depth on floodplain without backwater effect, yf1 is the ap-
proach water depth on the floodplain and ys(Abut) is the maximum abutment scour depth. 

Sturm (2004) found the effect of abutment shape to be negligible ( )1 1.0K =  with the in-
crease of the length of approach embankment. The correction factor associated with the abutment 
shape for spill-through abutments was calculated based on the ratio between the predicted scour 
depth using equation (7.13) and that using the vertical abutment.  The correction factor for spill-
through abutment was suggested as: 

1

0.67
1.52

0.4
K

ξ
ξ

−=
−        for    0.67 1.2ξ≤ ≤      (7.14) 

where 1

0

f

fc

q

M q
ξ =

⋅
 , 1 1 1( )f f fq V y= ⋅  is the unit flow rate at the approach section with the effect 

of backwater induced by the abutment, 0 0 0( )fc fc fq V y= ⋅  is the critical unit flow rate on the 
floodplain without the effect of backwater, and M is the discharge contraction ratio defined as 

( ) /total block totalM Q Q Q= −  with Qtotal being the total discharge and Qblock being the discharge 

blocked by the approach embankment.  Note that 1 1.0K =
 
for 1.2 ξ< and 1 0K =  for 0.67ξ < . 

The correction factor is the same for both wing wall abutment and spill-through abutment.  Ac-
cordingly, the abutment scour depth considering abutment shape becomes: 
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      (7.15) 

Kouchakzadeh and Townsend (1997) used a symmetrical compound channel with 2 types 
of sand to investigate the lateral momentum transfer on abutment scour. They used 4 types of 
abutments – vertical wall, wing wall, semi circular vertical wall, and spill-through. They found 
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the discharge ratio, /w aQ Q , is an important factor and developed the following dimensionless 
function: 

( )
1
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, , ,s Abut w
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y Q
f Fr Fr Sh
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� �
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� �      (7.16) 

Based on multiple data regression, they obtained the following equation: 
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where 1
1
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� �
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is the Froude number in the approach section on the floodplain, 

1
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fc

f

V
Fr
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� �
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is the  critical Froude number in the approach section on the floodplain, Sh is the 

shape of abutment, wQ  is the floodplain flow beyond the toe of the abutment which converges 
and accelerates towards the abutment toe, aQ  is the flow intercepted by the abutment, and 1K  is 
a shape correction factor of abutment with values of 1.25, 1.08, and 0.95, respectively, for vertic-
al wall, wing wall, and spill-through abutment with a side slope of 0.85 (H): 1 (V) , yf1 is the ap-
proach water depth on the floodplain, and ys(Abut) is the maximum abutment scour depth.  

Lim (1997) developed a maximum abutment scour equation for sand based on a semi-
empirical analysis for clear water scour. He assumed that only the flow at the approach section 
with a width corresponding to the length of the abutment and the lateral length of local scour 
hole could develop the local scour at the toe of abutment. The shear velocity concept proposed 
by Rajaratnam and Nwachukwu (1983) was used to derive the equation. Lim’s clear water abut-
ment scour depth is given as: 

( )( )
1

1

0.9 2.0s Abuty
K X

y
= ⋅ −       (7.18) 

where y1 is the approach water depth, ys(Abut) is the maximum abutment scour depth, 1K  is the 
correction factor for abutment shape that has a value of 1.0 for vertical wall abutments, and using 
Melville’s (1992) correction factor for other shapes, X in the equation is given as: 

( )
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0.250.75
0 50 1
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where ( )0 1 50/ ( 1)F V Gs g D= − ⋅ ⋅ is the densimetric Froude number at the approach section, 

( )( )50/c c s gDθ τ ρ ρ� �= −	 
  is Shields’ parameter, Gs is the specific gravity of the soil solids, and 
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g is gravitational acceleration, cτ  is the critical shear stress, sρ  is the density of soil particle, ρ is 
the density of water, and D50 is the median diameter of sediment. He suggested this equation 
should be used for the case of 2.22X >  because ys(Abut)/y1 = 0 for 2.22X = . 

Lim and Cheng (1998) derived a maximum abutment scour equation for live bed condition 
using the same approach as in Lim (1997).  The equation to predict abutment scour in sand is 
given as: 
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    (7.19) 

where y1 is the approach water depth, ys(Abut) is the maximum abutment scour depth, 1K  is the 
correction factor for abutment shape, *1u is the shear velocity at the approach section, *cu is the 
critical shear velocity, 'L  is the length of abutment, and φ  is the lateral side slope angle of scour 
hole. 

In the clear water scour condition, the term ( )2
* *11 /cu u− in equation (7.19) should be re-

garded as zero and the equation is reduced to the clear scour equation proposed by Lim (1997). 
The abutment scour depth equation for sand in the clear water condition is thus: 
 

4/3

( ) 1
1

1 * *1

1 1.2 '/
1

2 /
s Abut

c

y L y
K

y u u

+� �
+ = ⋅� �

� �      (7.20) 

Maryland SHA procedure was developed by Chang and Davis (1999a, 1999b), and has 
been updated. It a method to predict the abutment scour depth for non-cohesive soil by assuming 
that abutment scour is a function of contraction scour. Contraction scour was postulated to de-
velop until the shear stress is in the critical state; it was expressed as: 

/c ContV q y=        (7.21) 

where cV  is the critical velocity, q  is the average unit discharge in the approach section, and 

Conty  is the contraction scour flow depth.  They transformed Neill’s (1973) critical velocity curve, 
shown in Figure 7.3, in terms of median diameter of cohesionless soil and water depth into a set 
of equations to calculate the clear-water contraction scour flow depth. The clear-water contrac-
tion scour flow depth is given in equation (7.22). 
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Figure 7.3– Neill’s (1973) critical velocity curve in terms of median diameter of cohesionless 

soil and water depth. 
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1
1/3
506.35Cont

q
y

D

� �
= � �⋅� �

 for 50 0.03mD ≥  

0.18
501/(1 0.125/ )

1
1/4
504.16
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q
y

D

+
� �

= � �⋅� �
 for 500.03m 0.0003mD> ≥  

0.67
11.49Conty q= ⋅  for 500.0003m D>                                    (7.22) 

where Conty  is the contraction scour flow depth, 1q  the average unit discharge in the approach 
section, and D50 is the median diameter of sediment. They recommended the use of Laursen’s 
(1960) equation for the calculation of the live-bed contraction scour flow depth. The clear-water 
contraction scour depth (ys(Cont)) is obtained by subtracting the initial flow depth at the contracted 
section from the contraction scour flow depth. 

The abutment scour depth is always deeper than the contraction scour depth because of the 
high turbulence around the toe of the abutment. Chang and Davis (1999a, 1999b) proposed an 
abutment scour equation for vertical wall abutments which uses the flow around the end of ab-
utment: 

0.857
( ) 0s Abut p f v Conty K K K y y= ⋅ ⋅ ⋅ −      (7.23) 

where ys(Abut) is the maximum abutment scour depth, y0 is the initial flow depth at contracted sec-
tion, Conty  is the contraction scour flow depth, pK  is the correction factor for pressure flow 

( 0.45
10.66pK Fr−= ), fK  is the correction factor for spiral flow at the abutment toe 

( 10.13 5.85fK Fr= +  for clear water scour and 10.46 4.16fK Fr= +  for live-bed scour), and vK is 
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the ratio of velocity at the abutment toe to the mean velocity in the contracted section 
( ( )1.5

1 20.8 / 1vK q q= +  with 1q  being the unit discharge in the approach section and 2q  the unit 
discharge in the bridge section) . 

Subsequently, the effect of abutment shape was presented, and the correction factor for 
spiral flow was updated in Maryland SHA bridge scour program (ABSCOUR) (2007). The up-
dated correction factor for spiral flow is 10.13 5.85fK Fr= +  for clear water scour and 

10.46 4.16fK Fr= +  for live-bed scour. The value of fK  should be from 1.4 to 4.0. The effect of 
abutment shape diminishes with an increase of abutment length; the effect becomes negligible if 
the length of the abutment is ten times greater than the horizontal distance between the toe of ab-
utment and the end of wetted part of abutment at the upstream section. The correction factor for 
abutment shape is proposed as: 

 
( )1 2 10.55 0.05 / 1K X X= + −  for spill-through abutment 

( )1 2 10.82 0.02 / 1K X X= + −  for wing-wall abutment  

1 1.0K =  if 1 1.0K >                                        (7.24) 

where X1 is the horizontal distance between the toe of abutment and the end of the wetted part of 
the abutment at the upstream section and X2 is the length of abutment as shown in Figure 7.4.   

  
(a) Wing-wall abutment (b) Spill-through abutment 

Figure 7.4 – Abutment shape factor measurement (Maryland SHA bridge scour program (AB-
SCOUR), 2007). 

Finally the abutment scour equation is expressed in Maryland SHA bridge scour program (AB-
SCOUR) (2007) as: 

( )0.857
( ) 1 2 0s Abut p f v Conty K K K K K y y= ⋅ ⋅ ⋅ ⋅ −      (7.25) 

where ys(Abut) is the maximum abutment scour depth, y0 is the initial flow depth at contracted sec-
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tion, Conty  is the contraction scour flow depth, pK is the correction factor for pressure flow , fK  

is the correction factor for spiral flow at the abutment toe, vK  is the ratio of velocity at the abut-
ment toe to the mean velocity in the contracted section , 1K is the correction factor of abutment 
shape, and 2K  is the correction factor for abutment alignment proposed by Froehlich (1989). 

Ettema et al. (2008) categorized abutment scour into three conditions. In condition A 
( ' 0.75 fL L≥ ), the maximum local scour occurs in the main channel. In condition B 

( ' 0.75 fL L< ), the maximum local scour occurs on the floodplain. In condition C, the breach of 
embankment is fully developed and the abutment columns are exposed like a bridge pier. The 
maximum local scour flow depths ( ( ) 1Abut s Abut fy y y= +  in condition B, ( ) 1Abut s Abut my y y= +  in 
condition A) were compared to Laursen’s long contraction scour flow depths 
( ( ) 1Cont s Cont fy y y= + in condition B, ( ) 1Cont s Cont my y y= +  in condition A). The scour condition A 

( ' 0.75 fL L≥ ) and B ( ' 0.75 fL L< ) were classified as the ratio of the length of embankment pro-
jected normal to the flow (L’) to the width of floodplain (Lf), as shown in Figure 7.5. The ratio 
( /Abut conty y ) was defined as an amplification factor: Aα , Bα  and Cα  for the three scour condi-
tions and discussed below.  
 

 
Figure 7.5 - Boundary of scour condition A and B with the ratio of abutment length to the width 

of floodplain (Ettema et. al, 2008). 

Laursen’s live bed contraction scour flow depth was used in condition A. Usually the 
floodplain is made of less erodible soils while the main channel is made with more erodible soils.  
Accordingly, live bed contraction scour occurs in the main channel and clear water scour occurs 
on the floodplain during a flood event. The amplification factor Aα  depends on the unit dis-
charge ratio and the abutment shape, as shown as Figure 7.6 (a). In the figure, 1q is the average 
unit discharge at the approach section, 2q  is the average unit discharge at the bridge section, 

1fq is the unit discharge in the floodplain at the approach section, and 2fq is the unit discharge in 
the floodplain at bridge section. 

The maximum local scour occurs on the floodplain if the abutment has a long set back on 
the floodplain or exists in a rectangular channel (condition B). Laursen’s clear water scour flow 
depth was used for condition B because scour on a floodplain is mainly clear water scour during 
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a flood event. The amplification factor Bα  displays a relative higher peak than that for condition 
A.  The highest value occurs when the length of abutment is very short as shown as Figure 7.6 
(b). 

In condition C, embankments were built with the same material as for the channel bottom 
so the embankments are vulnerable to erosion.  Laursen’s clear water scour flow depth was used 
to compare with the maximum local scour flow depth. The amplification factor Cα  is less than 
1.0 since embankments failed before local scour is fully developed. The foundation of the abut-
ment is exposed to the flow like a pier. 
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(b) Condition B 

Figure 7.6 - Scour amplification factor versus unit discharge ratio (replotted using data from Et-
tema et al., 2008). 
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7.1.2 Abutment Scour in Clay 

Yakoub (1995) varied WC (initial water content), CC (clay content), C (the degree of com-
paction related to the optimum compaction) and CT (clay type) for a series of tests on abutment 
scour in cohesive material. He compared abutment scour depth in cohesive material with that in 
sand. He used a constant water depth and the same abutment to examine the effect of clay. A ver-
tical abutment that is 0.116 m (0.38 ft) long and 0.219 m (0.72 ft) wide was used. The medium 
size and the geometric standard deviation of the sand were 0.81 mm and 2.41, respectively. The 
experimental results in cohesive soil were directly compared with that in cohesionless soil with 
the same test condition. He found that the abutment scour depth in cohesive soil is related to WC, 
CC, C, and CT and can be expressed as: 

For Montmorillonite clay 

(1) 100 % of Montmorillonite clay 

For unsaturated soil 

( )2 3(2.186 5.342 ) 15.407 52.202 60.873 23.512sc

ss

d
WC C C C

d
= − ⋅ ⋅ − ⋅ + ⋅ − ⋅

 (7.26) 

For saturated soil 

( )2 3(4.76 45.1 136.1 126 ) 0.339 1.744sc

ss

d
WC WC WC C

d
= − ⋅ + ⋅ − ⋅ ⋅ − + ⋅

   (7.27) 

(2) Effect of clay content 

2 31.0 0.608 4.286 10.159sc

ss

d
CC CC CC

d
= − ⋅ − ⋅ + ⋅

      (7.28) 

where  scd  is the abutment scour depth in cohesive material, ssd  is the abutment scour depth in 
sand based on a 0.81 mm D50, WC is the initial water content, CC is clay content, C is the degree 
of compaction related to the optimum compaction, and CT is clay type 

For Kaolinite clay 

(1) 30 % of Kaolinite clay 

The degree of compaction has no effect on the scour depth at the sandy soil with a 30% 
mixture of Kaolinite clay.  The effect of initial water content was also found negligible.  

(2)  Effect of clay content 

 
2 30.988 2.788 52.56 110sc

ss

d
CC CC CC

d
= − ⋅ − ⋅ + ⋅      (7.29) 
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where  scd  is the abutment scour depth in cohesive material, ssd  is the abutment scour depth in 
sand based on a 0.81 mm D50, and CC is clay content. 

7.1.3 Contraction scour in sand and in clay 

The most common cause of contraction scour is the encroachment of bridge approach em-
bankments either into the main channel or into the floodplain. This causes an increase in velocity 
and in shear stress on the contracted channel bed. The major approach in previous studies was to 
predict the uniform contraction scour depth in a long contraction channel with a uniform rectan-
gular cross-section in sand. This extensively studied situation is the simplest contraction case - a 
uniform flow can be assumed in the approach section far from the contraction opening and the 
associated unidirectional flow parameters can be easily calculated based on open channel theory. 
The live-bed and clear-water conditions for contraction scour were studied separately but both 
use a uniform flow in contracted and uncontracted channels. For the live-bed case, continuity 
equations of water and sediment are satisfied. The difference among the contraction scour equa-
tions is the selection of sediment transport models which are used to eliminate the velocity terms 
in the continuity equations. In the case of clear-water scour, Laursen (1963) stated that the limit 
of clear-water scour is reached when the boundary shear stress is equal to the critical shear stress 
of the streambed material. This means clear water scour equations could be derived based on this 
argument plus continuity equations. Laursen (1963) and Ivarson (1999) developed clear-water 
contraction scour equations for silica sand and clay, respectively. Laursen (1963) pointed out that 
higher scour rates were induced in the live-bed condition ( )1 cτ τ>  while a deeper maximum 

scour depth was found in the threshold condition ( )1 cτ τ= , which is the borderline between 
clear-water scour and live-bed scour. Some well-known equations for contraction scour depth for 
both live-bed and clear-water conditions are summarized in Tables 7.2 and 7.3. 
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Table 7.2- Equations for uniform contraction scour under live-bed condition. 

Reference Contraction Scour Equation Notes Soil 
Type 

Laursen 

 (1960) 
( )

6 6 2 6
7 7 3 7 3

2 1 2

1 1 2 1

a a
a a

Conty Q L n
y Q L n

+
+ +� � � � � �

= � � � � � �
� � � � � �

 
a depends on the 
mode of sediment 

movement 
Sand 

Komura 

 (1966) 
( )

2
6/7

7
1 1

1 2 2

Cont c

c

y L
y L

τ
τ
� � � �

= � � � �
� �� �

 

2 2

1/3
50

gn V
D

ρτ =  Sand 

Gill  

(1981) 
( )

3/76/7 1/

1 2

1 2 1 1 1

1
m

Cont c c
y L L

C
y L L

τ τ
τ τ

−
� �� � � � � �
� �= − +� � � � � �
� �� � � � � �	 


 
 m is a function of 
sediment transport 
rate and varies be-
tween 1.5 and 3.0 

Sand 

Lim (1998) 

 
( )

0.75

2

1 1

Conty L
y L

� �
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� �

 
 

Sand 

 

Table 7.3- Equations for uniform contraction scour under clear-water condition. 

Reference Contraction Scour Equation Notes 
Soil 

Type 

Lausen 

 (1963) 
( )

6/7

1/3 7/6
1 50 1 2

0.13Conty Q
y D y L

� �
= � �

� �
 

 
Sand 

Komura  

(1966) 
( )

2
6/7

7
1 1

1 2 2

Cont c

c

y L
y L

τ
τ
� � � �

= � � � �
� �� �

 
[ ]1c ac Gs gD

τ
ρ

= −  
Sand 

Ivarson 
(1999) 

( )

( )

3/10
3 2
2

10/3
1 1

2.32
1

log 2.367
Cont

u

y q n
y y S

� �
= −� �� �−� �

 
2

12.11log 28.67u
c

S
V

τ −=  

Su is undrained shear stress of 
clay 

Clay 
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7.2 EXPERIMENT SETUP 

A concrete flume that is 45.7 m in length, 3.7 m in width and 3.4 m in depth was used to 
conduct the abutment scour tests. A sediment pit is located around the middle of the flume that 
has dimensions of 7.5 m in length, 3.7 m in width and 1.5 m in depth. Four recirculation pumps 
with a combined capacity of 2.21 m3/s were used to generate the needed flow.  A flow straigh-
tener was installed at the outlet of recirculation pumps to decrease the magnitude of flow irregu-
larity. The water depth and velocity were controlled by varying the height of a tailgate and the 
output of the pumps since the slope of the flume is fixed. A false bottom was built and installed 
to form a compound channel. Figure 7.7 depicts the setup in the flume. Only one half of the 
channel was modeled in the tests to maximize the scale of the experiments. 

Two types of channel were used in the experiments. One is a rectangular channel with a 
long setback abutment while the other is a compound channel with a short setback. Figure 7.8 
shows the cross sectional view of the rectangular channel and compound channel. The rectangu-
lar channel was used directly without the installation of a false bottom, while a false bottom was 
used to induce a smooth flow to the test section and to form the compound channel. The width of 
floodplain (Lf) was fixed at Lf = 2.4 m for the compound channel, and the false bottom was in-
stalled between the approach section and the downstream section of the abutment. The upstream 
part is 18.3 m long and 2.4 m wide and the downstream part is 9 m long and 2.4 m wide. Three 
types of abutment made of plywood were used in the flume tests: the first one is of a wing wall 
shape, the second one is of a spill-through shape with a 2(H):1(V) slope, and the third one is of a 
spill-through shape with a 3(H):1(V) slope. They are shown in Figure 7.9. The projected length 
of abutment (L’) was adjusted by changing the length of the embankment. 

Porcelain clay was used to fill the sediment pit above an one-meter-thick layer so the quan-
tity of clay could be minimized.  

7.2.1 Soil and Soil Bed Preparation 

The Porcelain clay used in the tests was prepared by a supplier. The mineral content, com-
paction degree, and water content were maintained in the clay. The clay was delivered in indi-
vidual blocks of 150 mm x 150 mm x 230 mm in size.  Each block was sealed in a plastic bag to 
minimize the change of water content. 

Geotechnical tests were conducted according to ASTM (American Society for Testing and 
Materials) standards. The median grain size of the clay is 0.0035 mm and the plasticity index 
(PI) is 14.1%. The Porcelain clay is classified as CL (clay with low plasticity). The particle dis-
tribution is shown in Figure 7.10 and the results of Atterberg limit test for plasticity index are 
summarized in Table 7.3. Gudavalli (1997) and Li (2003) also used the Porcelain clay in their 
experiments. The geotechnical properties of the clay they used are summarized in Table 7.4 and 
Table 7.5, respectively. The erosion properties of the Porcelain clay were obtained after 11 EFA 
(Erosion Function Apparatus) tests (Briaud et al., 2001a).  The results of the EFA tests are shown 
in Figure 7.11. Based on the tests, the critical shear stress of the Porcelain clay is 0.8 Pa and the 
erosion rate is 1.325(mm/hr) 0.135 (Pa)z τ=� .  
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For the flume tests, the clay was installed block by block in the sediment pit and com-
pacted with a 254 mm x 254 mm tamper to minimize voids and gaps between the clay blocks. 
Clay installation and compaction was repeated until the elevation of the clay surface was leveled 
with the channel bottom.  The soil surface was then leveled and smoothened by using trowels. 
Figure 7.12 shows the clay installation. Figure 7.13 shows the test section after clay installation 
for the rectangular channel and the compound channel. After each test, the excessive water was 
pumped out of the test section, the layer of clay around the scour holes was removed until undis-
turbed clay was reached, and new clay was used to replace the excavated clay. 

7.2.2  Measurement Equipment 

Two side looking three-dimensional ADVs (Acoustic Doppler Velocimetry) were used for 
point velocity measurements. One ADV made by Nortek was capable of measuring velocities 
from 1 mm/s to 4 m/s with a 0.5% error of the measured value. The other ADV made by Sontek 
was capable of measuring velocity up to 2.5 m/s with a 1% error of the measured value. The 
sampling rate of the two ADVs was kept constant at 25 Hz. The depth-averaged velocities were 
approximated by taking measurements at the 60% water depth from the free surface. At each 
point the velocity was averaged over data taken 60 seconds or longer. The velocity measurement 
was performed to obtain the discharge and velocity pattern from the approach section to the 
downstream side. The locations of velocity measurement varied with the test condition. Figure 
Figure 7.14 shows the view of AVD probes used in flume tests. Figure 7.15 shows typical loca-
tions of velocity measurement in the tests. 

A point gauge was used to measure the water depth and the maximum scour depth. The 
point gauge is designed based on the differences in electrical conductivity between two different 
materials: between clay and water and between water and air. The accuracy of the point gauge is 
0.1 mm. Figure 7.16 shows the typical locations of water depth measurements in the tests. 

A bed profiler was used to scan the channel bottom topography. It was necessary to use a 
profiler because the flow was very muddy during the tests. It is impossible to find the location of 
the deepest scour hole and the pattern of scour without using the profiler. The profiler consists of 
23 sets of pipes. Each set consists of two plastic pipes with a different diameter and length. The 
bigger and shorter pipe guides the smaller and longer pipe to move only vertically. A ruler is at-
tached to each of the smaller pipes. Each of the 23 sets measures the bed elevation at a given 
point. There is a 150 mm interval between two adjacent points. The accuracy of the measured 
profile is 3 mm. The point gauge was used to measure the maximum scour depth after finding the 
location of maximum scour using the bed profiler. Figure 7.17 shows eleven smaller pipes 
among the twenty-three smaller pipes of the profiler. Figure 7.18 shows typical points of scour 
measurement using the bed profiler in the experiments.  

The ADVs, bed profiler, and point gauge were mounted on the carriage which is allowed 
to move forward and backward. Figure 7.19 shows the view of carriage and measurement scene.  
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Figure 7.7 – Sketch of the flume and experimental setup (not to scale). 
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(a) Rectangular Channel 

 

(b) Compound Channel 
Figure 7.8 – Channel configurations. 
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Figure 7.9 - Abutment shapes (all dimensions are in mm). 

 
Figure 7.10  – Grain size distribution of the Porcelain clay. 

Table 7.4 – Geotechnical properties of the Porcelain clay. 

Property Test 1 Test 2 Test 3 Test 4 

Liquid Limit (LL) (%) 30.9 29.8 31.5 30.7 

Plastic Limit (PL) (%) 16.9 17.2 16.0 16.3 

Plasticity Index (PI) (%) 14.0 12.6 15.5 14.4 

Water Content (%) 25.5 23.25 26.75 24.35 

Undrained Shear Stress (kPa) 19.5 21.3 20.7 23.4 
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Table 7.5 – Geotechnical properties of the porcelain clay used in Li (2003). 

Property Test 1 Test 2 

Liquid Limit (LL) (%) 40.23 37.7 

Plastic Limit (PL) (%) 19.17 14.4 

Plasticity Index (PI) (%) 21.06 23.3 

Water Content (%) 27.35 30.5 

Bulk Unit Weight (kN/m3) 19.65 24.99 

Undrained Shear Stress (kPa) 10.7 18.1 

 

Table 7.6 – Geotechnical properties of the porcelain clay used in Gudavalli (1997). 

Property Porcelain clay 

Liquid Limit (LL) (%) 34.40 

Plastic Limit (PL) (%) 20.25 

Plasticity Index (PI) (%) 14.15 

Specific Gravity 2.61 

Water Content (%) 28.51 

Sand Content (%) ------ 

Clay Content (%) 100 

Undrained Shear Strength (kPa) 12.51 

CEC (meg/100g) 8.3 

SAR 5.0 

PH 6.0 

Electrical Conductivity (mmhos/cm) 1.2 

Bulk Unit Weight ( kN/m3) 18.0 
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Figure 7.11 – Results of 11 EFA tests. 

 

(a) Clay compaction (b) Plaster work 

Figure 7.12 – Clay installation. 
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(a) Rectangular channel        (b) Compound channel 

Figure 7.13 – Test section after clay installation. 

 

  
(a) Nortek side-looking 3D AVD (b) Sontek side-looking 3D ADV 

Figure 7.14 – View of ADVs. 
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Figure 7.15 - Velocity measurement points. 

 
Figure 7.16 - Water depth measurement positions. 
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φ

φ

 
Figure 7.17 - Diagram of bed profiler (unit: mm). 

 
Figure 7.18– Points of scour measurement using the bed profiler. 
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Figure 7.19 - View of carriage and measurement scene. 
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7.2.3 Test Conditions 

The test matrix for all the experiments is shown in Table 7.7 and Table 7.8 in dimension-
less form and dimensional form, respectively. The definition of variables is illustrated in Figure 
7.20. There are 17 experiments in the test matrix plus 2 additional experiments which are Case 
12B and Case 1II. The test condition of Case 12B is identical to that of Case 12 except the veloc-
ity and Froude number. The velocity and Froude number in Case 12B at the approach section are 
0.635 m/s and 0.31, respectively. Case 1II was performed as a repeatability test; the test condi-
tion is identical to that of Case 1. In Table 7.7, each dimensionless parameter was varied in the 
compound channel condition to examine the effect of the parameter. The cases with an even 
number have a lower value, while the cases with an odd number have a higher value in terms of 
the dimensionless parameter if compared with Case 1.  

Table 7.7 - Test matrix in dimensionless form. 

Case y f1 /L' F r L'/L tan (β(β(β(β a ) Θ (Θ (Θ (Θ ( οοοο ))))
1 0.16 0.23 0.5 0.5 90
2 0.1 0.23 0.5 0.5 90
3 0.22 0.23 0.5 0.5 90
4 0.16 0.18 0.5 0.5 90
5 0.16 0.28 0.5 0.5 90
6 0.16 0.23 0.333 0.5 90
7 0.16 0.23 0.667 0.5 90
8 0.16 0.23 0.5 0.3 90
9 0.16 0.23 0.5 vertical 90
10 0.16 0.23 0.5 0.5 60
11 0.16 0.23 0.5 0.5 120
12 0.16 0.18 0.5 vertical 90
13 0.36 0.18 0.28 vertical 90
14 0.23 0.18 0.44 vertical 90
15 0.16 0.18 0.61 vertical 90
16 0.13 0.18 0.75 vertical 90
17 0.28 0.18 0.36 vertical 90

Compound
Channel

Rectangular
Channel
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 Table 7.8- Test conditions in dimensional form. 

θ
( o )

Case1 ST (2:1) Comp. 0.464 0.291 0.494 3.658 2.438 1.829 90 0.5 0.573
Case 1II ST (2:1) Comp. 0.456 0.294 0.497 3.658 2.438 1.829 90 0.5 0.562
Case2 ST (2:1) Comp. 0.377 0.184 0.387 3.658 2.438 1.829 90 0.5 0.320
Case3 ST (2:1) Comp. 0.496 0.400 0.604 3.658 2.438 1.829 90 0.5 0.813
Case4 ST (2:1) Comp. 0.358 0.278 0.482 3.658 2.438 1.829 90 0.5 0.442
Case5 ST (2:1) Comp. 0.546 0.294 0.497 3.658 2.438 1.829 90 0.5 0.662
Case6 ST (2:1) Comp. 0.432 0.294 0.497 3.658 2.438 1.219 90 0.5 0.561
Case7 ST (2:1) Comp. 0.472 0.291 0.494 3.658 2.438 2.438 90 0.5 0.564
Case8 ST (3:1) Comp. 0.456 0.291 0.494 3.658 2.438 1.829 90 0.33 0.570
Case9 WW Comp. 0.453 0.294 0.497 3.658 2.438 1.829 90 vertical 0.568
Case10 ST (2:1) Comp. 0.458 0.291 0.494 3.658 2.438 1.829 60 0.5 0.554
Case11 ST (2:1) Comp. 0.457 0.291 0.494 3.658 2.438 1.829 120 0.5 0.565
Case12 WW Comp. 0.347 0.294 0.497 3.658 2.438 1.829 90 vertical 0.433

Case12B WW Comp. 0.635 0.294 0.497 3.658 2.438 1.829 90 vertical 0.759
Case13 WW Rect. 0.328 0.366 0.366 3.658 3.658 1.015 90 vertical 0.430
Case14 WW Rect. 0.326 0.372 0.372 3.658 3.658 1.625 90 vertical 0.433
Case15 WW Rect. 0.310 0.384 0.384 3.658 3.658 2.234 90 vertical 0.416
Case16 WW Rect. 0.233 0.347 0.347 3.658 3.658 2.743 90 vertical 0.285
Case17 WW Rect. 0.364 0.360 0.360 3.658 3.658 1.320 90 vertical 0.485

Test No. Abutment
Shape

Channel
Type

V 1

(m/s)
y f1

(m)
y m1

(m)
L

(m)
L f

(m)
L'

(m)
0.5Q total

(m3/s)
tan( β a )
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Notes: �a = 90o for wing-wall shape abutment 

Figure 7.20 - Definition of variables and coordinate system. 

 

where    L: half width of channel 

L’: length of embankment projected normal to flow 

La: length of embankment 

Lf: width of flood plain 

Lm: half width of main channel 

θ : skew angle of approach embankment 

tan(βa): slope of abutment (V:H) 

V1: approaching average velocity 

yf1: water depth at the toe of the abutment estimated as the water depth immediately up-
stream of the toe of the abutment 

ym1: approach water depth at main channel 

 
 

’ 

La 

y 

y 

x 
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7.3  WATER DEPTH AND VELOCITY MEASUREMENT RESULTS 

7.3.1 Water Surface Profiles 

The measured streamwise water surface profiles at the beginning of the experiments are 
shown in Figure 7.21 for all the tests cases in the present study with a compound channel. Note 
that the test matrix is shown in Table 7.7 and Table 7.8. Case 1 is the reference case while Case 
1II is a repeat test of Case 1.  All water surface measurement results in the compound channel 
are compared with that in Case 1 and Case 1II.  In Figure 7.21, the variation of water surface 
profile at the approach section is negligible while the profile at the bridge section becomes more 
prominent with the increase of velocity and abutment length. The water level becomes stable af-
ter the bridge section in all the experiments.  

In Figure 7.21(a), the length of abutment was held constant, while both the water depth and 
velocity were changed to maintain a constant Froude number to study the effect of water depth 
variation. In Figure 7.21 (b), the length of abutment and approach water depth were kept constant, 
while the approach velocity was varied to examine the effect of velocity variation. Figure 7.21 
(c) shows the water depth profile for different abutment lengths. Figure 7.21(d) and (e) show that 
the abutment shape and abutment alignment do not have a remarkable effect on the water depth 
variation if the flow conditions are maintained constant. 
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(a) Effect of water depth with the same Froude number and abutment length 

Figure 7.21 – Water surface profile in compound channel. 
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(b) Effect of velocity with the same approach water depth and abutment length 
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(c) Effect of abutment length with the same flow condition 

Figure 7.21 (continued). 
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(d) Effect of abutment shape with the same flow condition and abutment length. 
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(e) Effect of abutment alignment with the same flow condition and abutment length 

Figure 7.21 (continued). 
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The water surface profile changes as scour develops. The water surface at the approach 
section (up to x = -1.41 m) was almost constant while scour was progressing, but there were sig-
nificant changes in the surface elevation after the approach section. The water level after the ap-
proach section increased as scour progressed.  It finally reached the same level as that of the ap-
proach section and reached an equilibrium condition. Figure 7.22 shows the change of water sur-
face profile for Case 1II and Case 7. The water depth at the approach section seems to be a do-
minant parameter in evaluating the scour depth.  However, the approach water depth in a real 
channel is not constant through the flow direction while it is nearly constant in the flume test. 
Thus the water depth immediately upstream of the abutment is used to evaluate the clear water 
scour depth not only for the laboratory tests but also for the real channel.  
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(a) Case 1II 

Figure 7.22 – Change of water surface profile with scour development. 
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(b) Case 7 

Figure 7.22 (continued).  

 

7.3.2 Velocity Distribution 

The streamwise velocity distribution in the approach section at the compound channel is 
shown in Figure 7.23. The main channel velocities are slightly higher than that on the floodplain, 
and the maximum difference of streamwise velocity between the floodplain and main channel is 
less than 10% throughout the experiments.  
The streamwise velocity in the contracted section along the abutment centerline is shown in Fig-
ure 7.24. The maximum velocity is found to be around the toe of the abutment regardless of the 
shape, the alignment, and the length of the abutment. The ratio between the maximum stream-
wise velocity and the average velocity in the main channel is found in the range between 1.04 
and 1.17 from the flume test results. Figure 7.25 shows the pattern of time averaged velocity dis-
tribution of Case 1II. The color indicates the magnitude of the velocity, and the arrows show the 
direction and magnitude of the velocity (Vx and Vy). The maximum velocity occurs downstream 
from the abutment and close to the flume wall near the center of the channel (only one-half of the 
channel is modeled). The downstream velocity decreases with the scour development. 

TI (turbulence intensity) is calculated in this study and is expressed as: 
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222
zyxTI σσσ ++=

       (7.30) 
where σ  is the standard deviation of the measured velocity and the subscripts x, y and z are the 
directions of flow. The coordination system is shown in Figure 7.20. 

Figure 7.26 shows the corresponding pattern of turbulence intensity with scour develop-
ment. The maximum turbulence intensity appears to be around the toe of abutment on the down-
stream side. The magnitudes of velocity and turbulence intensity decrease with the scour devel-
opment. The patterns of velocity and turbulence intensity for other cases are displayed in Appen-
dix A. 
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Figure 7.23 – Streamwise velocity distribution at approach section. 
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(a) Effect of water depth with the same Froude number and abutment length 
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(b) Effect of velocity with the same approach water depth and abutment length 

Figure 7.24  – Streamwise velocity distribution in the contracted section along the abutment cen-
terline. 
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(a) Effect of abutment length with the same flow condition 
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(b) Effect of abutment shape with the same abutment length and flow condition 

Figure 7.24 (continued). 
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(c) Effect of abutment alignment with the same flow condition and abutment length 

Figure 7.24 (continued). 
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(a) Beginning of experiment (b) After 124 hours (c) After 296 hours 

Figure 7.25– Pattern of velocity distribution (Case 1II). 
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(a) Beginning of experiment (b) After 124 hours (c) After 296 hours 

Figure 7.26 – Pattern of turbulence intensity distribution (Case 1II). 
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7.3.3 Comparison with HEC-RAS Results 

Manning’s n value is an important parameter in open channel flow, and many researchers 
have proposed different methods to find Manning’s n value using soil particle size and water 
depth in cohesionless soil. However, those methods are inappropriate for cohesive soils due to its 
very small particle. For example, the mean diameter of Porcelain clay is 30.035 10 m−×  and 
Strikler approximation ( )1/6

500.041n D=  (after Richardson and Davis, 2001) results in n = 0.0074. 

This n value is much lower than the minimum value of HEC-RAS recommendation, which is 
0.011. 

To compare with HEC-RAS results, the Manning’s n value was determined by matching 
the calculation with the flume test results after several trials. In order to find the best Manning’s 
n value, the water depth was used for the comparison because the HEC-RAS velocity does not 
agree well with the measurement in the compound channel.  
The followings are the steps to find the most appropriate Manning’s n value.  

(1) Input the geometry data identical to the flume test setup. 

(2) Input an arbitrary Manning’s n value. 

(3) Input the flow data obtained from flume tests. 

(4) Run HEC-RAS. 

(5) Compare water depth results between the computation and the measurement for the 
approach section. There is no sudden change of water depth due to the bridge contrac-
tion. x = -5 m according to the flume tests. 

(6) Change the Manning’s n value but make sure it is in the reasonable range (referring 
HEC-RAS manual) and repeat steps (4) and (5). 

(7) Repeat step (6) until the computed result matches the measurement. 

The best Manning’s n value is 0.011 after performing the steps above. This value is the 
minimum value recommended in the HEC-RAS manual for the trowel finished concrete channel. 
Figure 7.27 is a view of the flume after the setup of Case 7. Figure 7.28 is the channel geometry 
used in HEC-RAS calculation for Case 7. Figure 7.29 shows an example of the water depth 
change comparison between the measurement and the HEC-RAS calculation with different 
Manning’s n values.  
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Figure 7.27– View of flume after setup (Case 7).  

 

  
Figure 7.28– Channel geometry for HEC-RAS calculation (Case 7). 
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Figure 7.29– HEC-RAS water level comparison to measurement with different Manning’s n val-

ues (Case 7). 

 

The water surface profiles and velocity distributions calculated by HEC-RAS are com-
pared with the laboratory test results. The calculated water surface profiles are compared with 
the measurement results for the same experimental conditions as shown in Figure 7.30. The pro-
files at the approach section (up to x = -1.43 m) calculated by HEC-RAS are almost constant in 
all test conditions, while smoothly decreasing water surface profiles were measured. The differ-
ences between the measurements and calculations increase with an increase in velocity and ab-
utment (embankment) length. The maximum difference of water surface elevation between the 
HEC-RAS calculation and the measurement for all the test cases at x = -1.43 m (the section right 
before bridge contraction) is around 6%. The computed water surface decreases suddenly at the 
bridge section and then returns back to a level close to the approach water surface at the down-
stream side. On the contrary, the measured water level decrease does not recover after the bridge 
section.  

The calculated and measured streamwise velocity distributions at the approach section (x = 
-9.1 m) and at the middle of the bridge section are also compared and shown in Figure 7.31 and 
Figure 7.32, respectively. The calculated velocity distribution at the approach section in the 
floodplain matches the measurement well but the agreement does not occur in the main channel. 
The calculated velocity in the main channel is consistently 20% to 25% higher than the calcu-
lated velocity on the floodplain.  This differs from the fact that the measured velocity in the main 
channel is no more than 10% higher than that in the floodplain as shown in Figure 7.31. The av-
eraged values of streamwise velocities at the approach section on the floodplain obtained by 
measurements and HEC-RAS calculation were compared and shown in Figure 7.33. Again, the 
HEC-RAS calculation under predicts the velocity on the floodplain and over predicts the velocity 
in the main channel at the approach section. 
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In Figure 7.33, the HEC-RAS calculated velocity at the bridge section agrees reasonably 
well with the measurement taken in the main channel. However, the calculated velocity on the 
floodplain where the maximum value was measured under predicts the measurements. The HEC-
RAS velocity calculation in the main channel at the bridge section is consistently higher than that 
on the floodplain.  The reverse is true for measurements. 

In order to determine the Manning’s coefficient which would best match the flume expe-
riments, HEC-RAS simulation results were compared with the flume test results. After the trials 
mentioned before, the Manning’s n value which gave the best agreement between the one dimen-
sional calculations and the flume test results was 0.011. This n value will be used in the data 
analysis section to convert the critical shear stress to the critical velocity using the relationship 
suggested by Richardson et al. (1995).  

 

0

0.1

0.2

0.3

0.4

0.5

0.6

-9 -8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4

W
at

er
 L

ev
el

 (m
)

x Station (m)

Measurement HEC-RAS

Abutment

Flow Direction

 
(a) Case 1II (ST abutment, L’/Lf = 0.75, V1= 0.44 m/s)  

Figure 7.30 – Measured and HEC-RAS calculated water surface profiles.  “ST” indicates spill-
through abutment. 
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(b) Case 5 (ST abutment, L’/Lf = 0.75, V1 = 0.51 m/s) 
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(c) Case 7 (ST abutment, L’/Lf=1.0, V1=0.44m/s) 

Figure 7.30 (continued). 
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(a) Case 1II (ST abutment, L’/Lf=0.75, V1=0.44m/s) 
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(b) Case5 (ST abutment, L’/Lf=0.75, V1=0.51m/s) 

Figure 7.31– Comparison of velocity distribution at approach section between measurement and 
HEC-RAS calculation. 
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(c) Case7 (ST abutment, L’/Lf=1.0, V1=0.44m/s) 

Figure 7.31 (continued). 
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(a) Case1II (ST abutment, L’/Lf=0.75, V1=0.44m/s) 

Figure 7.32 – Comparison of velocity distribution at bridge section between measurement and 
HEC-RAS calculation. 
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(b) Case5 (ST abutment, L’/Lf=0.75, V1=0.51m/s) 
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(c) Case7 (ST abutment, L’/Lf=1.0, V1=0.44m/s) 

Figure 7.32 (continued). 
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Figure 7.33 – Comparison of average streamwise velocity at approach section (at y = -9.1m) on 
the floodplain and in the main channel between measurement and HEC-RAS calculation (Vf1 is 

the velocity on the floodplain and Vm1 is the velocity in the main channel). 
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7.4 SCOUR DEVELOPMENT  

7.4.1 Pattern of Scour 

The erosion rate of cohesive soil is much lower than that of cohesionless soil.  During the 
flume tests, the water was very muddy so it is impossible to see the eroded channel bottom. The 
bed profiler and point gauge (mentioned in Chapter 7.2) were used to scan the channel bottom 
and locate the deepest scour hole. Each test usually took several days.  The interval of measure-
ment in the first 5 days was every 20 hours and then approximately every 44 hours after that.  
This was done because the scour rate decreases with an increase in scour hole development. Fig-
ure 7.34, Figure 7.35 and Figure 7.36 show the channel bottom topography changes for Case 1II 
( '/ 0.75fL L = ), Case 6 ( '/ 0.5fL L = ), and Case 7 ( '/ 1.0fL L = ), respectively. Case 7 was 
stopped after 257 hours of test run while the other cases were stopped after 320 hours because 
the maximum scour depth of Case 7 at 257 hour test run was almost close to the thickness of the 
clay layer. Detailed results for all the tests are presented in Appendix B. Figure 7.37, Figure 7.38 
and Figure 7.39 show the views of test area before and after the test for Case 1II, Case 6 and 
Case 7, respectively. The pictures for all the tests are presented in Appendix C. 

 

   

(a) After 60 hours (b) After 189 hours (c) After 320 hours 

Figure 7.34 – Evolution of channel bottom topography (Case 1II). 
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(a) After 60 hours (b) After 188 hours (c) After 320 hours 
Figure 7.35– Evolution of channel bottom topography (Case 6). 

   

(a) After 60 hours (b) After 188 hours (c) After 257 hours 
Figure 7.36– Evolution of channel bottom topography (Case 7). 
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(a) Before experiment 

 
(b) After experiment (320 hours) 

Figure 7.37 – View of test section (Case 1II, '/ 0.75fL L = ). 
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(a) Before experiment 

 
(b) After experiment (320 hours) 

Figure 7.38 - View of test section (Case 6, '/ 0.5fL L = ). 
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(a) Before experiment 

 

 
(b) After experiment (257 hours) 

Figure 7.39 - View of test section (Case 7, '/ 1.0fL L = ). 
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The deepest abutment scour hole is usually located around the toe of the abutment but 
slightly downstream. The deepest contraction scour hole is usually located close to the wall away 
from the abutment and downstream of the abutment. This means that the deepest contraction 
scour hole occurred along the centerline of the river.  This is consistent with the finding in 
Briaud et al. (2004) that the maximum contraction scour occurred at the centerline of the main 
channel if the channel is symmetrical. 

Interestingly, the abutment scour pattern is similar to the pattern of TI (Turbulence Intensi-
ty) and the contraction scour pattern is similar to the time averaged velocity pattern as shown in 
Figure 7.40. The marked ellipses with dashed lines in that figure indicate the location where the 
maximum values were measured.  
 

 
  

(a) Scour pattern after 320 
hours 

(b) Initial time averaged 
velocity 

(c) Initial turbulence in-
tensity 

Figure 7.40 - Comparisons of scour pattern and velocity pattern (Case 1II). 
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It is known that a different geometry of abutment will result in a different flow pattern and 
abutment scour pattern. In the present study, 3 types of abutment, spill-through with a 3(H):1(V) 
slope, spill-through with a 2(H):1(V) slope, and wing-wall shape, were used to examine the ab-
utment shape effect on the flow pattern and the abutment scour pattern. In addition, 3 types of 
different abutment alignments, θ=60o, θ=90o and θ=120o, were used with the same discharge and 
embankment length (L’/Lf=0.75) for a spill-through abutment with a 2(H):1(V) slope. 

The flow passing through the bridge section concentrates on the main channel. A steeper 
slope with a same embankment length induces a more concentration of flow to the main channel. 
The pattern of turbulence intensity shown in Figure 7.41 indicates that the high turbulence oc-
curred on the floodplain for the spill-through abutment but on the main channel slope for the 
wing-wall abutment. Accordingly, a longer local scour pattern on the floodplain was observed 
for the spill-through abutment while a shorter local scour on the floodplain for the wing-wall ab-
utment for the condition of L’/Lf=0.75. In Figure 7.41, the upper panels show the initial turbu-
lence intensity and the lower panels show the channel bottom bathymetry of 3 types of abut-
ments Note that the red dot lines are the slope of main channel. The test running time was 320 
hours, 308 hours and 271 hours for Case 8, Case 1II and Case 9, respectively. 

The skewed spill-through abutment induced a smoother flow than the abutment normally 
aligned to the flow. The finding consistent with previous research results for the abutment 
skewed toward downstream (θ=60o), however the abutment skewed toward upstream (θ=120o) 
the result contradicts to that in previous studies. The opposite result for the abutment skewed to-
ward upstream may come from the shape of abutment because vertical wall abutments were used 
in previous studies while a spill-through abutment is used in the present study. As shown in Fig-
ure 7.42, the spill-through abutment skewed toward upstream induced a relatively smooth flow 
than the abutment perpendicularly aligned to the flow. The test running time for each case was 
320 hours. 
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(a) Case 8 - ST (3(H):1(V)) (b) Case 1II – ST (2(H):1(V)) (c) Case 9 - WW 

Figure 7.41 - Turbulence intensity (upper panels) and channel bottom bathymetry (lower panels) 
for different abutment shape. 

x 
st

at
io

n 
(m

) 

y station (m) y station (m) y station (m) 

x 
st

at
io

n 
(m

) 

(m/sec) 



 

7-59 
 

 

   

   
(a) Case 10 - θ=60o (b) Case 1II - θ=90o (c) Case 11 -θ=120o 

Figure 7.42 - Turbulence intensity (upper panels) and channel bottom bathymetry (lower panels) 
for different abutment alignment for spill-through abutment (2(H):1(V)). 

x 
st

at
io

n 
(m

) 

y station (m) y station (m) y station (m) 

x 
st

at
io

n 
(m

) 

(m/sec) 



 

7-60 
 

The horizontal slope of local scour became steeper with scour development in the rectan-
gular channel as shown in Figure 7.43. This phenomenon was also observed for short embank-
ment in the compound channel as shown in Figure 7.44. However, the development of abutment 
scour hole became irregular if the local scour hole extended to the main channel slope. In the be-
ginning of experiment the scour became gradually steeper and wider, but it became flatter if the 
abutment scour hole reached to the main channel slope as shown in Figure 7.45. 

The slope of abutment scour hole in cohesive soil is usually steeper than the slope in cohe-
sionless soil because of the existence of cohesion. For cohesionless soil, the slope of scour hole 
is milder to keep stable until it reaches the angle of repose. A rule of thumb is that the angle of 
repose is the internal friction angle of loose sand which is between 28 o and 30o (Das, 1997). If 
the channel bottom is composed with loose sand and a symmetrical conical scour hole is as-
sumed, the diameter of abutment scour hole is approximately  

2 / tan 4s sD y yφ= ≈       (7.31) 

where D is the diameter of abutment scour hole, sy is the maximum abutment scour depth, and 
φ is the internal friction angle of soil. 
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Figure 7.43 - Evolution of cross-sectional abutment scour hole profile in the rectangular channel 

(L’/L =0.45). 
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Figure 7.44 - Evolution of cross-sectional abutment scour hole profile in the compound channel 

(L’/Lf = 0.5). 
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Figure 7.45 - Evolution of cross-sectional abutment scour hole profile in the compound channel 

(L’/Lf = 0.75). 
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7.4.2 Maximum Scour Depth 

The depth of the deepest abutment scour hole and contraction scour hole were obtained 
from the measurements at every time step. Figure 7.46 shows the abutment scour depth (abut-
ment scour depth plus contraction scour depth) developments for different abutment length and 
abutment alignment condition in the compound channel. The contraction scour depth develop-
ments for those two conditions show similar trends but not the same magnitude. 

Although the duration for all the flume tests lasted more than 240 hours (10 days), the 
scour depth was still increasing at the end of each flume test. In the present study, the maximum 
scour depth was not directly measured but estimated by applying a hyperbolic model.  This is 
due to the fact that the scour and erosion rates of cohesive soils are very low and much lower 
than that of cohesionless soils. The erosion rate of soils has been studied by Briaud et al. (1999a, 
1999b, 2004). They found that the scour rate of cohesive soils can be 1000 times slower than that 
of cohesionless soils and a 10-day test may generate only a percentage of the maximum scour 
depth.  

 

 
(a) Effect of abutment length (Case 6, Case 1II, Case 7) 

 
(b) Effect of abutment alignment (Case 10, Case 1II, Case 11) 

Figure 7.46 – Development of abutment scour depth. 

60θ = ° 90θ = ° 120θ = °
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Using the measurement results in Figure 7.46, a hyperbolic model was applied to obtain 
the maximum scour depth for abutment scour and contraction scour. The form of the models 
used in the scour predictions for the abutment scour and contraction scour are 

( )
1 1

s Abut

t
y

a t b
=

⋅ +      (7.32)  

( )
2 2

s Cont

t
y

a t b
=

⋅ +      (7.33)
 

 

where ( )s Abuty
 
is the abutment scour depth, ( )s Conty

 
is the contraction scour depth, t is time, a  is 

the inverse of the asymptotive scour depth , and b  is the inverse of the initial tangent to the scour 
depth versus time curve.  The equations can be rewritten to the form of ( )/t y at b= +  and fitted 
with a straight line. 

Figure 7.47 shows the fitting of the hyperbolic model for both the abutment scour and con-
traction scour data for Case 17.  The values of a and b for abutment scour are less than the a and 
b values for contraction scour in the test.  This means that the initial scour rate and the maximum 
scour depth of abutment scour are higher and deeper than that of contraction scour. Figure 7.48 
shows the comparison between the measurement and the hyperbolic model obtained by data fit-
ting in Figure 7.47.  The hyperbolic model seems to be in good agreement with the measure-
ments. The maximum scour depths may be calculated as time reaches infinite ( t → ∞ ).  These 
values are equal to 11/ a  and 21/ a  for abutment scour and contraction scour, respectively.  Based 
on this approach, the values of a  and b  were calculated and presented in Table 7.9 for all the 
flume tests along with the calculated maximum scour depths. 
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Figure 7.47 – Data fitting of hyperbolic model (Case 17). 
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Figure 7.48 - Comparison between measurement and hyperbolic model (Case 17). 

Table 7.9 – Summary of hyperbolic model and maximum scour depth.  

a 1 (mm-1) b 1 (hour/mm) y s(Abut)  (mm) a 2 (mm-1) b 2 (hour/mm) y s(Cont)  (mm)
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7.5 DATA ANALYSIS 

7.5.1 Contraction Scour 

Li (2002) studied contraction scour in rectangular channels using Porcelain clay as the 
channel bed material. A flume with symmetrical contraction was used (Figure 7.49). The maxi-
mum scour depth along the centerline of the channel was mentioned and used to determine the 
maximum contraction scour and uniform scour depths. In the present study, only half of the 
channel is simulated and the centerline is a wall. The maximum scour depth close to the wall but 
not at the wall on the other side of the abutment was measured for the determinations of the max-
imum contraction scour depth. This is to avoid the effect of the side wall. 

7.5.1.1 Variables and Experiment Results of Contraction Scour 

Li’s (2002) contraction scour results were used in addition to the measurements conducted 
in the present study. The parameters and results in Li’s study and the present study are listed in 
Table 7.10 and Table 7.11, respectively. In Li’s study, the velocity at the contracted section (V2) 
was obtained by HEC-RAS calculation. 
 

 
Figure 7.49 – Geometry of symmetrical channel in Li (2002). 

Table 7.10 - Variables and results of contraction scour in Li (2002). 

Test
No.

Contraction
Shape

Channel 
Type

L 1

(m)
y m 1

 (m)
y f 1

 (m)
L 2

 (m)
W a

 (m)
V 1

 (m/s)
Q 

(m3/s)
V 2

 (m/s)
y s(Cont)

(mm)

Ya-LI 1 VW (90o) Rect. 0.450 0.165 0.165 0.113 1.319 0.267 0.020 1.070 357
Ya-LI 2 VW (90o) Rect. 0.450 0.162 0.162 0.225 1.741 0.310 0.023 0.670 116
Ya-LI 3 VW (90o) Rect. 0.450 0.106 0.106 0.338 1.521 0.459 0.022 0.710 73
Ya-LI 4 VW (90o) Rect. 0.450 0.108 0.108 0.225 1.521 0.205 0.010 0.450 29
Ya-LI 5 VW (90o) Rect. 0.450 0.251 0.251 0.225 1.521 0.207 0.023 0.410 38
Ya-LI 6 VW (90o) Rect. 0.450 0.172 0.172 0.225 1.521 0.205 0.016 0.460 36
Ya-LI 7 VW (90o) Rect. 0.450 0.174 0.174 0.225 1.521 0.390 0.031 0.840 143  
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Table 7.11 – Variables and results of contraction scour in the present study. 

Test
No.

Contraction
Shape

Channel 
Type

0.5L
(m)

y m 1

 (m)
y f 1

 (m)
L'

 (m)
W a

 (m)
V 1

 (m/s)
0.5Q 
(m3/s)

V 2

 (m/s)
y s(Cont)

(mm)

Case 1 ST (2:1) Comp. 3.658 0.494 0.291 1.829 0.457 0.444 0.573 0.722 206.5
Case 1II ST (2:1) Comp. 3.658 0.497 0.294 1.829 0.457 0.432 0.562 0.704 224.2
Case 2 ST (2:1) Comp. 3.658 0.387 0.184 1.829 0.457 0.355 0.320 0.567 130.0
Case 3 ST (2:1) Comp. 3.658 0.604 0.400 1.829 0.457 0.480 0.812 0.768 282.3
Case 4 ST (2:1) Comp. 3.658 0.482 0.278 1.829 0.457 0.355 0.442 0.549 76.7
Case 5 ST (2:1) Comp. 3.658 0.497 0.294 1.829 0.457 0.509 0.662 0.853 277.5
Case 6 ST (2:1) Comp. 3.658 0.497 0.294 1.219 0.457 0.431 0.561 0.564 191.2
Case 7 ST (2:1) Comp. 3.658 0.494 0.291 2.438 0.457 0.438 0.564 0.963 342.5
Case 8 ST (3:1) Comp. 3.658 0.494 0.291 1.829 0.457 0.442 0.570 0.683 251.3
Case 9 WW Comp. 3.658 0.497 0.294 1.829 0.457 0.437 0.568 0.811 226.0

Case 10 ST (2:1) Comp. 3.658 0.494 0.291 1.829 0.457 0.438 0.565 0.710 224.6
Case 11 ST (2:1) Comp. 3.658 0.494 0.291 1.829 0.457 0.438 0.564 0.713 236.6

Case 12B WW Rect. 3.658 0.497 0.294 1.829 0.457 0.583 0.759 1.167 256.0
Case 13 WW Rect. 3.658 0.366 0.366 1.015 0.457 0.321 0.429 0.454 47.5
Case 14 WW Rect. 3.658 0.372 0.372 1.625 0.457 0.318 0.432 0.594 144.0
Case 15 WW Rect. 3.658 0.384 0.384 2.234 0.457 0.303 0.416 0.841 222.2
Case 17 WW Rect. 3.658 0.360 0.364 1.320 0.457 0.368 0.484 0.579 159.0  

In the tables, VW is a vertical wall abutment, ST is a spill-through abutment, WW is a wing-wall 
abutment, Rect. is a rectangular channel, L1 is the width of channel at the approach section, L2 is 
the width of channel at contracted section, Wa is the length of contraction channel, Q is total dis-
charge, V1 is the average approach velocity, V2 is the average velocity at the contracted section, 
ym1 is water depth in the main channel immediately upstream of the bridge contraction, yf1 is the 
water depth at the toe of the abutment estimated as the water depth immediately upstream of the 
toe of the abutment, and ys(Cont) is the maximum contraction scour depth in the middle of channel 

7.5.1.2 Dimensional Analysis 

The variables affecting contraction scour can be listed as following  

  ( ) 1 2( , , , , , , , )s Cont m s mcy f y g V V shρ ρ µ=

 
    (7.34) 

Dimensional analysis yields the following dimensionless parameters:  

  ( )
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ρ
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τ ρ
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where ys(Cont) is the maximum contraction scour depth, ym1 is the main channel depth at the ap-
proach section, 2mFr  is the Froude number of the main-channel at the bridge section, mcFr  is the 
critical Froude number for the main-channel, V2  is the average velocity at the contracted section 
obtained by HEC-RAS, g is the gravitational acceleration, cτ  is the critical shear stress, n is 
Manning’s roughness coefficient, ρs is the soil density, ρ is the water density, µ is the viscosity 
of water, sh is the shape of contraction, and Vmc is the critical velocity in the main channel. The 
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bed material used in the present study is a Porcelain clay so the value of /sρ ρ  is fixed. Rey-
nolds number in the experiments is very large (of the order of 105) so it may be reasonable to 
neglect the viscous effect. As mentioned in Chapter 7.3.1, the water depth at immediately up-
stream of the contraction section is used for dimensional analysis. Because the water surface at 
the approach section was almost constant while scour was progressing, but there were significant 
changes in the surface elevation after the approach section. The water level after the approach 
section increased as scour progressed. It finally reached the same level as that of the approach 
section and reached an equilibrium condition. However, the approach water depth in a real chan-
nel is not constant through the flow direction while it is nearly constant in the flume test. Thus 
the water depth immediately upstream of the abutment is used to evaluate the clear water scour 
depth for not only the laboratory tests but also in the real channel.  

As a result, the relation is reduced to 

( )( )
2

1

, ,s Cont
m mc

m

y
f Fr Fr sh

y
=      (7.36) 

7.5.1.3 Prediction of Contraction Scour 
 

The maximum contraction scour equation for a given abutment shape may be expressed as 

( )( )
1 1 2

1

s Cont
m mc

m

y
Fr Fr

y
α β= −                   (7.37) 

where α1 and β1 are correction factors to be determined experimentally, 2
2

1
m

m

V
Fr

gy
= , and

 

1/3
11

/cmc
mc

mm

V
Fr

gnygy

τ ρ
= =

.
 

The values of  τ �  and n were 0.7 Pa and 0.014 in Li’s (2002) study. Nevertheless τ �  = 0.8 
Pa and n = 0.011 are used in the present study. Manning’s n value in the present study is decided 
from HEC-RAS results, using n = 0.011 agrees well with the measurements at the approach sec-
tion as mentioned in chapter 7.3.3. Data regression was performed using Li’s data with 

0.7Paτ =�  and n = 0.014 and using data in the 4 test cases in the present study for rectangular 
channel (Cases 13 to 15 and 17) with τ �  = 0.8 Pa

 
and n = 0.011. The resulting prediction equa-

tion for contraction scour, as shown in Figure 7.50, is 

( )( )
2

1

2.21 1.31s Cont
m mc

m

y
Fr Fr

y
= −     (7.38) 

where ys(Cont) is the maximum contraction scour depth, ym1 is the main channel depth at the ap-

proach section, 2
2

1
m

m

V
Fr

gy

� �
=� �
� �
� �

 is the Froude number of the main-channel at the bridge section, 
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1/3
11

/cmc
mc

mm

V
Fr

gnygy

τ ρ� �
= =� �
� �
� �

 is the critical Froude number of the main-channel, V2  is the average ve-

locity at the contracted section obtained by HEC-RAS, Vmc is the critical velocity in the main 
channel, cτ  is the critical shear stress, n is Manning’s roughness coefficient, and ρ is the water 
density. 

The prediction equation for contraction scour in Equation (7.38) was based on experimen-
tal data using rectangular channels. Interestingly, the equation predicts contraction scour well 
when applied to compound channels, as shown in Figure 7.51. The shape of abutment and the 
channel geometry seem to have no effect on the depth of maximum contraction scour. 
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Figure 7.50 – Contraction Scour in Rectangular Channel: Measurement versus Prediction. 
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Figure 7.51 - Contraction scour in rectangular channel and compound channel: measurement 

versus prediction. 
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7.5.2 Abutment Scour 

7.5.2.1 Variables and Experimental Results of Abutment Scour 

The variables influencing local scour around an abutment are the soil properties, the geo-
metry of channel, the length of abutment, the shape of abutment, the approach velocity, and the 
alignment of the abutment. They are discussed below with the variables and test results being 
summarized in Table 7.12. 

(1) Soil properties. Porcelain clay was used as the channel bed material. The relation be-
tween the shear stress and erosion rate for the Porcelain clay was obtained from 11 
EFA (Erosion Function Apparatus) tests (Figure 7.11). The critical shear stress was de-
fined as the shear stress when the initiation of soil erosion occurs. In the tests, a 0.1 
mm/hour erosion rate was used as the initiation of erosion and the corresponding value 
of shear stress was 0.8 Pa. 

(2) Geometry of the channel. The flume used for the tests is 45.7 m (150 ft) long, 3.05 m 
(10 ft) deep, and 3.66 m (12ft) wide. For compound channels, the width of the flood-
plain was 2.44 m and the half width of main channel was 1.22 m, as shown in Figure 
7.52. 

(3) Shape of abutment. 3 types of abutment were tested in this study: The first one is of 
wing-wall shape, the second one is of spill-through with a 2(H):1(V) slope, and the 
third one is of spill-through with a 3(H):1(V) slope as depicted in Figure 7.53. Vertical 
wall with transition is another shape but it was not tested in this study. 

(4) Water depth and approach velocity. 3 tests with different velocities in the same water 
depth and 3 tests with different water depths but a constant Froude number were con-
ducted to examine the effect of these two variables. 

(5) Alignment of abutment. 3 tests with different alignment angles with the spill-through 
abutment have been conducted. They are 60o, 120o, and 90o, as shown in Figure 7.54. 
Note that the 90o angle alignment indicates the abutment is normal to the flow direction, 
while for 60 o and 120 o the abutment is skewed towards downstream and upstream, re-
spectively.  
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Figure 7.52 - Channel configurations (all dimensions are in meters). 
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Figure 7.53 – Abutment shapes. 

 

 
Figure 7.54 – Abutment alignment. 
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Table 7.12 - Variables and test results. 

Case1 ST (2:1) Comp. 0.464 0.291 0.494 3.658 2.438 1.829 90 0.573 0.722 0.428 0.396 439
Case 1II ST (2:1) Comp. 0.456 0.294 0.497 3.658 2.438 1.829 90 0.562 0.711 0.419 0.394 490
Case2 ST (2:1) Comp. 0.377 0.184 0.387 3.658 2.438 1.829 90 0.320 0.557 0.415 0.461 282
Case3 ST (2:1) Comp. 0.496 0.400 0.604 3.658 2.438 1.829 90 0.813 0.806 0.407 0.356 589
Case4 ST (2:1) Comp. 0.358 0.278 0.482 3.658 2.438 1.829 90 0.442 0.582 0.352 0.401 300
Case5 ST (2:1) Comp. 0.546 0.294 0.497 3.658 2.438 1.829 90 0.662 0.837 0.493 0.394 808
Case6 ST (2:1) Comp. 0.432 0.294 0.497 3.658 2.438 1.219 90 0.561 0.579 0.341 0.394 351
Case7 ST (2:1) Comp. 0.472 0.291 0.494 3.658 2.438 2.438 90 0.564 0.930 0.551 0.396 1190
Case8 ST (3:1) Comp. 0.456 0.291 0.494 3.658 2.438 1.829 90 0.570 0.715 0.423 0.396 413
Case9 WW Comp. 0.453 0.294 0.497 3.658 2.438 1.829 90 0.568 0.743 0.438 0.394 667

Case10 ST (2:1) Comp. 0.458 0.291 0.494 3.658 2.438 1.829 60 0.554 0.706 0.418 0.396 418
Case11 ST (2:1) Comp. 0.457 0.291 0.494 3.658 2.438 1.829 120 0.565 0.720 0.426 0.396 436
Case12 WW Comp. 0.347 0.294 0.497 3.658 2.438 1.829 90 0.433 0.566 0.334 0.394 155

Case12B WW Comp. 0.635 0.294 0.497 3.658 2.438 1.829 90 0.759 0.993 0.585 0.394 1429
Case13 WW Rect. 0.328 0.366 0.366 3.658 3.658 1.015 90 0.430 0.445 0.235 0.367 66
Case14 WW Rect. 0.326 0.372 0.372 3.658 3.658 1.625 90 0.433 0.573 0.300 0.364 304
Case15 WW Rect. 0.310 0.384 0.384 3.658 3.658 2.234 90 0.416 0.761 0.392 0.361 334
Case16 WW Rect. 0.233 0.347 0.347 3.658 3.658 2.743 90 0.285 0.896 0.485 0.373 448
Case17 WW Rect. 0.364 0.360 0.360 3.658 3.658 1.320 90 0.485 0.576 0.307 0.369 262

Test No.
Abutment

Shape
Channel

Type
V 1

(m/s)
Fr f 2

0.5Q total

(m3/s)
V 2

(m/s)
Fr fc

y s(Abut)

(mm)
y f 1

(m)
y m 1

(m)
L

(m)
L f

(m)
L'

(m)
θ
(ο)

 

In Table 7.12, ST is the spill-through abutment, WW is the wing-wall abutment, Comp. is the 
compound channel, Rect. is the rectangular channel, V1 is the average velocity at the approach 
section, ym1 is the water depth of main-channel at the approach section, yf1 is the water depth of 
floodplain at the approach section, L is the half width of channel, Lf is the width of floodplain, L’ 
is the projected length of abutment normal to the flow, θ is the alignment angle of abutment (θ = 
90o for normal to flow, θ > 90o  for skewed upstream, θ < 90o  for skewed to downstream), Q is 
the total discharge, V2 is the average velocity at bridge section, ys(Abut) is the maximum abutment 
scour depth, Frf2(Abut) is Froude number around the abutment (based on the average velocity at the 
contracted section and yf1), Frfc is critical Froude number around the abutment (based on the crit-
ical velocity on the floodplain and yf1), and ys(Abut) is the maximum abutment scour depth. Note 
that the water depths and velocities are obtained based on the HEC-RAS results. 

7.5.2.2 Dimensional Analysis 

In addition to the variables mentioned above, there are several more variables affecting ab-
utment scour. The influential variables are listed as following 

  ( ) 1 1 2( , , , , ', , , , , , , , , )s Abut m f m f m a f s fcy f y y L L L g V Vβ β θ ρ ρ µ=

  
  (7.39) 

Dimensional analysis yields the following dimensionless parameters: 

  ( ) 1
2 2

1 1 1

'
, , , , , , , , , ,Res Abut f fm s

m a f fc f
f m m m f

y y LL L
f Fr Fr

y y y L L
ρ β β θ
ρ

� �
= � �� �

� �
  (7.40) 

where Lm is the half-width of main channel, Lf is the width of floodplain, L’ is the length of ab-
utment,  βm is the slope of the main channel bank, βa is the abutment slope, θ is the alignment 
angle of abutment, g is the gravitational acceleration, Vf2 is the velocity around the toe of the ab-
utment, ρs is the soil density, ρ is the water density, µ is the viscosity of water, and Vfc is the crit-
ical velocity in the floodplain, yf1 is the water depth of floodplain at the approach section, ys(Abut) 
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is the maximum abutment scour depth, 2
2

1

f
f

f

V
Fr

gy
= ,

 
1/3

11

/fc c
fc

ff

V
Fr

gnygy

τ ρ
= = , and

 
2

2Re f f
f

y Vρ
µ

=
.  

Note that the value of /sρ ρ  is fixed due to the fixed soil type. The velocity at the bridge section 
and the water depth based on the HEC-RAS results are used for data regression in the present 
study. Although HEC-RAS is capable of calculating velocity at the bridge section, the resulting 
velocity distribution does not match well with the measurements as mentioned in Chapter 7.3.3. 
In the present study the approach used in Maryland SHA Bridge Scour Program (ABSCOUR) 
(2007) was adopted to calculate the local velocity around the abutment. The method for convert-
ing the HEC-RAS results to the local velocity is as follows. 

( )

( )

1
2

1

22

1
2

2 2

, for short setback ( ') 5

, for long setback ' 0.25

otherwise use a linearly interpolated velocity between

for ( ') 5  and for ' 0.25

total
f m

fp
f

ff

fptotal
f m f

f

Q
L L y

A

Q
L L

AV

QQ
L L y L L

A A


 − ≤�
�
�

≤�
= �
�
�
�

− = =�
�

  (7.41) 

where totalQ is the total discharge, 1fpQ is the discharge on the floodplain at the approach section 

immediately upstream of the abutment, 2A  is total flow area at the contracted section, 2fA is the 

flow area on the floodplain at the contracted section, and 'fL L− is the width of floodplain at the 
contracted section.  

 
Figure 7.55 – Definition of degree of setback. 



 

7-74 
 

As a result of these observations, the relation is reduced to 

   ( )
2 2

1 1

'
, , , , ,Res Abut f

a f fc f
f f

y L L
f Fr Fr

y y
β θ

� �−
= � �� �

� �
    (7.42) 

where Lf is the width of floodplain, L’ is the length of abutment, βa is the abutment slope, θ is the 

alignment angle of abutment, 2
2

1

f
f

f

V
Fr

gy
=

,
  1/3

11

/fc c
fc

ff

V
Fr

gnygy

τ ρ
= =

, 

2
2Re f f

f

y Vρ
µ

=
, 

Vf2 is the 

velocity around the toe of the abutment using equation (7.41), g is the gravitational acceleration, 
ρs is the soil density, ρ is the water density, µ is the viscosity of water, and Vfc is the critical ve-
locity in the floodplain. 

 

7.5.2.3 Prediction Equation 

The abutment scour depths are likely to be proportional to the difference ( )2f fcFr Fr− . 

Thus the form of the equation sought for wing-wall abutment is: 

( )( )
2

1

s Abut
f fc

f

y
Fr Fr

y
α β= ⋅ −      (7.43) 

The factors α and β were obtained by optimizing the R2 value in the regression on Figure 
7.56, and the proposed equation is: 

( )( )
2

1

7.94 1.65s Abut
f fc

f

y
Fr Fr

y
= ⋅ −     (7.44) 

where ys(Abut) is the maximum abutment scour depth, yf1 is the water depth of floodplain at the ap-

proach section, 2
2

1

f
f

f

V
Fr

gy
=

,
  and 1/3

11

/fc c
fc

ff

V
Fr

gnygy

τ ρ
= =

. 
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Figure 7.56 – Normalized abutment scour depth (abutment scour depth plus contraction scour 

depth) versus Froude number. 
 

7.5.2.4 The Effect of Abutment Shape (K1) 

Three types of abutments were used in the compound channel. They are wing-wall abut-
ment with a 2:1 slope at the upstream and downstream, spill-through abutment with a 2:1 slope, 
and spill-through abutment with a 3:1 slope. Equation (7.45) which is based on the wing-wall 
abutment was applied to the spill-through abutment to find the shape correction factor. The cor-
rection factor for abutment shape was calculated based on the slope shown in Figure 7.57 with 
values as follows: 

1

1.0 for Wing-wall abutment
0.73 for Spill-through abutment with 2:1Slope
0.59 for Spill-through abutment with 3:1Slope

K


�= �
�
�

   (7.45) 

The correction factor for the abutment shape in Froehlich’s study is 1.0, 0.82, and 0.55 for 
vertical wall, wing-wall and spill-through abutments, respectively. These numbers are the scour 
depth ratio to the scour depth for vertical wall abutment. If the correction factor in Froehlich’s 
study was formularized with the wing-wall abutment as the reference abutment, it would be 1.22, 
1.0, and 0.67 for vertical wall, wing-wall and spill-through abutments, respectively. The re-
arranged abutment shape correction factor for the spill-through abutment is consistent with the 
present study. 

From the results of Froehlich’s and the present study, it seems to be reasonable to use 1.22 
as the abutment shape correction factor for the vertical wall, although the vertical wall abutment 
was not used in the present study. Thus the correction factor for abutment shape is: 

 

( )27.94 1.65 f fcFr Fr⋅ ⋅ −



 

7-76 
 

1

1.22 for Vertical-wall abutment
1.0 for Wing-wall abutment
0.73 for Spill-through abutment with 2:1Slope
0.59 for Spill-through abutment with 3:1Slope

K



�
�= �
�
��

   (7.46) 
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Figure 7.57 – Normalized maximum abutment scour depth (abutment scour depth plus contrac-

tion scour depth) with different abutment shape. 

 

7.5.2.5 The Effect of Abutment Alignment (K2) and Abutment Location (KL) 

Two tests were conducted to examine the effect of abutment alignment using the spill 
through abutment with a 2:1 slope. One has a 30o skewed angle (θ = 120o) toward the upstream 
flow while the other has a 30o skewed angle (θ = 60o) toward the downstream flow. The maxi-
mum abutment scour depth (abutment scour depth plus contraction scour depth) for skewed ab-
utment was compared with the prediction equation including the effect of abutment shape.  The 
comparison is shown in Figure 7.60. As expected the correction factor for θ  = 60o is less than 
1.0.  However the value for θ = 120o is also less than 1.0 which is in contrary to previous re-
search results. Since the abutment used in this study is a spill-through abutment, the abutment 
induced a relatively smooth flow during the transition even though the abutment is aligned to-
ward upstream. This may be the reason for the lower correction factor. The turbulence level de-
fined in equation (7.30) around the abutment is compared and shown in Figure 7.58. In Figure 
7.58, the maximum turbulence level around the abutment was observed on the abutment normal-
ly aligned to the flow, whereas relatively lower turbulence level was observed on the skewed ab-
utments. Note that the abutment scour pattern is similar to the pattern of TI (Turbulence Intensi-
ty) and the contraction scour pattern is similar to the time averaged velocity pattern as shown in 
Figure 7.40. In addition, the higher TI generates the deeper local scour depth. 

( )27.94 1.65 f fcFr Fr⋅ ⋅ −
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Since the number of experiments to find the effect of the abutment alignment is very small, 
a linear decrease of the abutment scour depth (abutment scour depth plus contraction scour 
depth) with the abutment alignment variation is assumed. In addition, a 30o of skew angle is as-
sumed as the maximum angle in design. The correction factor for abutment alignment is obtained 
from these two assumptions and from the experimental results, and can be expressed as follows: 

2

1.0 0.005 90 60 120

0.85

for
K

otherwise

θ θ
 − − ° ° ≤ ≤ °�= �
��

   (7.47) 

As seen in Figure 7.59, when the toe of abutment is close to the end of main channel slope, 
the biggest turbulence which occurred at the channel slope eroded the channel bottom with high 
scour rate. Consequently, the maximum scour depth increased suddenly when the toe of the ab-
utment was at the end of the floodplain (i.e., L’/Lf = 1.0), as shown in Figure 7.60. If a linear in-
crease of the abutment scour depth (abutment scour depth plus contraction scour depth) with the 
decrease of distance between the toe of abutment and the end of floodplain is assumed, the cor-
rection factor for abutment location can be expressed as follows: 

1 1

' '
0.23 1.35        for 1.5

1.0                              otherwise

f f

f fL

L L L L

y yK

− −

− + <�= �
�
�

   (7.48) 

 
 

  

(a) 60θ = °  (b) 90θ = °  (c) 120θ = °  

Figure 7.58 – Variation of turbulence intensity with different attack angles at the initial test 
condition. 
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Figure 7.59 – Pattern of (a) turbulence, and (b) a downstream view of scour hole after 257 hours 
of experiment for L’/Lf = 1.0 

Note that the color bars on Figure 7.58Figure 7.59 indicate the magnitude of TI (turbulence 
intensity) measured in the beginning of experiments. The unit of TI is meter per second, and the 
equation to obtain TI is:  

222
zyxTI σσσ ++=

       
where σ  is the standard deviation of the measured velocity and the subscripts x, y and z are the 
directions of flow. 
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Figure 7.60 – Normalized maximum abutment scour depth (abutment scour depth plus contrac-
tion scour depth) versus prediction with abutment shape being accounted for. 

 

7.5.2.6 The Effect of Channel Geometry (KG) 

The normalized abutment scour depths (abutment scour depth plus contraction scour 
depth) in the rectangular channel were shallower than the scour depths predicted by equation 
(7.44). In order to make the prediction satisfying all channel conditions, a correction factor for 
channel geometry is required. The measurement and prediction results for wing-wall abutments 
using equation (7.44) are compared in Figure 7.61. The slope of the best fit line for the rectangu-
lar channel is 0.42. 

Thus the correction factor for channel geometry is: 

1.0          for compound channel
0.42     for rectangular channelGK



= �
�

   (7.49) 

 

( )1 27.94 1.65 f fcK Fr Fr⋅ ⋅ ⋅ −
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Figure 7.61 – The effect of channel geometry 

 

7.5.2.7 Preliminary Prediction Equation for Abutment Scour and Reynolds number effect (KRe) 

The prediction equation for the maximum abutment scour depth (abutment scour depth 
plus contraction scour depth) has thus been developed. There are four correction factors to ac-
count for the shape of abutment, the attack angle of the flow, the abutment location, and the dif-
ferent channel geometry condition. The preliminary abutment scour prediction equation is:  

( )( )
1 2 2

1

7.94 1.65s Abut
L G f fc

f

y
K K K K Fr Fr

y
= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ −    (7.50) 

In equation (7.50), ys(Abut) is the maximum abutment scour depth, yf1 is the water depth at 
the toe of the abutment estimated as the water depth immediately upstream of the toe of the ab-

utment, 
 

2
2

1

f
f

f

V
Fr

gy
=

 
, 1/3

11

/fc c
fc

ff

V
Fr

gnygy

τ ρ
= = , 1K  is the correction factor for the abutment shape, 

2K  is the correction factor for the abutment skew angle, LK  is the correction factor for the ab-
utment location, pK  is the correction factor for the pressure flow.  Their values and formulas are 
as follows: 

( )27.94 1.65 f fcFr Fr⋅ ⋅ −
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Figure 7.62 shows prediction using the preliminary prediction equation versus the mea-
surements for the flume test cases. 
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Figure 7.62 - Normalized maximum abutment scour depth: Test results versus prediction by pre-
liminary equation. 

( )1 2 27.94 1.65L G f fcK K K K Fr Fr⋅ ⋅ ⋅ ⋅ ⋅ ⋅ −
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Although the preliminary abutment scour equation (equation 7.50) is developed with la-
boratory test results for the cohesive soil, it is likely to be applicable to cohesionless soil because 
the property of the soil is included in the equation. The equation (7.50) is used to predict the 
maximum abutment scour depth (abutment scour depth plus contraction scour depth) for the 
comparison with other previous studies (Froehlich (1989), Sturm (2004), Benedict et al. (2006)). 
The detail about these databases will be mentioned in Chapter 8. 

The comparisons between predictions based on the preliminary abutment scour prediction 
equation and that in databases of Froehlich, Sturm, and Benedict et al. are shown in Figure 7.63, 
Figure 7.64, and Figure 7.65, respectively. According to the figures, the equation (7.50) mostly 
yields underestimations for laboratory test, such as Froehlich’s and Sturm’s database, whereas it 
overestimates field measurement results by Benedict et al. The main difference among those da-
tabases is the range of Reynolds numbers. In Table 7.13, the range of Reynolds numbers for the 
three databases are listed. The range of Reynolds number in the databases of Froehlich and 
Sturm, which are underestimated by equation (7.50), is relatively lower than that of the present 
study, whereas in databases of Benedict et al., which are overestimated by equation (7.50), is 
higher than that of the present study.  
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Figure 7.63 – Comparison between prediction by equation (7.50) and Froehlich’s database 
(1989). 
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Figure 7.64 - Comparison between prediction by equation (7.50) and Sturm’s database (2004). 
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Figure 7.65 – Comparison between prediction by equation (7.50) and Benedict’s database (2006). 
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Table 7.13 – Range of Reynolds numbers (Ref2) in each study. 

 Froehlich (1989) Sturm (2004) Present study Benedict et al. (2006) 

Min. 7,425 8,433 102,511        143,500 

/Max. 71,133 55,451 322,681 11,436,281 

Avg. 50,073        28,248       219,837 2,782,622 

Figure 7.66 shows the effect of Reynolds number in maximum abutment scour depth. In 
order to find the Reynolds number effect, several points from laboratory test results, such as 
Froehlich (1989) and Strum (2004), were selected. Note that the database from Benedict et al. 
(2006) was not used because the accuracy of data from field measurements is much lower than 
that of laboratory test results. According to the relationship in Figure 7.66, the effect of Reynolds 
number is: 

Re 0.278
2

1
0.0327 Re f

K =
⋅

      (7.51) 

where, 2Re f  is Reynolds number, defined as 2 1
2Re f f

f

V y

ν
⋅

=  

The maximum abutment scour prediction equation considering the effect of Reynolds 
number is: 

( )

( )

( )
1 2 Re 2

1

0.28
1 2 2 2

7.94 1.65

243 Re 1.65

s Abut
L G f fc

f

L G f f fc

y
K K K K K Fr Fr

y

K K K K Fr Fr−

= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ −

= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ −
   (7.52) 
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Figure 7.66 – The effect of Reynolds number in maximum abutment scour. 
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7.5.2.8 The Correction Factor for Pressure Flow (Kp) 

According to the numerical results in the previous chapters, the maximum shear stress 
changes if the flow condition is changed to a pressure flow. Figure 7.67 shows the correction fac-
tor for the pressure flow condition. The correction factor varies with the ratio of the water depth 
above the lower chord of the bridge to the thickness of bridge deck (d1/ddeck) as:  
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  (7.53) 

Note that the definitions of d1 and ddeck are shown in Figure 7.67. The water depth which affects 
the scour depth is the depth between the lower chord of the bridge deck and the channel bottom 
because the flow above the bridge deck becomes irrelevant in scour development. Therefore the 
water depth yf1 in the prediction equation was replaced by h, which is the distance from the 
channel bottom to the lower chord of the bridge. These recommendations are based on the simu-
lations where ddeck / h, is equal to 0.33. Full scale bridges are likely to have ddeck / h values small-
er than that and therefore the use of Kp in general will be conservative. 
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Figure 7.67 – Correction factor for pressure flow versus ratio of water depth (d1/ddeck). 

 

7.5.2.9 The Prediction Equation for Abutment Scour 

The prediction equation for the maximum abutment scour depth (abutment scour depth 
plus contraction scour depth) has thus been developed. There are six correction factors to ac-
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count for the shape of abutment, the attack angle of the flow, the abutment location, channel 
geometry, Reynolds number and the pressure flow condition. The final abutment scour predic-
tion equation is  

( )( ) 0.28
1 2 2 2

1

243 Re 1.65s Abut
L G p f f fc

f

y
K K K K K Fr Fr

y
−= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ −   (7.54) 

Note that 1fy  is replaced by h under the pressure flow condition (i.e., yf1 > h).   

In equation (7.54), ys(Abut) is the maximum abutment scour depth, yf1 is the water depth at 
the toe of the abutment estimated as the water depth immediately upstream of the toe of the ab-

utment, 
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= , 1K  is the correction factor for 

the abutment shape, 2K  is the correction factor for the abutment skew angle, LK  is the correc-
tion factor for the abutment location, pK  is the correction factor for the pressure flow.  Their 
values and formulas are as follows: 

1

1.22 for Vertical-wall abutment
1.0 for Wing-wall abutment

0.73 for Spill-through abutment with 2:1Slope
0.59 for Spill-through abutment with 3:1Slope

K



�
�= �
�
��

  

2

1.0 0.005 90 60 120

0.85

for
K

otherwise

θ θ
 − − ° ° ≤ ≤ °�= �
��

  

1.0          for compound channel
0.42     for rectangular channelGK



= �
�

 

1 1

' '
0.23 1.35        for 1.5

1.0                              otherwise

f f

f fL

L L L L

y yK

− −

− + <�= �
�
�  

( )
( ) ( )

1 1

2
1 1 1

1

0.92 / 1.0                             for / 1.0

0.21 / 1.27 / 2.97        for 1.0 / 3.0

1.0                                                    for 3.0 /

deck deck

p deck deck deck

deck

d d d d

K d d d d d d

d d


 ⋅ + <
��= − + ≤ ≤�
� <��

 

Figure 7.68 shows prediction using the prediction equation versus the measurements for 
the flume test cases. 
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Figure 7.68 – Normalized Maximum Abutment Scour Depth: Test Results versus Prediction. 
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7.6 NEW APPROACH FOR ABUTMENT SCOUR DEPTH CALCULATION 

The following definitions are used in this presentation for open channel flow near a bridge 
abutment (Figure 7.69) and for pressure flow near a bridge abutment (Figure 7.70). 
 

 
Figure 7.69 – Definitions for open channel flow near a bridge abutment. 

 

 
Figure 7.70 – Definitions for pressure flow near a bridge abutment. 
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The new approach is established for calculating the depth of the scour hole near an abut-
ment (abutment scour depth plus contraction scour depth) constructed on a soil characterized by 
EFA curves or equivalent and subjected to a velocity hydrograph. This depth is called the final 
depth of scour (at the end of the hydrograph) not to be confused with the maximum depth of 
scour which is the depth reached for a chosen velocity sustained for an infinite time. This ap-
proach will be automated by a computer program (SRICOS-EFA). Note that the equations pro-
posed are not limited to cohesive soils since they include a soil parameter able to represent any 
soil. 

The proposed method makes use of samples collected at the site to obtain, as a minimum, 
the classification characteristics of the soil. One can either use the EFA to obtain the erodibility 
curves (preferred approach for final design) or the proposed charts (one for velocity and one for 
shear stress) below to obtain an estimate of the erodibility curve (acceptable for preliminary de-
sign). Note that with these recommended charts, the engineer can obtain the critical velocity of 
the soil by simply classifying the soil and reading the chart at an erosion rate of 0.1 mm/hr set as 
the threshold for erosion. Note also that some caution needs to be exercised as the velocity also 
depends on the water depth. 
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Figure 7.71 – Proposed erosion categories for soils and rocks based on velocity. 
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Figure 7.72 – Proposed erosion categories for soils and rocks based on shear stress. 

Once the soil erodibility is classified, HEC-RAS is used to obtain hydraulic information 
including the unit discharge, the velocity, and the water depth near the abutment. Knowing the 
soil erosion function and the velocity, one can proceed with equations generated from the flume 
tests and the numerical simulations that we conducted. The equations give two parameters: the 
maximum depth of scour and the initial maximum shear stress. If only the maximum depth of 
scour is needed, one just uses the maximum depth of scour equation (Method A). To take advan-
tage of the slow erosion process of an erosion resistant soil, one can use the time rate of erosion 
method proposed (HEC-18 Clay or Method B). This method consists of calculating the scour 
depth accumulated each day during the design life or remaining life of the bridge. This requires a 
hydrograph or the knowledge of Q100 and Q500, whichever is available at the site. A short cut 
to that method is to use a time compression concept to regroup the effect of the whole hydro-
graph into one time step called the final equivalent time (Method C). The final equivalent time is 
the time necessary for the highest velocity in the hydrograph to create the same scour depth as 
the entire hydrograph. In this case, the time rate calculations are significantly reduced and can be 
done on the back of an envelope. 

The steps below explain the procedure carried out in the computer program which allows 
the calculations to be made for the case where a complete hydrograph is available (Method B). 
This computer program is the SRICOS-EFA program which is available free of charge on the 
web. It will be updated to include abutment scour. 
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Method A 

1. Collect samples at the site  

2. Test the samples in the EFA to get the erodibility curves or use the proposed soil ero-
sion charts.  

3. Describe the geometry of the abutment (length, width, shape, skew angle)  

4. Describe the geometry of the river (main channel width, flood plain width left, flood 
plain width right, main channel to flood plain transition slope, flood plain bank slope, 
Manning coefficient, and longitudinal slope of the rive 

5. Run HEC-RAS to obtain the velocity and water depth corresponding to the design 
flood. 

6. Use the maximum abutment scour equation (Equation (7.55)) to calculate the maxi-
mum scour depth ( )s Abuty  . 

Method B 

1. Collect samples at the site  

2. Test the samples in the EFA to get the erodibility curves or use the proposed soil ero-
sion charts.  

3. Describe the geometry of the abutment (length, width, shape, skew angle)  

4. Describe the geometry of the river (main channel width, flood plain width left, flood 
plain width right, main channel to flood plain transition slope, flood plain bank slope, 
Manning coefficient, and longitudinal slope of the river)  

5. Input the flow hydrograph. 

6. Run HEC-RAS to obtain the relationship between the flow and velocity, and the flow 
and water depth 

7. Transform the flow hydrograph into a velocity hydrograph and a water depth hydro-
graph  

8. Calculate the maximum scour depth ( )s Abuty  for the ith velocity on the hydrograph (Eq-
uation (7.55))  

9. Calculate the initial maximum shear stress maxτ  around the abutment for the ith velocity 
(before the scour hole develops) (Equation (7.56))  

10. Read the initial scour rate corresponding to the initial maximum shear stress maxτ  on 
the appropriate EFA curve 

11. Use the results of steps 8 and 10 to construct the scour depth versus time curve for the 
ith velocity  

12. Calculate the equivalent time for the ith velocity and the curve of step 11. The equiva-
lent time for the ith velocity is the time necessary for the highest velocity in the hydro-
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graph up to the ith time step to create the same scour depth as the hydrograph from start 
to the ith time step. 

13. Read the additional scour depth contributed by the ith velocity during the ith time step  

14. Repeat steps 8 to 13 for the entire hydrograph  

15. Output the scour depth versus time and read the final scour depth at the end of the hy-
drograph period.  

Method C 

1. Collect samples at the site  

2. Test the samples in the EFA to get the erodibility curves or use the proposed soil ero-
sion charts.  

3. Describe the geometry of the abutment (length, width, shape, skew angle)  

4. Describe the geometry of the river (main channel width, flood plain width left, flood 
plain width right, main channel to flood plain transition slope, flood plain bank slope, 
Manning coefficient, and longitudinal slope of the river. 

5. Obtain the flow hydrograph. 

6. Run HEC-RAS to determine the relationship between the flow and velocity, and the 
flow and water depth 

7. Transform the flow hydrograph into a velocity hydrograph and a water depth hydro-
graph  

8. Obtain the maximum velocity and corresponding water depth in the hydrograph 

9. Calculate the initial maximum shear stress maxτ  around the abutment (before the scour 
hole develops) (Equation (7.56)) for the maximum velocity in the hydrograph  

10. Read the initial scour rate corresponding to the initial maximum shear stress maxτ  on 
the EFA curve for the soil. 

11. Calculate the maximum scour depth ( )s Abuty  around the abutment (Equation (7.55) ) for 
the maximum velocity in the hydrograph  

12. Use the results of steps 10 and 11 to construct the scour depth versus time curve for the 
maximum velocity in the hydrograph (Equation (7.57)) 

13. Calculate the final equivalent time for the entire hydrograph. The final equivalent time 
for the entire hydrograph is the time necessary for the highest velocity in the hydro-
graph to create the same scour depth as the entire hydrograph.  

14. Read the final scour depth corresponding to the final equivalent time on the scour 
depth versus time curve of step12 
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Abutment maximum scour depth equation  

The equation is presented below  

( )( ) 0.28
1 2 2 2

1

243 Re 1.65s Abut
L G p f f fc

f

y
K K K K K Fr Fr

y
−= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ −   (7.55) 

Note that 1fy  is replaced by h under the pressure flow condition (i.e., yf1 > h).   

where, ys(Abut) is the maximum abutment scour depth (abutment scour depth plus contraction 
scour depth), yf1 is the water depth at the toe of the abutment estimated as the water depth imme-

diately upstream of the toe of the abutment, 
 

2
2

1

f
f

f

V
Fr

gy
=

 
, 1/3

11

/fc c
fc

ff

V
Fr

gnygy

τ ρ
= = , 

2 1
2Re f f

f

V y

ν
⋅

= , 1K  is the correction factor for the abutment shape, 2K  is the correction factor 

for the abutment skew angle, LK  is the correction factor for the abutment location, pK  is the 
correction factor for the pressure flow.  Their values and formulas are as follows: 
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totalQ = the total discharge,  

1fpQ = the discharge on the floodplain in the approach section immediately upstream of 
the abutment 

2A = total flow area in the contracted section 

2fA = flow area on the floodplain in the contracted section 

'fL L− = width of floodplain at contracted section (abutment setback from main channel) 

fcV = critical velocity for the material around the toe of the abutment, defined as 
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 Figure 7.73 – Correction factor for pressure flow for abutment scour depth calculation. 
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Abutment maximum shear stress equation  

The equation is presented below  

0.45max
2

1

12.45Rec sh Fr s sk L ok k k k k k k
V

τ
ρ

−= ⋅     (7.56) 

where maxτ  = the maximum bed shear stress at the interface between the water and the river bot-
tom near the abutment toe. 

ck  = correction factor for channel conveyance ratio 

shk  = correction factor for the aspect ratio of the approach embankment 

Frk  = correction factor for Froude number 

sk  = correction factor for abutment shape 

skk  = correction factor for skew angle 

ok  = correction factor for overtopping 

ρ  = mass density of water 

1V  = upstream mean depth velocity in line with abutment edge 

eR  = Reynolds number, defined as /e aR VW ν=  

ν  = kinematic viscosity 

aW  = top width of the abutment 

rF  = Froude number, defined as /rF V gy=  

g  = acceleration due to gravity 

y  = upstream water depth in line with abutment edge 

'L = projected abutment length normal to the flow direction 

1q  = unit discharge at approach section 

2q  = unit discharge around abutment 

fL = width of the flood plain 

1d = distance from the water surface to the low chord of the bridge at upstream face of the 
bridge 

deckd = thickness of the bridge deck 
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Figure 7.74 – Correction factor of overtopping flow for shear stress calculation. 
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Scour depth versus time curve equation  

This equation describes the scour depth versus time curve: 

( )

 ( )

( )
1s Abut

i s Abut

t
y t

t
z y

=
+

�

      (7.57) 

where ( ) ( )s Abuty t = abutment scour depth (abutment scour depth plus contraction scour depth) at 
time t 

t  = elapsed time after start of scour 

iz� = initial rate of scour 

 ( )s Abuty = maximum depth of scour near toe of abutment 
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7.7 NEW APPROACH FOR CONTRACTION SCOUR DEPTH CALCULATION 

The following definitions are used in this presentation for open channel flow near a bridge 
abutment (Figure 7.75). 
 

 
Figure 7.75 – Definition for the open channel flow at bridge section. 

 

The new approach is established for calculating the depth of the contraction scour hole in 
the main channel constructed on a soil characterized by EFA curves or equivalent and subjected 
to a velocity hydrograph. This depth is called the final depth of scour (at the end of the hydro-
graph) not to be confused with the maximum depth of scour which is the depth reached for a 
chosen velocity sustained for an infinite time. This approach will be automated by a computer 
program (SRICOS-EFA). Note that the equations proposed are not limited to cohesive soils since 
they include a soil parameter able to represent any soil. 

The proposed method makes use of samples collected at the site to obtain, as a minimum, 
the classification characteristics of the soil. One can either use the EFA to obtain the erodibility 
curves (preferred approach for final design) or the proposed charts (one for velocity and one for 
shear stress) below to obtain an estimate of the erodibility curve (acceptable for preliminary de-
sign). Note that with these recommended charts, the engineer can obtain the critical velocity of 
the soil by simply classifying the soil and reading the chart at an erosion rate of 0.1 mm/hr set as 
the threshold for erosion. Note also that some caution needs to be exercised as the velocity also 
depends on the water depth. 
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Figure 7.76 - Proposed erosion categories for soils and rocks based on velocity. 
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Figure 7.77 - Proposed erosion categories for soils and rocks based on shear stress. 
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Once the soil erodibility is classified, HEC-RAS is used to obtain hydraulic information 
including the unit discharge, the velocity, and the water depth near the abutment. Knowing the 
soil erosion function and the velocity, one can proceed with equations generated from the flume 
tests and the numerical simulations that we conducted. The equations give two parameters: the 
maximum depth of contraction scour and the initial maximum shear stress. If only the maximum 
depth of scour is needed, one just uses the maximum depth of scour equation (Method A). To 
take advantage of the slow erosion process of an erosion resistant soil, one can use the time rate 
of erosion method proposed (HEC-18 Clay or Method B). This method consists of calculating 
the scour depth accumulated each day during the design life or remaining life of the bridge. This 
requires a hydrograph or the knowledge of Q100 and Q500, whichever is available at the site. A 
short cut to that method is to use a time compression concept to regroup the effect of the whole 
hydrograph into one time step called the final equivalent time (Method C). The final equivalent 
time is the time necessary for the highest velocity in the hydrograph to create the same scour 
depth as the entire hydrograph. In this case, the time rate calculations are significantly reduced 
and can be done on the back of an envelope. 

The steps below explain the procedure carried out in the computer program which allows 
the calculations to be made for the case where a complete hydrograph is available (Method B). 
This computer program is the SRICOS-EFA program which is available free of charge on the 
web. 

 

Method A 

1. Collect samples at the site  

2. Test the samples in the EFA to get the erodibility curves or use the proposed soil ero-
sion charts.  

3. Describe the geometry of the abutment (length, width, shape, skew angle).  

4. Describe the geometry of the river (main channel width, flood plain width left, flood 
plain width right, main channel to flood plain transition slope, flood plain bank slope, 
Manning coefficient, and longitudinal slope of the rive 

5. Run HEC-RAS to obtain the velocity and water depth corresponding to the design 
flood. 

6. Use the maximum abutment scour equation (Equation (7.58)) to calculate the maxi-
mum scour depth ( )s Conty  . 

Method B 

1. Collect samples at the site  

2. Test the samples in the EFA to get the erodibility curves or use the proposed soil ero-
sion charts.  

3. Describe the geometry of the abutment (length, width, shape, skew angle). 

4. Describe the geometry of the river (main channel width, flood plain width left, flood 
plain width right, main channel to flood plain transition slope, flood plain bank slope, 
Manning coefficient, and longitudinal slope of the river)  
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5. Input the flow hydrograph. 

6. Run HEC-RAS to obtain the relationship between the flow and velocity, and the flow 
and water depth 

7. Transform the flow hydrograph into a velocity hydrograph and a water depth hydro-
graph  

8. Calculate the maximum scour depth ( )s Conty  for the ith velocity on the hydrograph (Equ-
ation (7.58))  

9. Calculate the initial maximum shear stress max( )Contτ  at the center line of channel for the 
ith velocity (before the scour hole develops) (Equation (7.59))  

10. Read the initial scour rate corresponding to the initial maximum shear stress max( )Contτ  
on the appropriate EFA curve 

11. Use the results of steps 8 and 10 to construct the scour depth versus time curve for the 
ith velocity  

12. Calculate the equivalent time for the ith velocity and the curve of step 11. The equiva-
lent time for the ith velocity is the time necessary for the highest velocity in the hydro-
graph up to the ith time step to create the same scour depth as the hydrograph from start 
to the ith time step. 

13. Read the additional scour depth contributed by the ith velocity during the ith time step  

14. Repeat steps 8 to 13 for the entire hydrograph  

15. Output the scour depth versus time and read the final scour depth at the end of the hy-
drograph period.  

Method C 

1. Collect samples at the site  

2. Test the samples in the EFA to get the erodibility curves or use the proposed soil ero-
sion charts.  

3. Describe the geometry of the abutment (length, width, shape, skew angle)  

4. Describe the geometry of the river (main channel width, flood plain width left, flood 
plain width right, main channel to flood plain transition slope, flood plain bank slope, 
Manning coefficient, and longitudinal slope of the river. 

5. Obtain the flow hydrograph. 

6. Run HEC-RAS to determine the relationship between the flow and velocity, and the 
flow and water depth 

7. Transform the flow hydrograph into a velocity hydrograph and a water depth hydro-
graph  

8. Obtain the maximum velocity and corresponding water depth in the hydrograph 
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9. Calculate the initial maximum shear stress max( )Contτ  at the center line of channel (be-
fore the scour hole develops) (Equation (7.59)) for the maximum velocity in the hydro-
graph  

10. Read the initial scour rate corresponding to the initial maximum shear stress max( )Contτ  
on the EFA curve for the soil. 

11. Calculate the maximum contraction scour depth ( )s Conty  in the main channel (Equation 
(7.58)) for the maximum velocity in the hydrograph.  

12. Use the results of steps 10 and 11 to construct the scour depth versus time curve for the 
maximum velocity in the hydrograph (Equation (7.61)) 

13. Calculate the final equivalent time for the entire hydrograph. The final equivalent time 
for the entire hydrograph is the time necessary for the highest velocity in the hydro-
graph to create the same scour depth as the entire hydrograph (Equation (7.60).  

14. Read the final scour depth corresponding to the final equivalent time on the scour 
depth versus time curve of step12 

 

 

Contraction maximum scour depth equation  

( )( )
2

1

2.21 1.31s Cont
m mc

m

y
Fr Fr

y
= −     (7.58) 

where ys(Cont) is the maximum contraction scour depth, ym1 is the main channel depth at the ap-

proach section, 2
2

1
m

m

V
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gy

� �
=� �
� �
� �

 is the Froude number of the main-channel at the bridge section, 

1/3
11

/cmc
mc

mm

V
Fr

gnygy

τ ρ� �
= =� �
� �
� �

 is the critical Froude number of the main-channel, V2  is the average ve-

locity at the contracted section obtained by HEC-RAS, Vmc is the critical velocity in the main 
channel, cτ  is the critical shear stress, n is Manning’s roughness coefficient, and ρ is the water 
density. 

 

Contraction maximum shear stress equation  

Nurtjahyo (2003) numerically studied the maximum bed shear stress at the center of the 
channel under long contraction. The equation is generated by correcting the open channel flow 
equation. including the effect of the contraction ratio Rk , the effect of contraction transition an-
gle kθ , the effect of the contraction length Lk . 

 
1

2 2 3
max( ) 1Cont R L hk k k n V Rθτ γ

−
=       (7.59) 
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where 
max( )Contτ  =contraction maximum shear stress at the center line of channel 

 γ = unit weight of water 

hR = hydraulic radius of approach section 

1A = the approach channel area 

aW = top width of bridge abutment 

n = Manning’s coefficient 

1V  = average approach velocity 

2A = the channel area at the bridge section 

α  = the contraction transition angle 
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Final equivalent time equation  

The final equivalent time te refers to the entire hydrograph; it is the time necessary for the 
highest velocity in the hydrograph to create the same scour depth as the entire hydrograph. 

 

Contraction Scour 

( ) ( )( ) ( )( ) ( )( )1.648 0.6050.4242

max ,
m mmhrs 644.32 years s hre hydr i meant t V z

−
= ⋅ ⋅ ⋅ �   (7.60) 

where ( )hrset = equivalent time necessary for the highest velocity in the hydrograph to create the 
same scour depth as the entire hydrograph 

( )yearshydrot = the duration of the hydrograph 

( )max m/sV = maximum velocity in the hydrograph 

( )mm/hriz� = initial rate of scour corresponding to the maximum velocity 

( ), mm/hri meanz� = mean initial rate of scour corresponding to the maximum velocity 
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Scour depth versus time curve equation  

This equation describes the scour depth versus time curve: 

( )

 ( )

( )
1s Cont

i s Cont

t
y t

t
z y

=
+

�

      (7.61) 

where ( ) ( )s Conty t = contraction scour depth at time t 

t  = elapsed time after start of scour 

iz� = initial rate of scour 

 ( )s Conty = maximum depth of scour near toe of abutment 
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CHAPTER 8 

8 VERIFICATION OF THE SRICOS-EFA METHOD 

The SRICOS-EFA method for contraction and abutment scour in cohesive soils was de-
veloped on the basis of flume tests for the maximum scour depth equations and numerical simu-
lations for the maximum initial shear stress equations. As with any new method, there is a need 
to verify the method against other measurements. The following databases were found in the lite-
rature review. 

(1) Gill (1981) for contraction scour 

(2) Sturm (2004) for abutment scour in compound channels 

(3) Froehlich (1989) for abutment scour in rectangular channels (=short setback) 

(4) NCHRP 24-20 (2008) for abutment scour depth, and the scour ratio between abutment 
scour and contraction scour 

(5) Benedict et al. (2006) for the abutment scour with full scale measurement 

These databases are for cohesionless soils but it is useful to compare the SRICOS-EFA 
method to the measurement for cohesionless soils. In addition, a comparison with previous equa-
tions for abutment scour depth using imaginary conditions is performed.  

The Shields diagram was used to calculate the critical shear stress for cohesionless soils.  
The relationship between the critical shear stress and the critical velocity in open channels in 
Richardson et al. (1995) was used to obtain the critical velocity for the cohesionless soil. 

8.1 CONTRACTION SCOUR 

Experimental data in Gill (1981) were used for comparison of contraction scour depth. Gill 
conducted a series of contraction scour tests in the laboratory. The experiments were conducted 
in a rectangular channel which is 11.4 m long, 0.76 m wide and 0.46 m deep.  Two contracted 
sections were used in the channel. In the first series of experiments, the effective length of the 
contraction is 1.83 m, excluding the 0.46 m long upstream (inlet) and 0.46 m long downstream 
(outlet) transitions. In the second series of experiments, the effective length of the contraction is 
2.44 m with the transitions. The width of the contracted section is 0.5 m. Two types of nearly 
uniform sand were used in the experiments. The average size of the coarse sand, D50, is 1.53 mm 
while D50 of the fine sand is 0.92 mm. The angle of transition at the contraction is approximately 
15°.  

The comparison between predictions by equation (7.58) and Gill’s test results is shown in 
Figure 8.1. The comparison between predictions using the HEC-18 method and that in Gill’s test 
results (conducted in NCHRP 24-15) is shown in Figure 8.2. According to the figures, the pre-
dictions based on the present study are in reasonable agreement with the database while the 
HEC-18 method severely under predicts the scour depths. 
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Figure 8.1 – NCHRP 24-15(2) predictions versus Gill (1981) database. 
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Figure 8.2 - HEC-18 method versus Gill (1981) database (cited from Briaud et al. (2004)). 
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8.2 ABUTMENT SCOUR 

8.2.1 Comparison with Laboratory Test Results 

The abutment scour prediction equation developed in the present study has also been ap-
plied to non-cohesive soil. Data from Sturm (2004) taken in compound channels and data from 
Froehlich (1989) (which was cited in Palaviccini’s Ph.D. dissertation in 1993) taken in rectangu-
lar channels were used for the comparisons. Comparisons with the study of NCHRP 24-20 
(2008) was also performed for the scour condition B (the long set back condition in NCHRP 24-
20). 

(1) Data in Sturm (Sturm, 2004) 

Sturm (2004) used three types of abutments: vertical-wall, spill-through, and wing-wall. 
The length of abutments was varied and 3 different types of sands were used in a compound 
channel. The experiments were conducted in a 4.2 m wide and 24.4 m long flume. The ratio of 
the abutment length to the floodplain width (L’/Lf ) was varied from 0.22 to 1.0. The median siz-
es of the 3 types of sand are 3.3 mm, 2.7 mm, and 1.1 mm. Figure 8.3 shows the comparison be-
tween Sturm’s data and predictions using the prediction equation in the present study. Based on 
the figure, equation (7.55) yields both under estimations and over estimation. For the safe design, 
the factor of safety is required in this comparison, and it is 2.0. Note that in Figure 8.3 “VW” 
represents vertical wall abutments, “ST” represents spill-through abutments, “WW” represents 
wing-wall abutments, “Long” indicates long setback ( )' 5f mL L y− > , “Short” indicates short 

setback  ( )' 0.25 fL L≤ , and “Inter” indicates intermediate setback. 
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Figure 8.3 – Comparison with Sturm’s (2004) data.  
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(2) Froehlich’s database (Froehlich, 1989)  

Froehlich analyzed 170 live-bed scour and 230 clear-water scour measurements taken by 
other researchers in rectangular channels in different laboratory flumes. Many types of abut-
ments, such as vertical board, vertical wall, semicircular, triangular, wing-wall, and spill-through 
abutments were covered in the analysis. A total of 195 clear-water scour measurements (101 for 
vertical-wall, 45 for spill-through, and 45 for wing-wall) were selected from Froehlich’s 230 
clear-water scour cases for comparison. Figure 8.4 shows the comparison between Sturm’s data 
and predictions using the prediction equation in the present study. Based on the figure, equation 
(7.55) yields both under estimations and over estimation. For the safe design, the factor of safety 
is required in this comparison, and it is 2.0. 
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Figure 8.4 – Comparison with Froehlich’s (1989) data.  

 

(3) Comparison with NCHRP 24-20 (Ettema et al., 2008) 

Three types of scour pattern were studied in NCHRP 24-20, and those are: 

1. Condition A: the floodplain is made of less erodible soils while the main channel is 
made with more erodible soils.  

2. Condition B: the maximum local scour occurs on the floodplain, if the abutment has a 
long set back on the floodplain or exists in a rectangular channel.  

3. Condition C: embankments were built with the same material as for the channel bottom 
so the embankments are vulnerable to erosion.   
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In the present study, Porcelain clay was used at both floodplain and main channel, and 
nonerosive abutment was used. Thus condition A and C are totally different with the test condi-
tion of the present study. For the comparison with the study in NCHRP 24-20, the data for condi-
tion B were selected. Figure 8.5 shows the comparison between the prediction by equation (7.55) 
and measurement results obtained in NCHRP 24-20. Based on the figure, equation (7.55) yields 
good prediction to those data.   

Using the contraction scour equation (Equation (7.38)) and the abutment scour equation 
(Equation (7.55)) in the present study, the predicted scour depth to flow depth ratio is compared 
with that in NCHRP 24-20. The simple rectangular channel condition (Condition B in NCHRP 
24-20) was assumed and 3 velocity ratios (V1/Vc = 1.0, 0.95, 0.75) were used in the comparison. 
Figure 8.5 shows the comparison. The scour depth ratio in NCHRP 24-20 increases rapidly for a 
small unit discharge ratio 2 1/q q   ( 2 1/ 1.2q q ≤  for wing-wall abutments and 2 1/ 1.2q q ≤  for 
spill-through abutments) and then it decreases gradually. The predicted trend for the spill-
through abutment agrees well with that in NCHRP 24-20 for a big unit discharge ratio of 

2 1/ 3.5q q > , but does not for the discharge ratio of 2 1/ 3.5q q < . The predicted trend curve for 
the wing-wall abutment does not agree with the result of NCHRP 24-20. Note that in Figure 8.6 
ymax is the abutment scour flow depth (ymax = ys(Abut) + yf1), yc is the contraction scour flow depth 
(yc = ys(Cont) + yf1), q1 is the unit discharge at the approach section, and q2 is the unit discharge at 
the bridge section. 
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Figure 8.5 – Comparison between prediction by present study and measurement results in 

NCHRP 24-20 (2008) 
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(a) Wing-Wall shape abutment 
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(b) Spill-Through abutment 

Figure 8.6 - Comparison with NCHRP 24-20 (2008). 
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8.2.2 Comparison with Full Scale Measurement 

Benedict et al. (2006) conducted field survey at 144 bridges in South Carolina for abut-
ment scour depth. Their database is available for download at the USGS web site at 
http://pubs.usgs.gov/of/2003/ofr03-295/index.html (as of March 2009). The data for Q100 and 
historic data in the Piemont area were compared with the predictions based on the present study. 
All the soil materials were assumed as cohesionless in the calculation of critical shear stress and 
critical velocity. Figure 8.7 shows the comparison. Equation (7.55) mostly over predicts the field 
data based on the comparison, but the factor of safety as 2.0 is required for the safe design. 
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Figure 8.7 – Comparison with Benedict and et al.’s (2006) data.  

 

8.2.3 Comparison with Previous Equations for Abutment Scour Depth Using Imaginary 

Condition 

Due to the scarcity of field data and the unknown property of the soil, imaginary bridge 
conditions were made up to calculate the scour depth for full scale bridges. The proposed maxi-
mum abutment scour depth equation in the present study and equations in other reports were 
used for the prediction. The full scale imaginary bridge properties are summarized in Table 8.1. 
Three types of sand (D50 = 0.4 mm, 2.0 mm and 10 mm) were considered. The half width of the 
main channel was fixed as 77.1 m and the slope of main channel was assumed as 3(H):1(V). The 
spill-through abutment with a 2(H):1(V) abutment slope was assumed. The schematic diagram of 
the imaginary full scale channel is shown in Figure 8.8. 
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A series of HEC-RAS runs were performed to obtain the velocities and water depths. The 
back water effect was neglected in the predictions. The water depths and velocities at the ap-
proach section in Sturm’s (2004) study were calculated with the presence of embankment in the 
HEC-RAS runs. The comparisons are presented in Figure 8.9. 

According to Figure 8.8, most prediction methods yield overestimated scour abutment 
scour depths compared to the scour depth by present study. Especially, Sturm’s (2004) and Mel-
ville’s (1992) formula predict the deepest abutment scour depths. The calculated abutment scour 
depths based on Maryland SHA Bridge Scour Program (ABSCOUR) (2007), agree well with 
those based on the present study.  The calculated abutment scour depths based on HEC-18 rec-
ommendation are deeper than those based on the present study. Note that the HEC-18 method is 
based on the HIRE (Richardson et al. (2001)) equation for 1' 25 fL y>  and Froehlich’s (1989) 

live bed scour equation for 1' 25 fL y≤ . 

 

 
Figure 8.8 – Schematic diagram of imaginary full scale channel. 
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 Table 8.1 – Summary of the imaginary test conditions for comparisons with different prediction 
equations. 

τ
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(a) Comparison with Lim’s (1997) equation 
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(b) Comparison with Sturm’s (2004) equation 
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(c) Comparison with Melville’s (1992) equation 

Figure 8.9 – Comparisons with other prediction equations for full scale bridge. 
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(d) Comparison with Gill’s (1972) equation 
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(e) Comparison with Froehlich’s (1989) equation 
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(f) Comparison with HIRE (2001) equation 

Figure 8.9 (Continued). 
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(g) Comparison with HEC-18 recommendation 
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(h) Comparison with method in Maryland SHA program (ABSCOUR) (2007) equation 

Figure 8.9 (Continued). 
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CHAPTER 9 

9 SCOUR EXAMPLE PROBLEMS 

Problem 
 1

3
1 1 1
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Solution S-SRICOS Method 
 

1. Results of EFA tests gave the z vs τ� curve shown 

 

2. Maximum shear stress around abutment, and in the middle of channel are: 

( )
1
2 0.45

max( )

0.452 6

12.45 Re
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3. The initial rate of scour iz�  abutment and contraction scour are read on the EFA curve 

at maxτ τ= : 
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4. The velocity at the bridge section 2fV  is  

'
5f

m

L L

y

−
< , thus short setback condition 

2 2 1.75 /fV V m s∴ = =  

5. The maximum depths of scour ( ) ( ),s Abutment s Conty y  are  
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( ) 1 2 2 2 1

0.28

6

243 Re 1.65

1.75 2.55 1.75 1.30
0.73 1 1 1 243 1.65 2.55

10 9.81 2.55 9.81 2.55
1.97

s Abut L G P f f fc fy K K K K K Fr Fr y

m

−

−

−

= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ − ⋅

× � �� �= × × × × × × × − ×� � � �× ×� � � �

=

 

 

( )( ) ( ) ( ) 12.21 1.31

1.75 1.57
2.21 1.31 7.89

9.81 7.89 9.81 7.89
1.42

s Cont Cont c Cont my Fr Fr y

m

= ⋅ − ⋅

� �= × × − ×� �× ×� �

=  

6. The equation for the y(t) curve is 

( )
( )

1 ( )s

i s

t hrs
y t

t hrs
z y

=
+

�  

( )

48
(48) 218

1 48
5.1 1970

s Abuty mm= =
+

, 

( )

48
(48) 96

1 48
2.15 1420

s Conty mm= =
+

 

7. Maximum flood lasts 48 hours, therefore  

11% of ys(Abut), and 6.8% of ys(Cont)  
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Problem 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1

3
100 1 1 1( )

1( ) 1 2 ( ) ( )

( ) ( ) 1

861.4 / , 1.64 / , 2.83 / , 3.39 , 4.36 ,

4.53 , 6.89 , 2.98 , 7.02 , 11.63 ,

0.019, 0.021, 2.65 , 2.

m h f Left

f Right m c floodplain c main channel

floodplain main channel

Q m s V m s V m s R m y m

y m y m V m Pa Pa

n n h m d

τ τ
= = = = =

= = = = =

= = = =

( ) ( )

24 , 0.9 ,

' 30.6 , ' 77.3 , 13.4
deck

left Right a

m d m

L m L m W m

=

= = =  

The channel geometry and HEC-RAS results are shown in following 2 figures. Flood 
duration = 48 hrs. What is the depth of scour after the flood?

 

 

(a) Approach Section 

 

 

(b) Bridge Section 
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Solution SRICOS Method C 

1. Results of EFA tests gave the  vs z τ�  curve shown. These curves were obtained by 
using the critical shear stress from the D50 of the soil and then using the erodibility 
charts to generate the erosion function. 

 
 

2. Maximum shear stress around abutment, and in the middle of channel are: 

Contraction 

1
2 2 1/3

max( )

2 2 1/3

R

1.7 0.99 1.9 1 9810 0.021 1.64 3.4
23.84

Cont R L W hk k k k n V

Pa

θτ γ −

−

= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

= × × × × × × ×
=

 

Left abutment

 
( )

1
2 0.45

max( )

0.452 7

12.45 Re

12.45 3.71 0.7 1.32 0.65 1.0 1000 1.64 2.2 10

37

Abut c sh Fr s L ok k k k k k V

Pa

τ ρ −

−

= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

= × × × × × × × × ×

=  
Right abutment 

( )
1
2 0.45

max( )

0.452 7

12.45 Re

12.45 3.71 0.56 1.47 0.65 1.0 1.1 1000 1.64 2.2 10

35.7

Abut c sh Fr s L ok k k k k k V

Pa

τ ρ −

−

= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

= × × × × × × × × × ×

=  
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3. The initial rate of scour iz�  for pier, abutment and contraction scour are read 
on the EFA curve at maxτ τ= : 

 
 

 

 

4. The maximum depths of scour ( ), ( )s sy Cont y Abutment  are 

Contraction Scour 

( )( ) ( ) ( ) 12.21 1.31

2.98 2.3
2.21 1.31 6.89

9.81 6.89 9.81 6.89
2.96

s Cont Cont c Cont my Fr Fr y

m

= ⋅ − ⋅

� �= × × − ×� �× ×� �

=  
 

Left Abutment 

( )0.28
( ) 1 2 2 ( ) ( ) 1

0.28

6

243Re 1.65

2.98 4.36 2.98 1.79
0.73 243 1.65 4.36

10 9.81 4.36 9.81 4.36
3.77

s Abut L G P f Abut c Abut fy K K K K K Fr Fr y

m

−

−

−

= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ − ⋅

× � �� �= × × × × − ×� � � �× ×� � � �

=

 

 

( )( ) 67 /i Abutz left mm hr=�

( ) 2.0 /i Contz mm hr=�

( )( ) 50 /i Abutz right mm hr=�
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Right Abutment (yf1 = h for pressure flow) 

( )0.28
( ) 1 2 2 ( ) ( ) 1

0.28

6

243Re 1.65

2.98 2.65 2.98 1.65
0.73 1.1 243 1.65 2.65

10 9.81 2.65 9.81 2.65
3.88

s Abut L G P f Abut c Abut fy K K K K K Fr Fr y

m

−

−

−

= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ − ⋅

× � �� �= × × × × × − ×� � � �× ×� � � �

=
 

5. The equation for the y(t) curve is 

( )
( )

1 ( )s

i s

t hrs
y t

t hrs
z y

=
+

�  
Thus the scour depth after 48 hours for this flood event is 

( )

48
(48) 93

1 48
2 2960

s Contty mm= =
+

 

( _ )

48
(48) 1736

1 48
67 3770

s Abut lefty mm= =
+

 

 ( _ )

48
(48) 1483

1 48
50 3880

s Abut righty mm= =
+

 

 

6. Maximum flood lasts 48 hours, therefore 

3% of ys(Cont), 46% of ys(Abut_left), and 38% of ys(Abut_right)
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(a) Time Average Velocity  (Initial) (b) Turbulence Intensity (Initial) 

Figure A.1 – Case 1II 
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(c) Time Average Velocity 

(after 124hour run) 
(d) Turbulence Intensity 

(after 124hour run) 
Figure A.1(contd.) – Case 1II 
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(e) Time Average Velocity  
(after 296hour run) 

(f) Turbulence Intensity  
(after 296hour run) 

Figure A.1(contd.) – Case 1II 
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(a) Time Average Velocity 
(Initial) 

(b) Turbulence Intensity 
(Initial) 

Figure A.2 – Case 2 
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(a) Time Average Velocity 

(Initial) 
(b) Turbulence Intensity 

(Initial) 
Figure A.3 – Case 6 
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(c) Time Average Velocity 

(After 120 hour run) 
(d) Turbulence Intensity 

(After 120 hour run) 
Figure A.3 (contd.) – Case 6 

 

y station (m) y station (m) 

x 
st

at
io

n 
(m

) 

x 
st

at
io

n 
(m

) 



A-8 
�

 
(e) Time Average Velocity 

(After 297 hour run) 
(f) Turbulence Intensity 

(After 297 hour run) 
Figure A.3 (contd.) – Case 6 
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(a) Time Average Velocity 

(Initial) 
(b) Turbulence Intensity 

(Initial) 
Figure A.4 – Case 7 
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(c) Time Average Velocity 

(After 120 hour run) 
(d) Turbulence Intensity 

(After 120 hour run) 
Figure A.4 (contd.) – Case 7 
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(e) Time Average Velocity 

(After 253 hour run) 
(f) Turbulence Intensity 

(After 253 hour run) 
Figure A.4 (contd.) – Case 7 
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(a) Time Average Velocity 

(Initial) 
(b) Turbulence Intensity 

(Initial) 
Figure A.5 – Case 8 
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(c) Time Average Velocity 

(After 123 hour run) 
(d) Turbulence Intensity 

(After 123 hour run) 
Figure A.5(contd.) – Case 8 
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(e) Time Average Velocity 

(After 275 hour run) 
(f) Turbulence Intensity 

(After 275 hour run) 
Figure A.5(contd.) – Case 8 
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(a) Time Average Velocity 

(Initial) 
(b) Turbulence Intensity 

(Initial) 
Figure A.6 – Case 9 
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(c) Time Average Velocity 

(After 123 hour run) 
(d) Turbulence Intensity 

(After 123 hour run) 
Figure A.6(contd.) – Case 9 
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(e) Time Average Velocity 

(After 250 hour run) 
(f) Turbulence Intensity 

(After 250 hour run) 
Figure A.6(contd.) – Case 9 
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(a) Time Average Velocity 

(Initial) 
(b) Turbulence Intensity 

(Initial) 
Figure A.7 – Case 10 
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(c) Time Average Velocity 

(After 120 hour run) 
(d) Turbulence Intensity 

(After 120 hour run) 
Figure A.7(contd.) – Case 10 
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(e) Time Average Velocity 

(After 296 hour run) 
(f) Turbulence Intensity 

(After 296 hour run) 
Figure A.7(contd.) – Case 10 
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(a) Time Average Velocity 
(Initial) 

(b) Turbulence Intensity 
(Initial) 

Figure A.8 – Case 11 
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(c) Time Average Velocity 
(After 120 hour run) 

(d) Turbulence Intensity 
(After 120 hour run) 

Figure A.8(contd.) – Case 11 
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(a) Time Average Velocity 
(Initial) 

(b) Turbulence Intensity 
(Initial) 

Figure A.9 – Case 12B 
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(a) Time Average Velocity 

(Initial) 
(b) Turbulence Intensity 

(Initial) 
Figure A.10– Case 17 
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(c) Time Average Velocity 

(After 128 hour run) 
(d) Turbulence Intensity 

(After 128 hour run) 
Figure A.10 (contd.) – Case 17 
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(e) Time Average Velocity 

(After 275 hour run) 
(f) Turbulence Intensity 

(After 275 hour run) 
Figure A.10 (contd.) – Case 17 
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Initial 24 hours 48 hous 72 hours 

Figure B.1 – Case1 
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96 hours 120 hours 156 hours 182 hours 

Figure B.1 (contd.) – Case1 
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240 hours 288 hours 336 hours 384 hours 

Figure B.1 (contd.) – Case1 
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Initial 20 hours 40 hours 60 hours 

Figure B.2 – Case1II 
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80 hours 100 hours 144 hours 189 hours 

Figure B.2 (contd.) – Case1II 
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232 hours 276 hours 320 hours 

Figure B.2 (contd.) – Case1II 
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Initial 24 hours 48 hours 72 hours 

Figure B.3 – Case2 
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96 hours 120 hours 156 hours 192 hours 

Figure B.3(contd.) – Case2 
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228 hours 264 hours 300 hours 

Figure B.3 (contd.) – Case2 
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192 hours 228 hours 264 hours 300 hours 

Figure B.4 (contd.) – Case3 
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348 hours 396 hours 456 hours 504 hours 

Figure B.4 (contd.) – Case3 
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Initial 48 hours 72 hours 96 hours 

Figure B.5  – Case4 
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120 hours 144 hours 168 hours 192 hours 

Figure B.5  (contd.) – Case4 
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216 hours 252 hours 298 hours 340 hours 

Figure B.5  (contd.) – Case4 
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Initial 24 hours 48 hours 72 hours 

Figure B.6   – Case5 
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96 hours 120 hours 168 hours 216 hours 

Figure B.6  (contd.)  – Case5 
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264 hours 312 hours 360 hours 408 hours 

Figure B.6 (contd.)   – Case5 
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Initial 20 hours 40 hours 60 hours 

Figure B.7   – Case6 
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80 hours 100 hours 144 hours 188 hours 

Figure B.7 (contd.)  – Case6 
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232 hours 276 hours 320 hours 

Figure B.7 (contd.)  – Case6 
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Initial 20 hours 40 hours 60 hours 

Figure B.8– Case7 
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80 hours 100 hours 144 hours 188 hours 

Figure B.8 (contd.)  – Case7 
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232 hours 257 hours 

Figure B.8 (contd.)  – Case7 
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Initial 20 hours 40 hours 60 hours 

Figure B.9– Case8 
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80 hours 100 hours 140 hours 180 hours 

Figure B.9 (contd.)  – Case8 
 

y station (m) y station (m) y station (m) y station (m) 

�
��
��
��
�
�
��
	

�



B-28 

�

 

 

   
224 hours 268 hours 308 hours 

Figure B.9 (contd.)  – Case8 
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Initial 20 hours 40 hours 60 hours 

Figure B.10  – Case9 
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84 hours 102 hours 145 hours 190 hours 

Figure B.10 (contd.) – Case9 
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230 hours 271 hours 

Figure B.10 (contd.)  – Case9 
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Initial 20 hours 40 hours 60 hours 

Figure B.11 – Case10 
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Figure B.11 (contd.) – Case10 
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Figure B.11 (contd.) – Case10 
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Initial 20 hours 40 hours 60 hours 

Figure B.12 – Case11 
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Figure B.12 (contd.) – Case11 
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231.5 hours 276 hours 320 hours 

Figure B.12 (contd.) – Case11 
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Initial 48 hours 72 hours 96 hours 
Figure B.13– Case12B 
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120 hours 144 hours 168 hours 192 hours 
Figure B.13 (contd.) – Case12B 
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216 hours 240 hours 264 hours 288 hours 
Figure B.13 (contd.) – Case12B 
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24 hours 48 hours 72 hours 96 hours 
Figure B.14– Case13 
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120 hours 144 hours 168 hours 192 hours 
Figure B.14 (contd.) – Case13 
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216 hours 240 hours 

Figure B.14 (contd.) – Case13 
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24 hours 48 hours 72 hours 96 hours 
Figure B.15– Case14 
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120 hours 144 hours 168 hours 192 hours 
Figure B.15(contd.) – Case14 
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216 hours 240 hours 

Figure B.15 (contd.) – Case14 
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24 hours 48 hours 72 hours 96 hours 
Figure B.16 – Case15 
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120 hours 144 hours 168 hours 192 hours 
Figure B.16 (contd.) – Case15 
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Figure B.16 (contd.) – Case15 
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20 hours 40 hours 60 hours 80 hours 

Figure B.17– Case17 
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100 hours 120 hours 165 hours 210 hours 

Figure B.17 (contd.) – Case17 
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Figure B.17 (contd.) – Case17 
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PHOTOGRAPHS FROM THE FLUME TESTS 
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Figure C.1 - Flow Pattern around Abutment of Case 1 (Flow from right to left) 
 

(a) Top View (Flow from left to right) (b) Maximum Abutment Scour 
Figure C.2 – Scour Pattern of Case 1 
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Figure C.3 - Flow Pattern around Abutment of Case 1II (Flow from top to bottom) 

 

  
(a) Top View (Flow from left to right) (b) Maximum Abutment Scour 

Figure C.4 – Scour Pattern of Case 1II 
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Figure C.5 - Flow Pattern around Abutment of Case 2 (Flow from left to right) 
 

(a) Top View (Flow from left to right) (b) Maximum Abutment Scour 
Figure C.6 – Scour Pattern of Case 2 
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Figure C.7 - Flow Pattern around Abutment of Case 3 (Flow from left to right) 
 

(a) Top View (Flow from left to right) (b) Maximum Abutment Scour 
Figure C.8  – Scour Pattern of Case 3 
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Figure C.9 - Flow Pattern around Abutment of Case 4 (Flow from top to bottom) 
 

  
(a) Top View (Flow from top to bottom) (b) Maximum Abutment Scour 

Figure C.10 – Scour Pattern of Case 4 
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Figure C.11 - Flow Pattern around Abutment of Case 5 (Flow from top to bottom) 
 

  
(a) Top View (Flow from top to bottom) (b) Maximum Scour 

Figure C.12 – Scour Pattern of Case 5 
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Figure C.13 - Flow Pattern around Abutment of Case 6 (Flow from top to bottom) 

 

  
(a) Top View (Flow from top to bottom) (b) Maximum Abutment Scour 

Figure C.14 – Scour Pattern of Case 6 
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Figure C.15 - Flow Pattern around Abutment of Case 7 (Flow from top to bottom) 

 

  
(a) Top View (Flow from top to bottom) (b) Maximum Abutment Scour 

Figure C16 – Scour Pattern of Case 7 
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Figure C.17 - Flow Pattern around Abutment of Case 8 (Flow from top to bottom) 
 

  
(a) Top View (Flow from top to bottom) (b) Maximum Abutment Scour 

Figure C.18 – Scour Pattern of Case 8 
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Figure C.19 - Flow Pattern around Abutment of Case 9 (Flow from top to bottom) 

 

  
(a) Top View (Flow from top to bottom) (b) Maximum Abutment Scour 

Figure C.20 – Scour Pattern of Case 9 
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Figure C.21 - Flow Pattern around Abutment of Case 10 (Flow from top to bottom) 

 

  
(a) Top View (Flow from top to bottom) (b) Maximum Abutment Scour 

Figure C.22 – Scour Pattern of Case 10 



C-13 
�

  
Figure C.23 - Flow Pattern around Abutment of Case 11 (Flow from top to bottom) 

 

  
(a) Top View (Flow from top to bottom) (b) Maximum Abutment Scour 

Figure C.24 – Scour Pattern of Case 11 
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Figure C.25 - Flow Pattern around Abutment of Case 12B (Flow from top to bottom) 
 

 
(a) Top View (Flow from top to bottom) (b) Maximum Abutment Scour 

Figure C.26 – Scour Pattern of Case 12B 
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Figure C27 – Before Test (Case 13) Figure C28 - Flow Pattern around Abutment of Case 13 
 

(a) At Down Stream (Flow from top to bottom) (b) Maximum Scour 
Figure C.29 – Scour Pattern of Case 13 
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Figure C.30 – Before Test (Case 14) Figure C.31 - Flow Pattern around Abutment of Case 14 

 

(a) At Down Stream (Flow from bottom to top) (b) Maximum Abutment Scour 
Figure C.32  – Scour Pattern of Case 14 
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Figure C.33 - Flow Pattern around Abutment of Case 15 (Flow from left to right) 

 

(a) Top View (Flow from top to bottom) (b) Maximum Abutment Scour 
Figure C.34 – Scour Pattern of Case 15 
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Figure C.35 - Flow Pattern around Abutment of Case 16 (Flow from top to bottom) 
 

(a) Top View (Flow from top to bottom) (b) Maximum Abutment Scour 
Figure C.36 – Scour Pattern of Case 16 
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Figure C.37 - Flow Pattern around Abutment of Case 17 (Flow from top to bottom) 
 

  
(a) Top View (Flow from top to bottom) (b) Maximum Abutment Scour 

Figure C.38 – Scour Pattern of Case 17 
 


