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Transportation agencies have traditionally used average travel times and travel time sav-
ings to measure system performance and benefits of improvement investments. The reli-
ability of travel times from day to day has recently emerged as an important component of 
system performance for agencies and, of equal importance, for users who may rely on the 
roadway system for on-time arrival at their destinations. Unreliable travel can have sig-
nificant negative consequences for individuals and businesses and thus requires that the 
value of reliability be considered in the selection of performance improvement projects. 
There is a need to understand the benefits of providing reliable travel time, establishing 
appropriate monetary values, and incorporating the additional dimension of travel time 
reliability into the economic analysis methods that support alternative project investment 
evaluations and programming decisions that will lead to better operational performance. 
This report will be of interest to transportation agencies and professionals involved in 
the analysis and selection of highway improvement projects for operational and capital 
programming.

Traffic congestion continues to grow on the nation’s highways, increasing the concerns of 
transportation agencies, the business community, and the general public. Congestion 
includes recurring and nonrecurring components. Recurring congestion reflects routine 
day-to-day delays during specific time periods where traffic demand exceeds available 
roadway capacity. Road users come to expect these daily traffic patterns and adjust their 
travel plans accordingly to achieve timely arrivals. Nonrecurring congestion results from 
random incidents such as crashes, weather, and work zones, which cause unexpected extra 
delays. Road users are frustrated by these unexpected delays, which can make for late arrival 
times at their destination. The SHRP 2 Reliability research objective focuses on reduc-
ing nonrecurring congestion through incident reduction, management, response, and 
mitigation. Achieving this objective will improve travel time reliability for both people  
and freight.

This report documents and presents a pilot approach at the regional planning level to 
develop, justify, apply, and assess the impact of travel time reliability as a dimension in the 
economic analyses that support project investment evaluations. The pilot approach had a 
multimodal focus that addressed both automobile and public transit trip reliability impacts. 
Background research was conducted to select the travel time reliability metrics for use in the  
pilot, as well as to establish an understanding of the value of reliability. The research results 
served as the basis to engage the regional stakeholder agencies in a collaborative exercise to 
establish a locally agreeable value of reliability as an input to analytical modeling applica-
tion. The modeling framework involved replacing the common static traffic and transit 
assignment with a dynamic transportation network assignment for both traffic and tran-
sit. This network assignment could measure travel times and reliability for both modes to 
serve the development of generalized cost estimates and establish monetary values for the 
value of travel time and reliability. The model framework was applied to a single corridor, 

F O R E W O R D
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under baseline and future traffic conditions. The cost-benefit impacts of various competing 
improvement scenarios were assessed considering both travel time and travel time reliabil-
ity. Business processes that compare operational alternatives with more traditional capital 
improvements were evaluated and ranked. The approaches, methods, and findings of this 
pilot application could be informative to other agencies and jurisdictions that have an inter-
est in adopting and incorporating travel time reliability into their project development and 
programming decision-making process.
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The objective of the second Strategic Highway Research Program (SHRP 2) Reliability Project L35A, 
The Estimation and Use of Value of Travel Time Reliability for Multi-Modal Corridor Analysis, 
is to demonstrate viable local methods for estimating reliability measures, as well as the economic 
value of travel time reliability that is agreeable to the local modeling and policy group within a 
context of transportation decision making.

The principal research activities include (1) increasing policy makers’ situational awareness 
through a workshop engagement (the first one), (2) obtaining a value of travel time reliability that 
is locally acceptable for the demonstrative nature of this project, (3) applying such a value to an 
integrated regional travel demand model and dynamic traffic and transit assignment modeling 
approach, (4) setting up and evaluating a wide range of scenarios, and (5) presenting the research 
findings to the same policy groups, obtaining feedback and comments regarding the overall mod-
eling exercise and assessments of potential future use of reliability in actual project analysis.

The Portland Metro policy group to adopt a simplified stated-preference method via an online 
survey to estimate the reliability ratio (RR) that can be used to estimate the value of travel time 
reliability. Although this is a highly simplified method, the estimated RR value appears to be com-
parable with the literature and was confirmed to be acceptable for further project scenario model-
ing activities.

To better account for the time-varying nature of traffic dynamics and to further leverage the 
prior SHRP 2 research products, the research team applied the state-of-the-art network models 
to better capture the needed sensitivity with respect to reliability. The research team integrated 
Metro’s trip-based travel demand model with the dynamic traffic assignment model DynusT (for 
Dynamic Urban Systems for Transportation) and the dynamic transit assignment model FAST-
TrIPs (for Flexible Assignment and Simulation Tool for Transit and Intermodal Passengers) in 
this project. Both of the latter models were based on the research products associated with the 
SHRP 2 C10B project. SHRP 2 L35A is the first project that is able to demonstrate successfully 
the feasibility of integrating the network models from SHRP 2 C10B with a trip-based model.

More than 10 scenarios were identified and modeled in this project. The analysis results indicate 
that both bus rapid transit and variable message signs contribute to improved reliability for the 
Southwest Corridor when the performance over multiple modes and facilities is being con-
sidered. Bus rapid transit contributes to improved corridor performance by increased ridership 
due to higher reliability, and variable message signs contribute to improved corridor reliability by 
balancing the arterial and freeway flow via information dissemination.

Such modeling processes and results were fully presented and discussed at the second work-
shop with the Metro policy group. The policy group members concluded that incorporating 
reliability into the overall scenario and project analysis helped them to better understand the 
potential benefit of studied strategies that could not be otherwise realized within the traditional 
method.

Executive Summary
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Travel time reliability is a significant aspect of transportation 
system performance. Recent work has shown that reliability 
has value to travelers and that their behavior is influenced by 
it. A wealth of research findings related to the second Strategic 
Highway Research Program’s (SHRP 2) Reliability Program 
has provided numerous instances of theoretical and empirical 
evidence for this fact. Reliability influences decisions about 
where, when, and how to travel. Because of the extra economic 
cost of unreliable travel on users, it has been increasingly rec-
ognized that transportation planners and operators need to 
include these costs in the project planning, programming, and 
selection process.

SHRP 2 has launched several studies investigating theoreti-
cal and practical methodologies to measure, value, and pre-
dict automobile travel time reliability. In the present project, 
the L35A research team sought to develop a theoretically 
sound, practical, viable, and flexible local method based on 
prior related SHRP 2 project findings to incorporate travel 
time reliability into the project evaluation process for multi-
modal project planning and development. In other words, 
this project does not attempt to “reinvent the wheel” and 
repeat the research activities undertaken by prior SHRP 2 
projects but to build the knowledge formulated by these 
various studies into an integrated framework and procedure 
in a practical real-world case study that effectively engages 
policy makers and elevates their understanding and confi-
dence that SHRP 2 Reliability research products can properly 
represent project performance characteristics and inform 
decision making.

The two foundational bodies of knowledge for L35A are 
SHRP 2 L03 and C10B. The L03 project developed an analyti-
cal framework and procedure to estimate reliability measures 
for a traffic network. In a nutshell, Reliability project L03 
established various relationships between the mean and vari-
ance of travel time. Generally speaking, the higher the mean 
travel time is, the higher the travel time variance is. The pro-
posed method also accounts for nonrecurrent event–induced 

travel time variance. The advantage of this framework for 
regional modeling lies mainly in its computational tracta-
bility because this method does not require running Monte 
Carlo simulation–type random processes such as those pro-
posed in the SHRP 2 L04 Reliability project.

The second building block for this project is the fine-grained, 
multimodal dynamic traffic simulation and assignment net-
work models created from SHRP 2 C10B. Multimodal models 
capture travel time reliability for both automobile traffic and 
public transit services. These integrated network models allow 
the modeler to depict time-varying network traffic dynamics 
that, through the skim feedback process, can better inform the 
travel demand forecasting model in estimating trip generation 
and distribution.

The agency member of this project, metropolitan planning 
organization Portland Metro of Portland, Oregon, is a pio-
neering transportation planning agency that has adopted 
many innovative modeling techniques in the last few decades. 
Metro modeling staff once suggested a desire to assess hours 
of congestion and reliability measures in the project evalua-
tion process, but they never implemented that wish because 
Metro’s existing travel demand model cannot forecast unreli-
able areas in the existing framework.

Traffic reliability was introduced in the Transportation Exist-
ing Conditions Report using INRIX data from the past 3 years 
to illustrate a buffer index using the 95th percentile travel time 
compared to average travel time. This report marked the first 
time Metro addressed reliability in its reporting, and addressed 
in combination with a congestion map (also produced using 
INRIX), the reliability map was useful in identifying trans-
portation needs. Leveraging the research methodologies and 
outcomes produced by this research, Metro was able to use 
reliability measures to improve the development of Metro’s 
overall transportation improvement program and specific 
project programming. In this way, projects intended to provide 
either a primary or a secondary benefit in improving travel 
time reliability can be prioritized like any other project.

C h a p t e r  1

Introduction
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through a variety of measures of performance. As a result, a 
critical advantage of the framework is that reliability can be cap-
tured for both automobile and transit travel, capturing multi-
modal measures of travel times and of travel time variability.

The result of the dynamic transportation network assign-
ment process is a set of metrics on automobile users’ and tran-
sit passengers’ travel times and travel time variability. Using 
these existing and emerging methods, which have been well 
documented in other SHRP 2 Reliability projects, the travel 
times and variability measure(s) can be used to determine a 
resulting generalized cost of travel. In this project we chose 
the methodology proposed by SHRP 2 Project L03 Analyti-
cal Procedures for Determining the Impacts of Reliability 
Mitigation Strategies (Cambridge Systematics 2013a). This 
method allows the recurrent- and nonrecurrent congestion–
induced reliability measures to be computed analytically, 
accommodating the computational requirements for large-
scale modeling.

These reliability measures can be fed back to the travel 
demand modeling process for the purposes of capturing the 
effects of reliability in both mode split and trip distribution 
steps. This procedure continues in an iterative manner until 
the generalized cost is convergent and stable.

The convergent travel times and travel time variability mea-
sures from dynamic network assignment can then be converted 
into more direct measures of generalized cost and/or general-
ized time. This conversion is important because it allows direct 
monetization of VTTR and the value of travel time (VOTT). 
These two measures, which have been extensively studied 
through the SHRP 2 program and in previous research, give 
greater economic meaning to the value of reliability. We then 
have the ability to convert the generalized cost (or time) into 
a total measure of benefit (or cost) to travelers under certain 
projects and under given planning scenarios.

These benefits and/or costs, comprising both travel time 
and reliability, can be turned into criteria fitting into the exist-
ing project evaluation process. Portland Metro’s existing proj-
ect evaluation criteria include, but are not limited to, traffic 
volume, capacity ratio, vehicle miles, automobile and transit 
travel times, average automobile and transit work trip travel 
times, and in-vehicle transit travel times.

1.3  Modeling platform  
and Framework

1.3.1 Metro Existing Travel Demand Model

The current Metro demand model is considered to be an 
enhanced trip-based demand model. It has gained the accred-
itation of the Federal Transit Administration and the Federal 
Highway Administration for use in infrastructure investment 
projects.

1.1 research Goals and Scope

The overarching goal of L35A is to establish a locally acceptable 
method for determining the value of travel time reliability 
(VTTR) and show how to apply such obtained values, as well 
as travel time reliability measures, to project evaluation and 
program development following a defined modeling process. 
Critical objectives serving this goal included the following:

1. Developing travel time reliability measures. The adopted 
method primarily follows the L03 framework and approach 
(in lieu of Monte Carlo simulation types of methods, such 
as those used in SHRP 2 L04) to facilitate the computa-
tional requirements of regional modeling;

2. Developing a locally accepted method to estimate the value 
of reliability. Such a method was originally proposed to be 
adopted from the literature review, but the actual method 
used is a simplified stated-preference model similar to that 
used in a recent Dutch study (Significance et al. 2013);

3. Generating reliability measures in a multimodal, dynamic 
traffic assignment (DTA) framework to allow reliability 
measures to be captured in a time-varying manner;

4. Revising Metro’s existing project evaluation process to 
incorporate VTTR in an integrated feedback framework;

5. Presenting results from a real-world case study on how 
travel time variability affects cost-benefit results and project 
ranking and discussing what previously unavailable insights 
could be supported by the analysis afforded by the proposed 
integrated modeling approach;

6. Providing a case study that would be primarily conducted 
by the technical staff of the participating transportation 
agency. This requirement allowed the agency staff to obtain 
realistic first-hand experience and thus be able to arrive at 
a realistic assessment of user and market readiness of the 
SHRP 2 research products; and

7. Presenting the research findings to local stakeholders and 
learning whether the proposed overall methodology and 
findings elevated their understanding and willingness to 
continue adopting reliability measures in future project 
assessment and selection processes.

1.2  Overview of the research 
Framework

The overall research framework is illustrated in Figure 1.1. 
The top left of the figure shows a modified representation 
of the traditional steps in travel demand modeling, but replac-
ing the common static traffic and transit assignment with a 
dynamic transportation network assignment that covers both 
road travel and dynamic transit assignment. The dynamic traf-
fic and transit assignment models used in this project are fully 
capable of capturing time-dependent, travel time variability 
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1.3.1.1 Inputs

Demographic data for input into the demand model process 
included the number of households in each traffic analysis zone 
stratified by household size, income group, and age of house-
hold head. Employment data were stratified by nine employ-
ment categories. Several separate models were created to 
provide inputs into different steps of the model. These included 
models to estimate the number of workers, number of children, 
and automobile ownership by household categories.

Urban form descriptors, which refer to the spatial pattern 
of urban activities, are an important part of the model due to 
their influence on trip making. An accessibility measure was 
calculated that reflected the proximity of households to shop-
ping and job opportunities. Local intersection density was also 
determined.

Transportation system supply data were created for the 
purpose of determining travel times and generalized costs. 
Travel time data were created for two time periods, an AM 
peak two-hour period and a midday one-hour period, for the 
auto, transit, park-and-ride, walk, and bike modes. Transit 
skims included in-vehicle, walk, first wait, transfer wait, and 

Trip Generation 

Dynamic Network
Assignment 

Trip Distribution 

Mode Split 

Travel Time and
Travel Time Reliability

Generalized Cost of
Auto & Transit Travel
Time to Convergence

Cost and Benefit
Analysis

Project Evaluation

Project
Prioritization/Program

Economic and
Demographic data

Value of Time 

Value of Travel
Time Variability

Scenario: Northwest
Corridor Analysis

Sensitivity Analysis

Figure 1.1. Overall model framework.

number of transfers. Trip cost data included automobile 
operating costs, parking costs, and transit fares. Household 
survey data were used to estimate the percentage of peak 
versus off-peak travel for each trip purpose and were used 
in mode choice.

1.3.1.2 Trip Generation

The trip generation step created trips for eight trip purposes: 
home-base work, home-base shopping, home-base recreation, 
home-base other, non-home-base work, non-home-base non-
work, home-base school, and home-base college. For each 
traffic analysis zone, the number of households in specific 
demographic categories was multiplied by a production rate. 
For example, for the home-base work trips, the trips were cal-
culated using the number of workers in the household, which 
was calculated in the worker model.

For home-base work and home-base college, trip attrac-
tions were calculated and productions and attractions were 
balanced during destination choice. For the other trip pur-
poses, attractions were not calculated directly; the produc-
tions were singly constrained. The magnitude of employment 
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(by type and associated parameter) served to indicate the 
relative attractiveness of a destination zone during destination 
choice.

1.3.1.3 Destination Choice

The destination choice models were developed using a multi-
nomial logit estimation procedure. Each of the eight trip pur-
poses had a separate set of variables and coefficients. Household 
trips by income levels were distributed separately with different 
variables and coefficients for each stratum, including the 
employment categories at the destination zone. This feature 
allowed households to be linked with jobs that reflected an 
appropriate level of income. Logsums were used in the destina-
tion choice step to provide sensitivity to changes in multimodal 
accessibility. These logsums were created from the variables 
and coefficients used in mode choice.

1.3.1.4 Mode Choice

The mode choice models were developed using a multinomial 
logit estimation process. Household characteristics such as 
income level, automobile ownership, and household size were 
used, as well as travel time, urban form descriptor, and cost vari-
ables. The modes included in the demand model were drive 
alone, drive with passenger, auto passenger, walk access transit, 
auto access transit, bike, and walk.

An important model feature was the incorporation of results 
from a stated-preference study that quantified travelers’ percep-
tions of different transit vehicles and transit stops. The model 
reflects the differences in how travelers view in-vehicle time by 
vehicle type (i.e., bus, rail) as well as the type of stop (i.e., large 
transit center, small shelter, and pole stop). Another notable 
feature was the creation of a formal bike utility that reflects the 
attractiveness of a bike route as measured by key indicators 
(e.g., gradient, bike lanes/paths/trails, ambient traffic, inter-
section controls). The park-and-ride mode now has an ele-
ment concerning lot choice based on a lot’s utility; this element 
also responds to lot capacity constraints.

An important element in the model is the delineation of 
time periods. Trips for each type of purpose were stratified 
into those made during peak periods and off-peak periods. 
Each time stratum was populated with attribute values that 
reflected the characteristics of the temporal period.

1.3.1.5 Trip Assignment

For the static automobile assignment, a capacity-restrained 
equilibrium assignment was used. Transit assignments were 
also performed. For most scenarios, a PM two-hour peak and 
a midday off-peak assignment were analyzed. Feedback mech-
anisms were in place because the travel times are fed into the 

demand model during the iterative process. Metro has also 
developed DTA capabilities for use in project analysis.

1.3.2  Multimodal Simulation and Assignment 
Framework (DynusT and FAST-TrIPs)

The University of Arizona has developed an integrated frame-
work for dynamic automobile and transit assignment and 
simulation by using the open source software tools DynusT 
(Dynamic Urban Systems for Transportation) and FAST-
TrIPs (Flexible Assignment and Simulation Tool for Transit 
and Intermodal Passengers). The interactions of these two 
software tools are described in Section 5.3. DynusT has been 
used extensively as a DTA tool in the United States, including 
playing leading roles in SHRP 2 Projects C10B and L11, and 
in many local applications and deployments of DTA. The 
FAST-TrIPs software tool has also been used in several recent 
projects, including SHRP 2 Project C10B.

DynusT is used by Portland Metro, which has developed a 
working regionwide DTA-compatible automobile network. 
Network attributes include lanes, speeds, and facility types, as 
well as intersection-level details (number of turn bays, length 
of turn bays, lane-to-lane movements, signal phasing, and 
permitted–protected left-turn treatments). This network can 
be easily imported into any of several DTA packages, includ-
ing DynusT.

In addition, Metro has worked on improving input trip 
tables for use in DTA. Currently, Metro is able to produce 
trip tables segmented into 15-min demand periods. These 
trip tables come directly from the travel demand model and 
are easily formatted to work with any DTA package, including 
DynusT. Figure 1.2 illustrates the Portland Metro DTA model 
in DynusT.

The team also adapted the existing transit data at Metro to 
develop and implement FAST-TrIPs for Metro. This involved 
converting Portland Trimet files corresponding to Google’s 
General Transit Feed Specification (GTFS) into a network 
format that matched the DynusT network.

Three main parts of the integrated model are differentiated. 
The demand model, in the form of a tour-based (or activity 
choice) travel demand model, provides the outputs, contain-
ing travelers with a given origin, destination, preferred arrival 
time, and transportation mode. These data are separated into 
auto, transit, and intermodal trips and are fed into the assign-
ment models in DynusT and FAST-TrIPs. As a DTA model, 
DynusT includes transit vehicle simulation, as well as auto and 
truck vehicle simulation. For the initial transit run in DynusT, 
a fixed dwell time of the transit vehicles is assumed and fed 
into the first iteration of the simulation. The main outputs of 
the DTA model are auto skims, which are used to check the 
convergence of DTA and are also fed back to the travel demand 
model to adjust the demand for the next iteration. Another 
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Figure 1.2. Portland Metro DynusT model.

output of DynusT is the vehicle trajectories, including the 
departure times of the transit vehicles at each stop, which are 
passed to FAST-TrIPs to simulate passenger movements in 
the transit network.

The transit part of the model receives the vehicle skim by 
the experienced vehicles, including public transit vehicles, 
and simulates the passengers in the transit network using 
the path choices coming from the transit assignment. Pas-
sengers are assigned on a transit schedule network accord-
ing to their stochastic behavior along a given hyperpath in 
which every passenger will have an elementary (or single) 
path. Passengers are then simulated along the assigned paths, 
on which it is possible to have some missing-a-bus cases 
caused by late arrival or capacity constraint. As iterating the 
integration model continues, the passengers with missing-
a-bus will disappear as link travel times are converged. Ulti-
mately, the transit simulation in FAST-TrIPs produces a 
transit skim with access, waiting, in-vehicle, and transfer 
times. The boarding and alighting results from the simulation 
are used to generate vehicle dwell times, which are used  
in the next iteration of the vehicle simulation in DynusT. 

Finally, the transit skim data are fed back into the travel 
demand model.

1.4 report Structure

This report is structured as follows:

•	 Chapter 2 provides an overview of the integrated model. 
•	 Chapter 3 presents the agreed local method for determining 

reliability measures and VTTR. 
•	 Chapter 4 discusses the process for prioritizing operational 

and capital improvement. 
•	 Chapters 5 through 7 describe the modeling and scenario 

analysis details. 
•	 Chapter 8 describes the second workshop, in which the 

research findings were presented to the policy group and 
feedback was collected. 

•	 Chapter 9 concludes this report. 
•	 Chapter 10 lists all cited literature. 
•	 Appendix A presents the Southwest Corridor work plan. 
•	 Appendix B describes the DynusT–FAST-TrIPs integration 

run shown in DynuStudio.
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Overview of DynusT–FAST-TrIPs Integrated Model

2.1 DynusT

2.1.1 DynusT Model Structure

As shown in Figure 2.1, DynusT consists of iterative inter
actions between its two main modules, traffic simulation and 
traffic assignment. Vehicles are created and loaded into the 
network based on their respective origins and follow a spe
cific route based on their intended destinations. The large
scale simulation of networkwide traffic is accomplished through 
the mesoscopic simulation approach, which omits intervehicle 
carfollowing details while maintaining realistic macroscopic 
traffic properties (i.e., speed, density, and flow). More specifi
cally, the traffic simulation is based on the anisotropic meso
scopic simulation (AMS) model, which simulates the movement 
of individual vehicles according to the concept that a vehicle’s 
speed adjustment is influenced by the traffic conditions in front 
of the vehicle. In other words, at each simulation interval, a 
vehicle’s speed is determined by the speed–density curve, and 
density is defined as the number of vehicles per mile per lane 
with a limited distance—defined as the speedinfluencing 
region (SIR)—downstream of the vehicle (Chiu et al. 2010).

After simulation, necessary measures of effectiveness (MoEs) 
are fed into the traffic assignment module. The traffic assign
ment module consists of two algorithmic components: a time
dependent shortestpath (TDSP) algorithm and timedependent 
traffic assignment. The TDSP algorithm determines the TDSP 
for each departure time, and the traffic assignment component 
assigns a portion of the vehicles departing at the same time 
between the same origin–destination (OD) pair to the time
dependent leasttravel time path following a “route swapping” 
type of traffic assignment procedure.

In DynusT, the assignment algorithm adopts the isochronal 
vehicle assignment method (Nava and Chiu 2012), which 
aims to maintain a balance between computational efficiency 
and solution algorithm quality. Innovations in computational 
efficiency allow DynusT to perform 24hour assignment, a 
feature that was critical for estimating daily traffic patterns for 

the purpose of this study. The computational features include 
(1) reusing vehicle IDs to commit computer memory only for 
those vehicles that exist in the network during simulation so 
that memory usage is not cumulative to the total number of 
generated vehicles, and (2) assigning vehicles with TDSPs 
that are solved based on an epoch, which is the time period 
over which network statistics are collected for solving for the 
TDSP. An epoch was defined as about one to two hours in 
length. The memory usage for the TDSP is limited by the 
length of the epoch regardless of the length of the total evacu
ation simulation period.

Once the assignment of the current iteration is finished, all 
vehicles are again loaded and moved along their paths in the 
simulation module to evaluate if the timedependent user 
equilibrium (TDUE) condition is satisfied. If so, the algorith
mic procedure is terminated; otherwise, the next iteration 
begins.

2.1.2  Anisotropic Mesoscopic  
Traffic Simulation

The AMS model was developed based on two intuitive con
cepts and traffic characteristics: (1) at any time, a vehicle’s 
prevailing speed is influenced only by the vehicles in front of 
it, including vehicles that are in the same or adjacent lanes; 
and (2) the influence on a vehicle of traffic downstream 
decreases with increased distance. These two characteristics 
define the “anisotropic” property of the traffic flow and pro
vide the guiding principle for AMS model design. Based on 
such concepts, for any vehicle i, only those leading vehicles 
present in vehicle i’s immediate downstream area and within 
a certain distance are considered to influence vehicle i’s speed 
response. This concept is a similar concept to a stimulus–
response type of carfollowing model, with the distinction that 
in AMS, the stimulus of a vehicle’s speed response is represented 
in a macroscopic manner instead of using intervehicle distance 
or speed as in microscopic models.

C h a p T e r  2
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For modeling purposes, the speedinfluencing region for 
vehicle i (SIRi) is defined as vehicle i’s immediate downstream 
roadway section in which the stimulus is significant enough 
to influence vehicle i’s speed response. This concept is further 
depicted in Figure 2.2, in which a multilane, homogeneous 
roadway segment is considered. The SIR for vehicle i is defined 
as the area (including the lane in which vehicles reside and all 
the adjacent lanes) in front of vehicle i, where the traffic con
dition (represented by the density) affects vehicle i’s speed 
response. At each simulation clock tick, vehicle i’s speed is 
influenced by the density in SIR. The upstream and down
stream traffic outside the SIR does not influence vehicle i. The 
SIRi length can be assumed to be either equal for all vehicles 
or variable according to different flow conditions. In this 
study SIRi length was assumed to be an average value l across 
all vehicles. The traffic density in SIRi, denoted as ki, is calcu
lated as the number of vehicles present in SIRi divided by the 
total lane miles of SIRi. As such, the unit of ki becomes the 
number of vehicles per mile per lane.

At the beginning of a simulation interval t, for each vehicle i, 
the prevailing speed of vehicle i during the simulation interval t 
is determined by Equation 2.1, where ℘: k → v is a nonincreas
ing speed–density relationship function with two boundary 
conditions: ℘(0) = vf and ℘(kqueue) = 0. The queue density 

kqueue is defined as the “bumpertobumper” density observed 
in a long, standingstill queue, which is generally greater than 
the jam density reported in the literature.

The algorithmic steps of an AMS model during simula
tion are as follows. At each clock tick t (the beginning of a 
simulation interval), each vehicle’s speed vt

i is evaluated 
based on its SIR density, which is obtained from the previ
ous clock tick ki

t -1 through the v-k relationship function 
℘(ki

t -1). The SIR density is calculated based on Equation 2.2 
or 2.3, depending on whether the SIR spans over the freeway 
segment with a different capacity. If the SIR spans a homo
geneous highway section, Equation 2.2 applies; otherwise, 
Equation 2.3 is used. Vehicle i’s traveling distance at the end 
of the current simulation interval is obtained by taking the 
prevailing speed vt

i times the duration of the simulation 
interval ∆.
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where
 i: subscript denoting a vehicle. The index i decreases 

with vehicles traveling in the same direction on 
the same link;

 t: superscript denoting a simulation interval;
 l: SIR length;
 vi

t: prevailing speed of vehicle i during simulation 
interval t;

 xi
t -1: distance between vehicle i and lane drop (open) 

at clock tick t - 1;
 ki

t -1: density of SIR for vehicle i;
 Ni

t -1: number of vehicles present in SIR, excluding 
vehicle i;

 vf: freeflow speed in the speed–density relationship;
	 ℘: k → v: nonincreasing speed–density function specify

ing the v-k relationship, where ℘(0) = vf and 
℘(kqueue) = 0; and

 kqueue: queue density, ℘(kqueue) = 0.

During the AMS simulation, each vehicle maintains its 
own prevailing speed and SIR at the beginning of a simula
tion interval. The traveling distances of individual vehicles 
are therefore likely to differ, even though they are on the 
same link. This feature is different from certain previous 
models (Jayakrishnan et al. 1994; Balakrishna et al. 2005) in 
which all moving vehicles on the same link travel at the 
same speed. This difference characterizes the AMS model as 
a vehiclebased mesoscopic model having a greater degree 

Figure 2.1. DynusT model algorithmic structure.
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of resemblance with carfollowing–based microscopic mod
els. The major difference between AMS and carfollowing 
models is that in AMS, a vehicle’s speed adjustment at each 
simulation time interval is governed by the SIR density ki

t , 
which is a macroscopic measure of all the vehicles present in 
the SIR region, instead of an intervehicle measure between 
the target and the leading vehicle(s).

Because the SIR moves with each vehicle during simulation, it 
can be anticipated that in the AMS model, the vehicleadvancing 
mechanism is generally independent of the representation of 
network structures (i.e., the size or length of the cell, segment, 
or link) under the uninterrupted flow condition. Each vehicle 
makes speed adjustment decisions solely based on its SIR den
sity; the AMS simulation results generally remain stable regard
less of how link lengths are defined unless the link is shorter than 
a certain threshold that violates the one required by a general 
timebased simulation.

AMS handles queue formation and discharge in a natu
ral and straightforward manner. When kqueue is reached, v = 
℘(kqueue) = 0; vehicles speed up when the SIR density decreases. 

This mechanism allows for clear representations of substantial 
or transient queue formation or discharge. When a freemoving 
vehicle approaches the end of a queue, its speed gradually 
approaches the same speed of the queue tail as its SIR density 
approaches the SIR density of the leading vehicles. Depend
ing on how the overtaking condition is met, this vehicle may 
trail at the end of the queue without “jumping over” leading 
vehicles, or it may stop ahead of the leading vehicle.

Equation 2.1 was further extended to simulate traffic flow 
in uninterrupted flow facilities under various configurations, 
such as homogeneous highways, nonhomogeneous highways, 
and temporary blockage, by specifically considering different 
SIR density ki

t  calculations corresponding to those conditions. 
As shown in Equation 2.2, in the case of the homogeneous 
highway, ki

t  is calculated as the number of vehicles present in 
the SIR divided by the total number of lane miles of the SIR 
(i.e., the SIR length times the number of lanes). When lane 
drops or lane additions occur within the SIR, the total lane 
miles of SIR are the sum of the lane miles of separate sections, 
as shown in Equation 2.3. The lane drop (Figure 2.2b1) or 

Source: Chiu et al. 2010. 
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Figure 2.2. AMS model concept.
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point bottleneck (Figure 2.2b2) (from m to n lanes, n < m) 
occurs downstream from vehicle i. The total lane miles in the 
SIR are calculated as mx + n(l - x), and the resulting ki

t  is the 

smaller of kqueue and 
1

( )+ −

−N

mx n l x
i
t

, which is the number of 

vehicles in the SIR at the beginning of time interval t - 1 
divided by the total lane miles mx + n(l - x) in the SIR.

In the case of a lane drop or a point bottleneck (n < m), the 
SIR density of a vehicle gradually increases (and hence speed 
reduces) as it approaches the bottleneck. When n = 0, a com
plete blockage occurs that can be applied to either the point 
blockage or redlight signal indication. In the case of discharg
ing from a bottleneck, as a vehicle approaches the opening up 
of the bottleneck, the density reduces and speed increases 
gradually.

Vehicle simulation under the presence of transit vehicles 
needs to properly differentiate the situation with or with
out bus pullouts. As illustrated in Figure 2.3a, when a bus 
pullout is present and a transit vehicle resides in the pull
out, the SIR area of passing vehicles remains unchanged. 
Without the pullout (Figure 2.3b), the stopped transit vehi
cle typically blocks one traffic lane, creating a temporal 
blockage to the traffic downstream. The SIR area of the 
approaching vehicles is modified as shown in Figure 2.3b, 
which leads to a slowdown effect similar to the one due to 
lane drop in Figure 2.2b1. The departure from each stop 
involves different rules for frequency or schedulebased 
transit. For a schedulebased transit operation, a transit 
vehicle must be held until the scheduled departure time  
if it is ahead of schedule after boarding and alighting.  
Such vehicle holding is unnecessary in a frequencybased 
operation.

2.2 FaST-TrIps

For the transit component, FASTTrIPs is divided into two main 
submodules, transit assignment and simulation. The transit 
assignment submodule plays the role of passenger assignment 
for given OD pairs considering the capacity constraint of 
each transit vehicle. For assigning transit passengers for the 
OD pairs, a hyperpath model (Noh et al. 2012) is activated by 
searching a feasible strategic path on each OD pair. Since each 
hyperpath has multiple alternative links for each predecessor 
link, at least one single path, a socalled elementary path, is gen
erated on a hyperpath. Each passenger is loaded on the specific 
elementary path according to the probability chosen by a logit 
model. The assigned passengers, including their path, are given 
to and simulated through the submodule transit simulation in 
FASTTrIPs. During the simulation, experienced arrival and 
departure times of transit vehicles are used to simulate boarding 
and alighting of passengers, considering transfers and other 
components (i.e., walking and waiting). Each passenger’s trajec
tory (i.e., experienced path) is recorded, and dwell time for each 
transit route is calculated as a function of the boardings and 
alightings at each stop. The results of the simulation are used in 
the next iteration of auto–transit vehicle simulation, and they 
are also fed back to the activitybased model for updating the 
demand when the DynusT–FASTTrIPs integration model 
converges.

2.2.1 Passenger Assignment

For considering passenger strategic choice on a set of routes 
at each stop, a hyperpath model is introduced on a linkbased 
timeexpanded (LBTE) transit schedule network (Noh et al. 
2012). To apply the hyperpath model, an LBTE transit 

SIR

Transit Vehicle

Transit Vehicle
SIR

(a)

(b)

Figure 2.3. (a) SIR area with bus pullout and (b) SIR area without bus pullout.
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schedule network is prepared. The basic unit of the LBTE 
transit network is defined on each link, which connects two 
consecutive stop time runs by an identical transit vehicle. 
Crucial time information, such as departure and arrival 
times, is allocated on each schedule link. Like a turn penalty 
between two successive links, waiting and transfer times are 
included in the attributes of the LBTE transit schedule net
work. All timerelated information is represented in a gener
alized cost in the hyperpath search.

On the prepared LBTE transit network, a hyperpath search 
model is applied to generate the optimal hyperpath. The fun
damental hyperpath model was proposed by Nguyen and 
Pallottino (1988) and Spiess and Florian (1989) in terms of 
understanding a passenger’s strategy on a frequencybased 
transit network. Divergent hyperpath models have been 
applied on transit schedulebased networks (Hamdouch and 
Lawphongpanich 2008). In the LBTE transit network, a hyper
path is generated in a recursive manner by updating the gener
alized cost from the origin to all destinations by a forward 
search, or from the destination to all origins by a backward 
search. For example, consider a network with three links a1, a2, 
and a3, as shown in Figure 2.4, and assume a backward search 
from the destination. ĉa2

 and ĉa3
 are the labels of links a2 and a3, 

respectively. Assuming that those two labels are given or have 
been updated, the label of link a1 is updated by a weighting 
function of link a2 and a3 or hyperlink e3 and the cost of link a1, 
ca1

, so that ĉa1
 = ca1

 + w(ĉa2
, ĉa3

), where w(z) stands for a weighting 
function of the hyperlink e3 with two alternative links, a2 and a3. 
For the appropriate weighting function on this transit schedule 
network, Noh et al. (2012) proposed a logsumtype function.

For the hyperpath search, we use the acyclic property of a 
transit schedule network to determine an efficient search algo
rithm. The acyclic property of the LBTE transit network holds 
that every transit link is connected to the next successive link 
only if the first link arrives at or before the departure time of 
the next link. According to this acyclic property, a hyperpath is 
searched in order of the latest departure time, from a destina
tion to all possible origins, by using a backward search. More 
detail on this algorithm is given in Noh et al. (2012). For better 
computational performance, a hierarchical hyperpath model 
was implemented by Khani et al. (2012). In addition, as a back
ward search is employed, the hyperpath search is assumed to be 
initiated with a preferred arrival time at the destination.

With the hyperpath model, we use a method of successive 
averages–type assignment model under the assumption of a 
congested transit network. First, by implementing a logitbased 
hyperpath, the proposed model is categorized as a stochastic 
user equilibrium transit assignment model. However, it is pos
sible to have a certain level of congestion if the number of pas
sengers exceeds the capacity of a transit vehicle. The order of 
boarding is strictly dependent on priority, depending on 
whether the passengers are on board or waiting at a stop; at the 
stop, priority depends directly on the time of arrival at the 
stop. To represent this congestion, we introduce a “soft” capac
ity constraint that increases the travel cost when the vehicle 
capacity is exceeded. This proposed capacity penalty function 
is exponential in form and is related to the residual capacity rb 
of a transit vehicle and the assigned flows for boarding, fab, as 
shown in Equation 2.4:

max 0,
(2.4)cap max 0,c

f

r f
eab

ab

b kb

f r fab b kb

[ ]=
−

[ ]( )α − −

where fkb is the sum of flows having higher priority than flows 
fab. To manage the priority of different boarding flows, a diag
onalization technique proposed by Sheffi (1984) was applied. 
The proposed algorithm is given in Figure 2.5.

The proposed algorithm is separated into inner and outer 
loops, with the inner loop specified in Step 3 (diagonaliza
tion) and the outer loop consisting of Step 2 through Step 4. 
The proposed algorithm starts with allornothing assign
ment in Step 1. In Step 2, residual capacity is updated only by 
the flows satisfying the diagonalized equilibrium in Step 3. 
Step 3 gives a typical method of successive averages–based 
passenger loading process on the updated network costs. This 
process continues until the outer loop is converged at Step 4.

After the transit assignment, passenger flows are created by 
assigning each passenger a specific elementary path that is 
sampled from their optimal hyperpath.

2.2.2 Passenger Simulation

The passenger simulation model is a highresolution model 
capable of simulating the path taken by individuals in the tran
sit and intermodal networks. The main inputs are the paths 
generated in the transit assignment submodule. There are three 
categories of data inputs to the passenger simulation:

1. Transit network, including stops, routes, and schedule;
2. Transit vehicle simulation results, including the actual 

arrival and departure of transit vehicles at each stop; and
3. Passenger objects, including information about each pas

senger and his or her path choice.

The simulation model is a combination of an eventbased 
simulation and a timebased simulation. Two main modules 

Sa1

a2

a3

e3 2
ˆac

3
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1
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Figure 2.4. Hyperpath on an LBTE transit schedule 
network and cost update.
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capture the behavior of passengers and their interaction with 
transit vehicles. The first module captures the access, egress, 
and transfer behavior of passengers and is a timebased simu
lation over fixed time intervals. In the same way, the simulation 
captures the movement of passengers from their alighting stop 
to either their destination or the next boarding stop (in case of 
a transfer). The detailed information of each passenger’s trip is 
recorded. The other module takes care of the boarding and 
alighting of passengers whenever a transit vehicle arrives at a 
stop. Therefore, an eventbased simulation is used for this part, 
and a transit event is defined as the simulated arrival of a 
transit vehicle at a transit stop. By looking at different factors 
such as the number of passengers and type of transit vehicle, 
a dwell time is calculated for the transit vehicle at the stop. For 
each transit vehicle, based on the type of route, a capacity is 
assumed. All the information regarding the boarding, alighting, 
and passenger load of the vehicles is written in the output files 
and can be used in the next system simulation and assignment. 
The model also has a postprocessor for preparing statistics 
and measures of performance based on the simulation results.

2.3  DynusT and FaST-TrIps 
Integration

2.3.1 Model Integration

The original DynusT–FASTTrIPs model developed in SHRP 2 
C10B was incorporated with a tourbased activity model, 
DaySim, which produces the demand for a DTA model. 
Similar models of this interaction of activitybased and 
DTA models include CEMDAPVISTA (Lin et al. 2008), 
TASHAMATsim (Hao et al. 2010), and OpenAMOSMALTA 
(Pendyala et al. 2012). When using the demand from DaySim, 
three tables provide household, tour, and trip data for model 
input. Trips, including the origin, destination, estimated depar
ture and arrival times, and mode of transportation for a single 
trip, are necessary as input to the DynusT–FASTTrIPs model.

The overall integration model is shown in Figure 2.6. The 
demand inputs for the DTA model are generated by DaySim, 
and Google’s GTFS data are used to generate the transit sched
ule. First, auto trips are assigned to DynusT, and transitrelated 
trips are assigned to FASTTrIPs. Second, DynusT is initiated 

Step 1: (Initialization)

- Search the least cost path
- Load flows on the searched path
- n = 0 *

Step 2: (Capacity Update)

- If subloop (from Step 3 or Step 1), then capacities are fixed and n = n + 1.
- Else (from Step 4), residual capacities are changed by new flows and n = 0.

Step 3: (Diagonalization)

- Update the cost of network
- Step 3.1: (Auxiliary Flows)

Search the least cost path
Load flows on the searched path

- Step 3.2: (Flows update: MSA)
flowsn+1 = 1/(1 + n) flowsn+1 + n/(1 + n) flowsn

- Step 3.3: (Convergence Test)
If satisfied, then go to Step 4.
Else then go to Step 1.

Step 4: (Convergence Test)

- If satisfied, then Stop.
- Else then go to Step 1.

* n: iteration number.

Figure 2.5. Transit assignment algorithm, using diagonalized method of successive 
averages (MSA) with hyperpath.
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for the assignment and simulation of auto and public transit 
vehicles. The auto and transit vehicles assignment is run to 
completion before any input to FASTTrIPs is generated. Third, 
the departure times and vehicle trajectories for public transit 
vehicles are fed into FASTTrIPs to run the transit passenger 
assignment and simulation sequentially. As one output of the 
FASTTrIPs model, dwell times at each stop are estimated using 
the number of boarding and alighting passengers at each stop. 
The estimated dwell times, in turn, will affect the vehicle 
assignment and simulation in the next DynusT iteration. In 
this way, the consecutive iterations between DynusT and FAST
TrIPs reach convergence through the consistency of dwell times 
between the two submodules. Finally, auto and transit (vehicle 
and passenger) skim tables are produced and returned to 
DaySim to reach convergence between the demand and sup
ply models.

For Project L35A, DaySim was replaced with the Portland 
Metro tripbased travel demand model (TDM), and certain 
modifications were made to enable such integration. First, 
timedependent OD matrices were produced from the Metro 
TDM system. Different vehicletype matrices were produced 
such as highoccupancy vehicle, singleoccupancy vehicle, 

Figure 2.6. DynusT–FAST-TrIPs integration model considering 
the upper level activity-based model (DaySim is used as an 
example). PAT  preferred arrival time.

freight, and transit. To enable feedback, five skim matrices were 
produced to accommodate Metro’s fivetimeperiod model. 
Although the DynusT–FASTTrIPs integrated system is capa
ble of producing skim information at a much finer resolution, 
such as 15min or hourly resolution, aggregation to accom
modate a timeofday model in the tripbased framework was 
a necessary step.

2.3.2 Convergence

In the DynusT–FASTTrIPs integration model, three types of 
convergence apply, as shown in Figure 2.6. Each submodule, 
DynusT and FASTTrIPs, has its own individual convergence 
method for reaching user equilibrium (using a relative gap 
measure). DynusT uses the simulationbased relative gap mea
sure. The convergence of FASTTrIPs is estimated by the relative 
gap of generalized total travel cost, including link travel cost and 
capacity cost, from one iteration to the next, typically in the 
transit assignment submodule. Finally, for the combined 
DynusT–FASTTrIPs model, we propose a relative gap measure 
using dwell times to compare dwell time changes from one 
iteration to the next iteration.
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C h a p t e r  3

3.1  Definition of travel  
time reliability

According to a recent survey (Cambridge Systematics 2013b), 
there are two fundamental definitions of travel time reliability:

1. Travel time reliability is defined in terms of travel time 
variability (i.e., how travel times vary over time, such as 
hour to hour or day to day).

2. Reliability is defined as the probability that a certain trip 
(from a given origin to a given destination) can be made 
successfully within a specified interval of time. This mea-
sure is the probability of a “nonfailure over time” and is 
synonymous with “on-time performance.” Within this 
definition, a clear definition of “failure” in terms of travel 
time is required.

One significant difference between these two definitions is 
that the latter measures the variation in individual traveler 
behavior. The notion of an “on-time arrival” varies from one 
traveler to another (i.e., depending on whether the individual 
is risk averse). The magnitude of any desired safety margin 
for each individual traveler also varies. In comparison, the first 
definition measures the average variation of all travelers in 
the system without elaboration of each individual traveler’s 
behavior. One fundamental assumption of the first definition 
is that travel times among links, and hence among routes, 
have a continuous probabilistic distribution function. From 
the standpoint of improving the quality of service, the first defi-
nition requires a reduction in travel time uncertainty per se. 
The second definition, however, also includes adjusting trav-
elers’ expectation of travel time variability (i.e., the individual-
specific definition of “failure” or “on time”). To specify the 
research direction more clearly, the definition of reliability in 
the present project refers to the uncertainty of travel time 
(i.e., variability) from day to day, but for the same individual 
trip with the same departure time.

The variance of travel times then contains two parts: vari-
ance resulting from recurrent congestion and variance result-
ing from nonrecurrent congestion. Recurrent congestion is 
predictable, and experienced individuals may be prepared to 
accept the variance of travel time for similar trips. Nonrecur-
rent congestion typically is unexpected, difficult to predict, 
and more reluctantly accepted by travelers. In this project’s 
definition of travel time variability, the term “reliability” con-
tains the variance of travel time resulting from both recurrent 
and nonrecurrent congestion. However, if one looks at the 
travel time variance under recurrent congestion, particular in 
the day-to-day context, the variability is small and nearly 
constant; travel time in the peak period is significantly longer 
than in the off-peak period, but with little uncertainty. Thus, 
we may represent equilibrium between the variance of travel 
time from recurrent congestion and travelers’ preparedness 
to deal with the variance of travel time. In comparison, travel 
time variance caused by nonrecurrent congestion is signifi-
cant and may cause much larger variability in day-to-day 
travel times.

3.2  Brief review of reliability 
Studies

3.2.1 Measuring Travel Time Reliability

Table 3.1 summarizes the commonly seen measurements of 
travel time reliability found in prior research and practice.

3.2.2  Measuring Travel Time Reliability  
at the Route Level and O-D Level

Mean variance travel time statistics are based on travel time 
distribution. The travel time distribution is easily assessed on 
links, but it is difficult to assess on routes and among origin–
destination (O-D) pairs. The challenge of measuring route-
based variance lies in the correlation of travel times between 
links. In most practice, it is assumed that link travel times are 

Local Method for Determining Reliability Measures 
and Value of Travel Time Reliability
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independent, and then both mean and variance of travel time 
are additive, as shown in Equations 3.1 and 3.2:

∑µ = µ
∈

(3.1)r a
a r

∑σ = σ
∈

(3.2)2 2
r a

a r

where r is route, and a is link.
The independency assumption perhaps is problematic as 

link travel times are not independent if queue spillovers 
occur. If the travel times between links are perfectly corre-
lated, then variance of travel time on routes is much higher 
than the simple algebra sum of variance of travel times on 
links.

Taylor (2009) proposed a route-based reliability measure-
ment based on speed as shown in Equation 3.3.

,
1.44

1
(3.3)

2

R r t
V

V V

Nrt

rtd rtd

rt

∑ ( )
( ) =

−
−

where
 R(r, t): reliability metric;
 r: route index;
 t: time index;
 d: day index;

 Vrtd:  average speed of all vehicles on route r departing at 
time t on day d;

 –
Vrt:  average speed of all vehicles on route r departing at 

time t; and
 Nrt: sample size of vehicles on route r departing at time t.

Taylor’s equation can be conveniently used in a simulation 
environment. Speeds of all vehicles on each route with each 
departure time clock are known in the simulator, and thus the 
route reliability metric in Equation 3.3 can be trivially com-
puted for both freeways and arterials.

3.2.3 Valuating Travel Time Reliability

Due to the two definitions of travel time reliability, there are 
two methods to value travel time reliability: the mean vari-
ance method and the schedule delay method.

3.2.3.1 Mean Variance Method

The mean variance method valuates travel time variability as 
shown in Equation 3.4:

GC VOTT VTTR (3.4)i i= µ + σ

where
 GC: generalized cost;
 VOTT: value of travel time; and
 VTTR: value of travel time variability.

Table 3.1. Reliability Measurements

Reliability Measurement Definition Annotation

Statistics related

Mean of travel time (µ) Mean of travel time

Standard deviation (s) Standard deviation of travel time

Coefficient of variation (s/µ) Standard deviation divided by mean

Buffer index (BI) 95th percentile time ˆ
ˆ

− µ
σ

µ̂: estimated mean
ŝ: estimated standard deviation

Planning time index 95th percentile time
free flow travel time

Skew statistic 90th percentile time 50th percentile time
50th percentile time 10th percentile time

−
−

Congestion index ˆ
average free flow travel time

µ

Percentage on time trips travel time 1.1 ˆ
total trips

< µ

Delay related

Frequency of running behind schedule Self-explanatory For transit

Lateness measure Average delay (unexpected waiting time per trip) For transit

Risk measure Probability of delay of certain length
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The user costs now possess two terms. One term is the 
usual cost of travel time measured by VOTT multiplied by the 
mean value of travel time µ, and the other term is the cost of 
travel time variability, measured by VTTR multiplied by the 
standard deviation of travel time s.

VOTT is well calibrated and typically is known for most 
travel demand models in metropolitan areas, but VTTR is less 
known. In a more convenient way, practitioners use the con-
cept of the reliability ratio (RR), which is the ratio of VTTR 
divided by VOTT, defined by Equation 3.5:

=RR
VTTR

VOTT
(3.5)

If RR can be established and VOTT is known, then VTTR 
can be computed.

Several facts known for RR (Cambridge Systematics 2012) 
include the following:

•	 Past studies of reliability valuation for passenger travel have 
found a wide range of values, but more recent studies appear 
to be coalescing around an RR of 1.0 (Lam and Small 2001).

•	 Many non-U.S. countries have undertaken their own review 
of reliability valuation and have recommended specific val-
ues for VTTR and/or RR for use in economic analyses. They 
include
44 The Netherlands: 0.8 and −1.4 for personal auto and 
public transit, respectively

44 New Zealand: 0.8 for personal autos
44 Australia: 1.3 for personal autos
44 Sweden: 0.9 for all trip types
44 Canada: 1.0 for all trip types

•	 Use of a single (composite) RR in technical analyses may be 
misleading. The RR value may vary according to number of 
factors. Researchers have noted that just as for VOTT, VTTR 
can vary by a number of factors. SHRP 2 Projects C04 and 
L04 derived an expansive set of RR for combinations of trip 
type, income, and trip length. In general, the influences of 
these factors are
44 Trip type: the RR for the trip to work is higher than the 
trip from work or nonwork trips

44 Income: for the work trip, lower income groups have a 
higher RR

44 Trip length: for the work trip, RR decreases with trip 
distance

44 Freight: some evidence exists that both the VTTR and 
RR are higher than for passenger travel, but these values 
are highly dependent on the type of commodity.

3.2.3.2 Schedule Delay Method

In the schedule delay method, the utility of a trip is measured 
by Equation 3.6:

( ) ( ) ( ) ( )= α + β + γ + θi i iSDE SDL (3.6)E U E T E E pL

where
 E(U): expected value of disutility;
 E(T): expected value of trip travel time;
 E(SDE): expected value of schedule delay earlier;
 E(SDL): expected value of schedule delay late; and
 pL: probability of being late.

The stated-preference survey revealed that g > b > a.
If it is assumed that (1) the travel time distribution is 

independent of departure time, (2) the standardized distri-
bution of trip duration F is constant, (3) q = 0, and (4) an 
agency can choose departure time to maximize the expected 
disutility, then optimal maximum expected utility is given by 
Equation 3.7:

( ) ( )= αµ + β + γ Φ β
β + γ







σi , (3.7)maxE U H

where Φ β
β + γ







,H  is the mean lateness factor depending on 

both the standardized travel time distribution and preference 
parameters of being late and earlier (Fosgerau and Karlstrom 

2010). Note that Φ β
β + γ







,H  takes into account the skew of 

the travel time distribution. This result exhibits the connec-
tion between two methods of mean–variance and schedule 
delay, and the RR in theory is given by Equation 3.8:

= β + γ
α

Φ β
β + γ







RR , (3.8)H

3.2.4 Predicting Travel Time Reliability

Mean travel time can be forecast by traffic assignment with the 
future-year data, but this is usually not the case for travel time 
variability. Existing practice and analytical methods described 
in the literature offer two methods to predict travel time vari-
ability: the statistical method and the simulation method.

3.2.4.1 Statistical Method

The statistical method assumes (and this assumption is partially 
supported by the data) that the standard deviation of travel 
time variability, or other similar reliability measurements [e.g., 
travel time index (Cambridge Systematics 2012)] could be 
interpreted as a function of mean of travel time (µ) or mean of 
travel time per mile (Northwestern University Transportation 
Center 2009). Several examples of regression models found in 
practice and the literature are summarized as follows:

•	 Dutch Study (Peer et al. 2009)

FFT1
2

3v

c
i ( )( )σ = β µ − +β

β
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where FFT is free-flow time and v/c is the ratio of volume 
divided by capacity.
•	 Eliasson (2009)

σ = −i iconst TT
TT

FFT
11.2

where
 const: a constant parameter;
 TT: travel time; and
 FFT: free-flow travel time.

•	 Leeds Model (Vovsha 2009)

( ) ( )σ = µ −
i i i0.148 FFS 1.6

1.781
0.781 0.285

D D
D

where D is distance, and FFS is free-flow speed.

3.2.4.2 Simulation Method

The simulation approach is usually implemented with the 
Monte Carlo method in conjunction with traffic flow models 
(Clark and Watling 2005). Monte Carlo methods generate 
samples with known probability density functions, run simu-
lations, and produce aggregate statistical results. If incidents, 
which are regarded as a major source of travel time variabil-
ity, can be predicted using a hazard model, then the resultant 
travel time variability could be produced using a Monte Carlo 
method (Dong and Mahmassani 2011).

The simulation methods based on Monte Carlo are pri-
marily seen in theoretical studies. These methods are seldom 
seen in practical applications, partly because (1) it is difficult 
to trace all possible sources that influence travel time reliabil-
ity and difficult to validate the probability density function 
of those sources for future years, and (2) the approach is  
computationally expensive.

3.3  First Workshop: early 
Stage project planning  
and Coordination

Two workshops were held in Portland, Oregon. These work-
shops served to engage local policy makers and obtain feed-
back with regard to the outcomes of this research project.

The objective of the first workshop was to introduce key 
stakeholders of the Southwest Corridor project to the research 
agenda. Items discussed included the goals, scope, and role of 
the research as it related to the corridor project, the methods 
previously used to measure reliability, and the research oper-
ation plan.

The first workshop took place on July 9, 2013. In addi-
tion to the project team, which included Portland Metro, 

University of Arizona, RST International Inc., and the Trans-
portation Research Board (TRB) supervisory team, the tech-
nical advisory committee for the Southwest Corridor study 
also attended the workshop. The technical advisory com-
mittee membership included the Oregon Department of 
Transportation (DOT), City of Portland, City of Tigard, 
City of Sherwood, Washington County, TriMet, and other 
stakeholders.

Workshop participants were first introduced to the project 
objectives, scope, and tasks in order for them to understand 
their role in this project and to set their expectations properly. 
After lively discussions on the notion of reliability and the 
reliability measures, participants engaged in a hands-on stated-
preference exercise as part of the workshop. This exercise, 
which is discussed in Section 3.3.1, aimed to engage work-
shop participants in an active cognitive process to elucidate 
their collective assessment of the value of travel time reliabil-
ity (VTTR). The exercise was a simple binary choice of two 
alternate routes with varying travel time and reliability char-
acteristics. This method was inspired by a recent Dutch study 
(Significance et al. 2013).

The 20 workshop attendees included the following:

•	 Project supervisory team—TRB
•	 Project team—Portland Metro
•	 Policy team

44 TriMet
44 Washington County
44 City of Tigard
44 Oregon DOT
44 City of Sherwood
44 City of Portland

•	 Project team—University of Arizona
•	 Project team (in kind)—University of Queensland 

(tentative)
•	 Oregon DOT Transportation Planning and Analysis Unit 

observer.

3.3.1  VTTR Estimation Method  
and Decision Context

The high-level concept proposed by the research team to 
estimate the utility function is given by the following equa-
tion. The binary logit model was intended to represent the 
choice decision of interest. The utility function set up for this 
study is

= α + α + αTT TR0 1 2U

where
 TT = average route travel time;
 TR =  standard deviation of the route travel time observa-

tions; and
	 ax =  alternative specific constant or attribute coefficients.
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RR can then be calculated as 1

2

α
α

 because RR is calculated 

as the ratio of VOTT to VTTR, and both VOTT and VTTR are 
calculated with respect to a cost variable, which is intention-
ally left out in this utility function. Mathematically, the coef-
ficient of the cost term is canceled out when calculating RR. 
For a general-purpose survey the actual number of variables 
in the utility function would need to be more comprehensive, 
but because the purpose of this method is to obtain the inter-
attribute relationship RR, then this utility function, with a 
limited number of generic variables, would be sufficient bar-
ring that the overall goodness of fit may not be as high as if 
other relevant variables were to be included.

The workshop exercise applied a simple binary route 
choice problem as the decision context setup. Route 1 was 
indicated in red, and Route 2 was in blue (Figure 3.1). Such a 
color scheme was kept consistent throughout the engagement 
process to ensure consistency in cognition.

3.3.2 Stated-Preference Problem Preparation

The exercise technology was based on a classroom interactive 
learning module powered by Turning Technologies (Turning 
Technologies 2014). The technology has often been used for 
real-time in situ assessment of audience opinions by asking 
selected questions at the end of each module. Several types of 
questions can be displayed, but the most commonly used 
type of question is the multiple choice question. The ques-
tions were set up using a procedure from a software package 
provided by Turning Technology that embeds a specialized 
function into Microsoft PowerPoint.

Figure 3.2 is an example question prepared in a Turning 
Technology embedded PowerPoint slide. One can see that two 
route options are presented. Each route is given start time 
information and five past travel time observations. Each of the 
past experience observations is represented by both travel 
time and arrival time (by taking arrival time plus the start 
time). The five observations allowed respondents to assess 
both travel time average and variance simultaneously. The 
setup of the questions was inspired by a recently published 
travel time reliability report (Significance et al. 2013).

A total of 20 questions were generated for this workshop. 
Twenty questions were chosen with the aim of collecting suf-
ficient data without tiring participants with an excessive num-
ber of questions. In each question, the attribute values of both 
routes were generated by a random process following a log-
normal distribution with a user-specified mean and standard 
deviation input. Minor manual adjustments were performed 
to fine-tune the variability and average. In the example shown 
in Figure 3.2, Route 1 was given a higher mean and lower stan-
dard deviation than the same values given for Route 2. The 
workshop participants were provided with a clicker and needed 
only to press the appropriate number button on the clicker 
when asked to make a choice for the type of question illus-
trated in Figure 3.2. A wireless receiver was inserted into the 
USB port of the main computer to take signal inputs from all 
clickers, and polling was closed when all participants had 
entered their answer, usually in about 10 to 15 seconds.

3.3.2.1 Model Estimation Results

Once the polling was closed, the PowerPoint immediately dis-
played the aggregated choices by all participants, as shown in 
Figure 3.3. In this example, 21% of the participants chose 
Route 1 and 79% choose Route 2.

One of the team members asked participants to discuss the 
reasons and considerations that led them to make a certain 
choice. Such a process provided the following advantages:

•	 Participants were quickly engaged in lively discussions.
•	 The instant feedback mechanism allowed them to review 

their personal choice in comparison to choices made by 
peers.

•	 The variability of choices could be observed by the choice 
breakdown.

Figure 3.1. Illustration of route choice exercise.

Figure 3.2. Example route choice question.
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After the workshop, the research team exported and pro-
cessed the collected data into the format needed for the model 
estimation software. The study initially used the easy logit 
model developed by Frank Koppelman, an emeritus North-
western University professor in transportation econometrics. 
Later, the model estimation tasks were performed using R. 
The model estimation results in Table 3.2 indicated a desir-
able goodness of fit, with an adjusted Rho square valued at 
0.34. The t-statistics for both generic variables, travel time 
(average) and travel time reliability (measured as standard 
deviation), were significant at -6.85 and -4.39, respectively. 
The sign of the coefficients is negative, which is intuitive.

The resulting RR is 0.76, which is consistent with that 
reported in the literature; recall that the recent Dutch model 
reported a general value of 0.6 (Significance et al. 2013), as 
well as the following:

•	 The Netherlands finding (passenger car)
44 Home-to-work trip (�3.75 versus �9.25) = 0.4
44 Business trip (�30.0 versus �26.5) = 1.1
44 Average (�5.75 versus �9.0) = 0.6; and

•	 The Netherlands finding (transit)
44 Home-to-work trip (�3.25 versus �7.75) = 0.4
44 Business trip (�21.75 versus 19.0�) = 1.1
44 Average (�3.75 versus �6.75) = 0.6

Despite a large body of research on the value of reliability, 
obtaining a value that is plausible and acceptable and permit-
ted by project scope was a challenging task. Considering the 
tight schedule to accomplish all the required project tasks, the 
research team employed a cost-effective method and a locally 
reasonable approach to obtain the local value. This local value 
was primarily used for the proof-of-concept, policy-maker 
engagement purpose of this project, rather than for a general-
ized, actual policy-making application. It was jointly agreed 
by the research team and the policy group that a small-scale, 
stated-preference–based route choice survey would be used 
for the specific purpose of this research. The value obtained 
from the proposed method will not be sufficient for a general 
purpose. Discussions on how to extend the proposed method 
to a generalized context will be discussed.

3.4  General Concepts  
for travel time reliability 
Measure and Value  
of reliability

3.4.1  Determining a Travel Time  
Reliability Measure

The L35A research team and the Metro policy group agreed 
to select standard deviation as the measure of reliability in 
this research due to the following considerations:

1. Participants at the first workshop expressed a general con-
sensus that some form of expression of dispersion is an 
acceptable reliability measure. Although multiple mea-
sures exist in reality under different decision contexts, only 
one measure could be used for this study, and dispersion 
was considered adequate.

2. Using standard deviation allowed the model estimation 
results to be consistent with results in the literature, par-
ticularly the latest comprehensive Dutch study concerning 
travel time reliability (Significance et al. 2013).

Figure 3.3. Aggregated route choice decision for 
Question 18 (Question 18 is shown in Figure 3.2).

Table 3.2. Multinomial Logit Model  
Estimation Results

Parameter or Statistic Estimated Value t-Statistic

Generic Parameters

Travel time (average) -0.1629 -6.8491

Travel time reliability (standard 
deviation)

-0.1243 -4.3939

Alternative Specific Parameters

Constant -0.7344 -3.7392

Model Statistics

Log likelihood at zero -263.3959

Log likelihood at constants -215.8566

Log likelihood at convergence -138.6865

Rho squared w.r.t. zero 0. 4735

Rho squared w.r.t. constants 0.3575

Adjusted rho squared w.r.t. zero 0.4621

Adjusted rho squared w.r.t. 
constants

0.3466

Number of cases 380

Number of iterations 18

Note: w.r.t. = with respect to.
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3. Dispersion is consistent and measurable using the proposed 
SHRP 2 L03 approach (Cambridge Systematics 2013a) with 
DynusT and FAST-TrIPs.

3.4.2 Determination of Travel Time Reliability

Without overextending the scientific merit of using a simple 
interactive tool like the clicker, the workshop exercise did 
provide an effective situational engagement experience for 
participants, and it also produced desirable model estimation 
outcomes. After extensive discussion among L35A research 
team members and with TRB, the L35A research team decided 
to refine the questions and re-conduct a similar exercise with 
internal staff selected by Metro. The purposes of this second 
exercise were to

1. Refine the attribute values for questions.
2. Incorporate transit reliability into question sets.
3. Introduce trip purpose into the question set up so that 

responses were more contextual and became more consis-
tent with the literature, which would indicate that the value 
of reliability could be highly related to trip purpose.

This procedure allowed the research team to reasonably esti-
mate the RR for both automobile and transit modes for the pur-
pose of this project despite various limitations. RR also enabled 
estimation of the VTTR through the following rationale:

( ) =Reliability Ratio RR
VTTR

VOTT

therefore

= ×VTTR RR VOTT

RR is estimated as described above. The VOTT is known in 
the current Metro travel demand model (TDM) and has been 
established by Metro through past effort so VOTT should not 
be changed by this survey. Instead, the survey focused on esti-
mating the relativity of VOTT and VTTR; once this relation-
ship is established, VTTR can be reasonably inferred.

This method of estimating VTTR was considered accept-
able by the policy group to avoid having to launch a new travel 
survey. This method is arguably theoretically sound, because 
prior studies have found both travel time and travel time reli-
ability to be statistically significant when included in the same 
utility function, meaning that these two attributes are not 
highly correlated statistically. Adding the travel time reliability 
variable to the Metro utility function will not statistically 
change the coefficient for the travel time term. If these factors 
were to change, they would probably be scaled with a scaling 
factor, and the relative relationship would remain similar. 

Because RR was obtained in this study through an adequate 
stated-preference data collection procedure, the obtained RR 
was deemed reasonable, and thus deriving the value of travel 
time reliability by using the product of RR and the value of 
travel time was also considered reasonable.

It is not the VTTR but instead the value of RR that is used 
in subsequent scenario analysis. More details on how the esti-
mation results were used are presented in Chapter 5.

3.4.3  Validity of Reliability Ratio due  
to Limited Sample Size

The L35A research team also explored the possibility of extend-
ing the stated-preference survey for obtaining the RR by using 
a large external panel (20,000 members) maintained by Metro. 
This active panel has provided valuable inputs to various poli-
cies contemplated by Metro in the past. To perform a similar 
survey with this panel was technologically feasible, but it was 
not within the scope of this project. Such a large survey would 
have required additional time and resources plus an institu-
tional review board approval process and hence was deemed 
high risk from a project management standpoint. Nonetheless, 
this concept is worth exploring further.

Without collecting regionwide data, the external validity 
of the estimated RR may be of concern if this value were to 
be applied to a real-world project selection process. The 
research team emphasized the research nature of L35A to the 
Metro decision-maker panel, and realistic expectations were 
established.

A second round of online exercises was devised and deliv-
ered to the Metro staff in early October 2013. Details on this 
modification of the questionnaire design and the results of 
this exercise are included in the next section.

3.5  Survey for estimating 
reliability ratio

3.5.1 Questionnaire Design and Instruments

This questionnaire for the online survey maintained the same 
format as for the first workshop by providing two route options, 
each with five experienced travel time values. The options were 
improved by identifying the differences by trip purpose and 
time of day and providing the transit situation. With fewer 
than 80 participants expected and with two variables to be 
estimated, five questions for each type of trip purpose situa-
tion were determined to provide a sufficient sample in model 
estimation.

To incorporate RR into the Metro model further, the trip 
purpose and time-of-day situations were designed to be con-
sistent with the existing four trip purposes in the Metro 
model. Three situations combining purpose and time of day 
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(work, peak hour; nonwork, peak hour; and off-peak hour) 
were chosen to simplify the model estimation and avoid a 
long questionnaire. Therefore, 15 questions needed to be pro-
vided to each participant.

The questionnaire was designed with both an automobile 
trip survey and a transit trip survey. Each respondent could 
answer either one according to his or her major travel mode 
or both surveys if automobile and transit were both com-
monly used. The travel time values in each option were ran-
domly generated given the travel time and standard deviation. 
The travel time for the automobile survey ranged from 15 to 
50 min, and the standard deviation ranged from 2 to 20 min. 

If we consider the transit schedule and on-time performance, 
the travel time for the transit survey ranged from 25 to 50 min, 
and the standard deviation ranged from 0 to 7 min. To provide 
more diversity in the survey, two questionnaires were finally 
designed with different travel time options for each question. 
In the transit survey, one questionnaire emphasized that 
“travel time variability is due to variance in WAITING TIME 
AT THE TRANSIT STOP,” and another questionnaire empha-
sized that “travel time variability is due to variance in TIME 
SPENT IN THE TRANSIT VEHICLE.”

Example snapshots of the questionnaires are shown in 
Figures 3.4 and 3.5.

Figure 3.4. Survey question snapshot for auto travel reliability.

Figure 3.5. Survey question snapshot for transit travel reliability.



22

3.5.2 Model Estimation Results

The online survey was active from September 20 to 27, 2013. 
In total, 36 members of the Metro staff responded to the 
questionnaire; 34 responses to the automobile survey and 
24 responses to the transit survey were completed. The aver-
age travel times were 28 min for the automobile survey and 
36 min for the transit survey; the average standard deviations 
were 5.6 and 2.8 min, respectively, for automobile and transit. 
A dis tribution of travel time and standard deviation is shown 
in Figure 3.6.

The model, which had the same formulation as for the 
workshop, was estimated in statistical software R. Because the 
same respondent was asked multiple questions, it was natural 
to consider using the mixed logit model to account for taste 
variation. After testing both the mixed logit and multinomial 
logit models, we found that the mixed logit model did not 
appear to be superior to the multinomial logit model, and 
multinomial logit–estimated RRs were more comparable to 
RR values reported in the literature. Multinomial logit model 
results were used in the subsequent steps of the project.

The estimates in the mixed logit model appeared not to be 
significant for travel time and standard deviation for all Tran-
sit and Auto_peakhour_nonwork trips.

Only coefficients for two variables, Auto_peakhour_
work and Auto_offpeak trips, appeared to be significant. 
Comparing the log likelihood, the random parameter for 
travel time and reliability with mean and standard devia-
tion did not improve the model goodness of fit with more 
parameters. 

RRs for the two models are shown in Table 3.3. There is no 
telling which one is “better,” but the multinomial logit results 
appeared to be more comparable to previous studies and 
were chosen for the case study in this project.

The coefficients of the travel time and travel time reliabil-
ity terms were estimated from the data, and RR was calcu-
lated as the coefficient of travel time reliability divided by the 

coefficients of travel time, as shown in Table 3.4; model esti-
mation results are shown in Table 3.5. There is a decreasing 
trend by situation from work peak to off peak, implying the 
strong importance of reliability during peak hours, especially 
for work-related trips. Transit riders in this survey appeared 
to have a higher evaluation of reliability than automobile 
users. This difference can be interpreted as transit riders’ 
expectation of more reliable service by transit and their low 
tolerance for delay if they choose transit instead of driving. 
This interpretation is likely for Portland, which is known to 
have reliable transit service. For other regions, if the highway 
system is (or becomes) more reliable than the transit system, 
a similar survey could find that highway users have a higher 
VTTR than transit riders.

A low tolerance could also be attributed to a higher sched-
ule delay penalty, as transit users could be counting on tran-
sit’s on-time arrival for work and meetings and may have 
budgeted a smaller travel time buffer. The waiting area and 
weather conditions (such as rainy days in Portland) at the bus 
stop may also contribute to increased VTTR.

3.5.3 Comparison with the Literature

The L35A research team found that, in spite of its simplified 
process, the RR obtained for automobile travel was consistent 
with values summarized in the literature, particularly in the 
Dutch study (Significance et al. 2013). The RR values for 
three trip purposes and for overall automobile trips were 

Figure 3.6. Distribution of average and standard 
deviation of travel time in the online survey  
questions.

Table 3.3. Reliability Ratio Estimates with 
Multinomial Logit and Mixed Logit Models

Trip Purpose and  
Time of Day Multinomial Logit Mixed Logit

Transit work peak hour 1.439 4.094

Transit work off peak 1.431 1.624

Transit other 0.831 0.751

Auto work peak hour 0.681 1.257

Auto work off peak 0.343 0.169

Auto other 0.417 0.257

Table 3.4. Reliability Ratios for Automobile 
and Transit by Trip Purpose and Time of Day

Trip Purpose and Time of Day Automobile Transit

Work, peak hour 0.83 1.55

Nonwork, peak hour 0.35 1.51

Off peak 0.27 0.76

Overall 0.45 1.06
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within the major range of 0.3 to 0.9 reported by that study, as 
shown in Table 3.6.

The RR value for transit in the Dutch study (Significance 
et al. 2013) was higher than the expectation from the litera-
ture. The highest value in the literature (shown in Table 3.7), 
1.4, is from the expert workshop of 2004 in the Netherlands. 

In the present study, the two values for work peak and non-
work peak were both above 1.5 (as shown in Table 3.4); that is, 
the values were much higher than the RR for off-peak hours. 
Therefore, transit riders care about travel time reliability much 
more during peak hour travel than off-peak travel.

3.6  reliability Measure 
Calculation

3.6.1  Modeling Reliability Measures  
for Automobiles

As an input, reliability affects travelers’ decisions about trip 
making and choices of destination, mode, and route. It can be 
thought of as an extra impedance to travel over and above the 
average travel time generally used in demand models. Cur-
rent models’ definition of average travel time is based solely 
on recurrent (demand and capacity) conditions. Considering 
reliability means nonrecurrent sources of congestion must be 
factored into the process.

The concept of “extra impedance to travel over and above 
the average travel time” is probably the best way to incorpo-
rate reliability into the modeling structure as an input. In its 
application of this approach, SHRP 2 Project L03 (Cambridge 
Systematics 2013a) characterized the impedance on a link as 
a generalized cost function that included both the average 
travel time and its standard deviation (which was used as the 
indicator of reliability). As discussed below, L03 functions 
were used in the present study to establish the total link 
impedance for trip distribution and assignment purposes.

In order to apply this model framework, a method must 
exist for predicting the standard deviation of travel time. 
SHRP 2 Project L03 developed such methods from empirical 
data by using the travel time index (TTI) as the dependent 

Table 3.5. Summary of Model Estimation Results

System

Work, Peak Hour Nonwork, Peak Hour Off Peak Overall

Estimate t-Statistic Estimate t-Statistic Estimate t-Statistic Estimate t-Statistic

Automobile

Constant -0.480 -1.718 -0.134 -0.753 -0.366 -0.892 -0.049 -0.458

Travel time -0.337 -5.710 -0.395 -4.412 -0.413 -5.244 -0.391 -9.750

Travel time reliability -0.280 -5.130 -0.140 -2.667 -0.111 -1.120 -0.177 -6.555

Adjusted r2 0.3756 0.1408 0.3338 0.2705

Transit

Constant -0.155 -0.035 -0.255 -0.890  0.433 0.974 -0.013 -0.077

Travel time -0.620 -4.214 -0.434 -3.292 -0.860 -5.281 -0.719 -10.454

Travel time reliability -0.963 -2.894 -0.657 -2.797 -0.649 -3.110 -0.760 -7.125

Adjusted r2 0.3959 0.1015 0.4472 0.4151

Table 3.6. Snapshot of Reliability Ratio  
for Automobile Travel

Study Country RR

MVA (1996) United Kingdom 0.36–0.78

Copley et al. (2002) United Kingdom Pilot survey: 1.3

Hensher (2007) Australia 0.30–0.95

Eliasson (2004) Sweden NCHRP 431: 0.80–1.10
SHRP 2 C04: 0.40–0.90

Mahmassani (2011) United States 0.8

Significance et al. 
(2013)

The Netherlands Commuting: 0.4
Business: 1.1
Other: 0.6

Source: Significance et al. (2013).

Table 3.7. Snapshot of Reliability Ratio  
for Transit Travel

Study Country RR

MVA (2000) Norway Short trips: 0.69
Long trips: 0.42

Ramjerdi et al. (2010) The Netherlands 1.4

Significance et al. (2013) The Netherlands Commuting: 0.4
Business: 1.1
Other: 0.6

Source: Significance et al. (2013).
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variable. TTI is defined as the ratio of the actual travel time to 
the travel time under free-flow conditions, as shown by Equa-
tion 3.9:

=TTI actual travel time free flow travel time (3.9)

If actual travel time is a random variable, then TTI is a 
random variable. If the relationship between TTI and actual 
travel time is a linear relationship with a factor 1/(free-flow 
travel time), then the relationship between TTI and the stan-
dard deviation of travel time is also a linear relationship.

Equation 3.9 is a generalized equation for TTI. The follow-
ing discussion defines several versions of TTI for use in reli-
ability estimation.

In addition to the TTI calculation, free-flow speed is 
required for estimating delay. In DynusT networks, each link 
is specified with a free-flow speed, so such a value can readily 
be used for TTI calculation.

Because of limitations of the procedures being adapted, the 
smallest time period for which travel time performance mea-
sures could be calculated was 1 hour. The same computation 
would apply for a different time period, such as 30 min, but 
with a different aggregation and average period. From SHRP 2 
Project L03, the following measures for TTI have been pro-
posed (Equations 3.10 through 3.18):

•	 Performance measures for urban freeways

p95th %ile TTI 1 3.6700 ln MeanTTI (3.10)( )= +

p90th %ile TTI 1 2.7809 ln MeanTTI (3.11)( )= +

p80th %ile TTI 1 2.1406 ln MeanTTI (3.12)( )= +

MedianTTI MeanTTI0.8601 (3.13)=

pStdDevTTI 0.71 MeanTTI 1 (3.14)0.56( )= −

•	 Performance measures for signalized arterials

p95th %ile TTI 1 2.6930 ln MeanTTI (3.15)( )= +

p80th %ile TTI 1 1.8095 ln MeanTTI (3.16)( )= +

MedianTTI MeanTTI 0.9149 (3.17)p=

pStdDevTTI 0.3692 MeanTTI 1 (3.18)0.3947( )= −

Mean TTI is the grand (overall) mean. Because mean TTI 
was developed from continuous detector data, it includes all 
the possible influences on congestion (e.g., incidents and 
inclement weather). Currently, DynusT provides an estimate 
only of the recurrent (bottleneck only) congestion that is 
related to volume and capacity. Therefore, a mean TTI based 

on current DynusT output cannot be used. The following 
method should be used to estimate the true mean TTI. The 
method uses the DynusT output to estimate recurrent delay 
and a sketch-planning method to estimate incident delay, and 
then combines these two measures. The steps are as follows:

1. Compute the recurrent delay for each link in hours per 
mile from the simulation model (Equation 3.19):

RecurringDelay AverageTravelRate

1 FreeFlowSpeed (3.19)( )
=

−

where AverageTravelRate is the inverse of the DynusT speed.
2. Compute the delay due to incidents (IncidentDelay) in 

hours per mile for a one-hour period by using the lookup 
table from the ITS Deployment Analysis System (IDAS) 
User’s Manual (Cambridge Systematics 2009). This lookup 
table requires the v/c ratio and the number of lanes and 
provides the “base incident delay.” The IDAS table is repro-
duced in Table 3.8 below.

Table 3.8. IDAS Delay Lookup Table:  
IDAS Delay Rates for One-Hour Peaka

Volume/Capacity 
Ratio

Number of Lanes

2 3 4+

0.05 3.44E-08 1.44E-09 4.39E-12

0.1 5.24E-07 4.63E-08 5.82E-10

0.15 2.58E-06 3.53E-07 1.01E-08

0.2 7.99E-06 1.49E-06 7.71E-08

0.25 1.92E-05 4.57E-06 3.72E-07

0.3 3.93E-05 1.14E-05 1.34E-06

0.35 7.20E-05 2.46E-05 3.99E-06

0.4 0.000122 4.81E-05 1.02E-05

0.45 0.000193 8.68E-05 2.34E-05

0.5 0.000293 0.000147 4.93E-05

0.55 0.000426 0.000237 9.65E-05

0.6 0.0006 0.000367 0.000178

0.65 0.000825 0.000548 0.000313

0.7 0.001117 0.000798 0.000528

0.75 0.001511 0.001142 0.00086

0.8 0.002093 0.001637 0.00136

0.85 0.003092 0.002438 0.002115

0.9 0.005095 0.004008 0.003348

0.95 0.009547 0.007712 0.005922

≥ 1.0 0.01986 0.01744 0.01368

a Vehicle hour of incident delay per vehicle mile.
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If incident management programs have been added as 
a strategy or if a strategy lowers the incident rate (i.e., fre-
quency of occurrence), then the “after” delay is calculated 
as shown by Equation 3.20:

p p1 1 (3.20)
2

D D R Ra u f d( ) ( )= − −

where
 Da = adjusted delay (hours of delay per mile);
 Du =  unadjusted (base) delay (hours of delay per mile 

from the incident rate tables);
 Rf =  reduction in incident frequency expressed as a 

fraction (with Rf = 0 meaning no reduction, and  
Rf = 0.30 meaning a 30% reduction in incident 
frequency); and

 Rd =  reduction in incident duration expressed as a  
fraction (with Rd = 0 meaning no reduction, and  
Rd = 0.30 meaning a 30% reduction in incident 
duration).

Changes in incident frequency are most commonly 
affected by strategies that decrease crash rates. However, as 
crashes are only about 20% of total incidents, a 30% 
reduction in crash rates alone would reduce overall inci-
dent rates by (0.30 × 0.20) = 0.06.

3. Compute the overall mean TTI, which includes the effects 
of recurrent and incident delay.

Equation 3.9 (TTI = ActualTravelTime/FreeFlowTravel-
Time) is a general equation for TTI. TTI can also be com-
puted in the following way:

FreeFlowSpeed ActualSpeed

To be able to use Equations 3.10 through 3.18, we need an 
estimate of the overall mean TTI from a distribution of TTIs 
(which are simply converted travel times). The overall mean 
TTI includes all sources of congestion because the equations 
were based on a year of data at each location. For simplicity, we 
assume that the mean TTI has two components: a recurrent 
mean (from DynusT) and an incident mean (from IDAS). In 
order to use the IDAS numbers, which are in terms of delay, we 
need to convert everything into delay and then reconvert to TTI.

Rewriting Equation 3.20, we have Equations 3.21A and 
3.21B:

MeanTTI MeanTravelRate FreeFlowTravelRate (3.21A)=

MeanTTI
1

1
(3.21B)
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This essentially means that MeanTTI is the ratio of the 
sum of the recurrent congestion-induced travel rate and the 
incident-induced travel rate to the free-flow travel rate.

The term qi is the delay due to incidents (IncidentDelay) 
and is proposed using the IDAS table (Table 3.8), which esti-
mates the vehicle hour of incident delay per vehicle mile 
based on the v/c ratio for a 2-lane facility, a 3-lane facility, and 
a 4+-lane facility.

Because the L03 equations predict TTI, the travel time can 
be computed as given by Equation 3.22:

pTravel Time TTI FreeFlowSpeed (3.22)=

Small et al. (2005) defined unreliability as the difference 
between the 80th and 50th percentile travel times and found 
the value of unreliability to be approximately equal to the 
value of travel time. Based on this result, Equation 3.23 can 
be applied to calculate link travel time equivalents (TTEs) for 
a trip:

pTTE MTT + 80th%TTI 50th%TTI (3.23)a ( )= −

where
 TTE = link travel time equivalent;
 MTT = mean travel time (min);
 a =  reliability ratio (using the value obtained from 

Metro staff survey);
 80%TTI = 80th percentile TTI (min); and
 50%TTI = 50th percentile TTI (min).

Mean travel time and 80th and 50th percentile TTIs were 
computed with the above equations. Based on currently avail-
able information, we recommend a value of 0.8 for a (the reli-
ability ratio), but this value may be revised based on future 
research.

TTE is then used as a replacement for the average travel time 
in the feedback loop to the TDM. TTE is basically an inflated 
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value of travel time over the average that accounts for how trav-
elers value reliability. How the TDM, which was calibrated 
using average travel time, will behave with this inflated travel 
time value is unknown and was the subject of testing in this 
project.

3.6.2  Modeling Reliability Measures  
for Transit

Modeling reliability in the transit networks focuses on mea-
suring travel time reliability and on using that measurement 
in the assignment model. We have added a submodel to the 
existing transit assignment model to estimate the variation in 
transit travel time and to capture its effect on transit riders’ 
behavior. The added contributions of this effort compared to 
all prior efforts, including those in SHRP 2 C10B, were (1) to 
develop such a model for schedule-based transit networks by 
using the multimodal assignment model and (2) to use the 
method on the transit assignment model and the feedback to 
the other parts of the demand model.

In the first step, a general formulation for a transit TTI was 
proposed to capture the causes and effects of travel time vari-
ability. The model separates various sources of “excess” travel 
time, and based on these additional times, defines TTI. Addi-
tional delays imposed on the transit vehicles and thus on the 
passengers can be categorized into traffic delay, dwell time, 
holding time (in schedule-based networks), and incidental 
delay. Using the proposed TTI, different index values may be 
calculated for similar routes if they operate differently. The 
advantage of the proposed formulation is that, unlike methods 
in previous studies, it can accommodate both frequency-based 
and schedule-based routes. Transit users plan their trips 
according to the information they receive from transit opera-
tors in the form of published schedules, route headways, trip 
planner advice, and so forth. Therefore, their expectations of 
travel time may differ in frequency-based versus schedule-
based systems. The TTI for a transit route segment is calculated 
through the dynamic multimodal assignment model. The 
transit assignment model will calculate the delay due to dwell 
time, and integration with the dynamic traffic assignment 
(DTA) model will help in estimating the traffic congestion and 
the holding time delay.

Transit TTI and TTE in schedule-based systems can be 
expressed as shown in the following equations:

TTI
Mean Travel Time

Scheduled Travel Time
=

TTE Mean Travel Time + Reliability Timet= ∝

The proposed TTI is then used to calculate the mean travel 
time, travel time percentiles, and the TTE (tE), similar to the 
calculation for the automobile network. This information is 
also used to estimate the distribution of vehicle arrival and 
departure times at each stop. The impact of transit reliability 
is considered in relation to the two major components of pas-
senger travel time. The first component is in-vehicle travel 
time, which is modeled by TTE; that is, tE, which is calculated 
by adding a travel time buffer to the mean travel time, is used 
by transit users in their decision-making process. The tE is 
calculated based on the 80th percentile travel time in con-
junction with the mean travel time (Van Oort 2011) by using 
a formula similar to the one used in the automobile network. 
However, the travel time RR may be different in automobile 
and transit networks. The second component of travel time 
affected by transit system reliability is the waiting time. To 
account for the vehicles’ departure time variation (Hickman 
2001), passengers may plan to arrive earlier than the expected 
vehicle departure time at the stop to minimize their chance of 
missing the vehicle. The buffer time used for the waiting time 
is typically based on the 95th percentile of the headway (Van 
Oort 2011), meaning that there will be little chance of miss-
ing the transit vehicle. As a new feature to add to the existing 
transit assignment model, a submodel was developed to 
model passenger incidence at the boarding stops. Based on 
the expected value and variation of the vehicle departures, the 
passenger incidence submodel can define three types of pas-
senger arrival behavior, as well as their proportion among the 
total demand: random, coordinated with schedule, and coin-
cidentally on time (Julliffe and Hutchinson 1975). The pro-
posed assignment is achieved using the modified path 
algorithm in the transit assignment model. In the results, the 
impact of travel time reliability is captured on each individual 
passenger’s decision, and the reliability of the transit network 
can be evaluated at different levels of aggregation, such as a 
route, a corridor, an O-D pair, or the whole network.

•	 In-vehicle travel time reliability

Reliability Time 80th% travel time 50th% travel time= −

•	 Waiting time reliability with schedule-dependent 
passengers

Wait Time 95th% Headway Mean Headway= −

•	 Waiting time reliability with randomly arriving passengers

Wait Time
Headway

2
=
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The project team agreed to model a future year of 2020 as doing 
so would require minimal network changes and, it was hoped, 
would allow for the model trip tables to work within the DTA 
without preconditioning. The project team also agreed to limit 
any network changes (automobile and transit) to the Southwest 
Corridor study area, because all the scenarios planned for simu-
lation were within the TriMet service area. Metro staff worked 
closely with various stakeholder groups within Metro and the 
FAST-TrIPs team to identify the necessary transit changes that 
would need to occur to the base transit network for each of the 
scenarios. Here is the final list of scenarios:

1. Bus rapid transit (BRT) to Tualatin, operating in an added 
exclusive transit right-of-way (ROW). BRT would travel 
primarily on Barbur Boulevard between downtown Port-
land and the Tigard city line and through the Tigard Triangle 
to reach the downtown Tigard Transit Center. The align-
ment would use Hall Boulevard, Durham Road, and Upper 
Boones Ferry Road between Tigard and Tualatin, terminat-
ing at the Westside Express Service commuter rail station. 
This alternative would remove no roadway capacity.

2. BRT to Tualatin, operating in converted automobile lanes, 
in an exclusive transit ROW. Using the same alignment as 
the first alternative, this alternative would remove one lane 
of automobile capacity in each direction for the entire align-
ment where at least two automobile lanes currently exist for 
the exclusive use of transit vehicles. This BRT would be 
center running, restricting left-turn access for automobiles 
to signalized intersections.

3. BRT to Tualatin, operating in converted automobile lanes, 
in business access and transit lanes. This alternative would 
convert automobile lanes in the same road segments as the 
second alternative, but it would include a curbside-running 
BRT that would allow autos in the transit lane with restric-
tions. Automobiles would be allowed in the lane only to 
make right turns to exit the street to driveways or inter-
secting streets or to enter the street in order to merge into 
the general traffic lane.

4. I-5 active traffic management. This alternative would 
include installation of sensors and variable message signs, 
and use of other techniques such as variable speed limits, 
to reduce congestion and improve safety on I-5 for the 
length of the corridor.

Table 4.1 and Table 4.2 list additional proposed projects on 
I-5 and OR-99W, respectively, that were removed from con-
sideration as part of the Southwest Corridor Plan.

The project team believes that these scenarios will provide a 
good mix of changes to both automobile and transit travel time 
reliability; they also provided our workshop participants with 
interesting data on the various trade-offs between automobile 
and transit projects. Once the BRT system is coded for one sce-
nario, it should not require too much additional work to make 
it work in the other scenarios. Not all projects listed in Tables 4.1 
and 4.2 were modeled. However, the project team did model 
simplified intelligent transportation systems–strategy scenarios 
by using variable message signs (VMSs) on Barbur and I-5. 
Details of such models are presented in Chapter 7.

C h a p t e r  4

Process for Prioritizing Operational  
and Capital Improvements



28

Table 4.1. Scenario Details for I-5 Projects

Location Project Details Cost

I-5 Active traffic management Install sensors and variable message signs and use other techniques, such as variable 
speeds, to reduce congestion and improve safety.

$7,000,000

I-5 Southbound climbing lane: 
Hood Avenue to Terwilliger 
Boulevard

Phase 1: Hood Avenue entrance–south of Corbett, $25M; Phase 2: south of Corbett-Brier 
Place, $18M; Phase 3: Brier Place-Terwilliger exit, $20M.

$250,000,000

I-5 Congestion and bottleneck 
operational improvements

This project would construct several improvements to address recurring bottlenecks on I-5 
south of the central city. Two priority projects include constructing a southbound auxil-
iary lane along I-5 from the SW Lower Boones Ferry Road interchange to the SW Nyberg 
Street interchange and reconstructing the SW Lower Boones Ferry Road off-ramp from 
one to two lanes. Other projects include auxiliary lanes, ramp reconfigurations, changes 
to striping, and intelligent transportation systems. Could be constructed in phases.

$220,000,000

SW Portland I-5 diamond 
interchange

Construct a diamond interchange at I-5 and SW 26th, remove existing Spring Garden ramps, 
and remove northbound Taylor’s Ferry off-ramp.

$86,000,000

SW Portland I-5 partial split 
interchange

Reconfigure the I-5 Spring Garden interchange as a partial split by creating I-5 southbound 
ramps connecting to Barbur Boulevard just south of SW 26th and creating northbound on- 
and off-ramps at Spring Garden. Would close existing southbound off-ramp at Spring Gar-
den and northbound off-ramp at Taylor’s Ferry. Could be constructed in two phases.

$79,900,000

Table 4.2. Scenario Details for OR-99W Projects

Location Project Details Cost

Highway 99W improvements (Cipole 
to Tualatin River)

Widen 99W to six lanes from Cipole to the Tualatin River. $27,300,000

Highway 99W Transportation System 
Management and Operations

New Transportation System Management and Operations projects on OR-99W to install 
variable message signs, cameras, and road weather information systems.

$150,000

Highway 99W/68th Avenue Intersection improvements such as protected left-turns at 68th (final improvements to 
be determined on further refinement).

$1,000,000

Highway 99W/I-5 southbound Intersection improvements such as dual northbound through lanes on 99W and dual 
lanes for I-5 to reduce confusion, congestion, and related accidents (final improve-
ments to be determined on further refinement).

$5,000,000

99W and Canterbury Intersection improvements such as a westbound left-turn lane (final improvements to be 
determined on further refinement) at 99W and Canterbury.

$2,000,000

Highway 99W intersection 
improvements

Provide increased capacity at priority intersections, including bus queue bypass lanes 
in some locations, improved sidewalks, priority pedestrian crossings, and an access 
management plan, while retaining existing four- and five-lane facility from I-5 to  
Durham Road. Could be constructed in phases.

$94,900,000

Pacific Highway 99W (access 
management)

Implement access management strategies and median projects in Highway 99W Plan. $6,000,000
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5.1  Metro Dynust Dynamic 
traffic assignment  
Model establishment  
and Calibration

For this project, Metro staff created a DynusT regional DTA 
model. Significant effort went into converting, coding, and 
debugging the regional model. Several challenging tasks, 
including setting up the signal timing and intersection turn 
bays, were carefully carried out by the Metro staff and sup-
porting University of Arizona staff. Once the base model was 
set up, calibration was performed to ensure that the estab-
lished DynusT model was consistent with the existing TDM 
from which prior scenario analysis results were produced. 
After several rounds of traffic flow model calibration, the 
final model parameters were chosen for freeways:

•	 Alpha = 2.3
•	 Jam density = 190
•	 Minimum speed = 5 mph

In addition, the freeway bias was set to 10%, and the entire 
regional model was run with all signals set to actuated 
(45-second maximum, 10-second minimum, 4-second amber) 
signals.

The DynusT model was validated against INRIX and count 
data. All the calibration efforts resulted in improved overall 
travel times and volumes when compared against INRIX and 
count data. When plotted against the static assignment results 
from the existing TDM based on Emme, the PM two-hour vol-
umes from DynusT in the Southwest Corridor were still low on 
the major arterial (Barbur Boulevard), with differences averag-
ing 42% lower in DynusT than in Emme (Figure 5.1). There was 
a much better fit on the freeways, with an average difference of 
4% and R2 = 0.9407.

Based on these results, the signals were changed to known 
timings (pretimed) along Barbur Boulevard and the on- and 
off-ramps for I-5 in the Southwest Corridor to see if a closer fit 

could be achieved between the models. These changes resulted 
in much better fit in the study area, with arterials averaging just 
12% difference and freeways still averaging 4% difference. The 
overall R2 was further improved to 0.9462 (Figure 5.2).

Next, travel times were compared between the Emme 
model and the DynusT model. Table 5.1 shows AM peak-
period two-hour and midday one-hour travel time compari-
sons between the static model and DynusT. The statistics are 
categorized into three groups: all zones, either origin (O) or 
destination (D) in the Southwest Corridor, and both O and D 
in the Southwest Corridor.

Examined from the standpoint of percentage difference  
(% Difference in Table 5.1) for all three groups, midday travel 
times looked satisfactory, with zonal travel time differences 
ranging from only 7.5% to -11.1%. However, the difference 
increased for the peak-period results. When comparing all 
zone pairs in the region (4,600,000+), there was still a signifi-
cant difference (~32%) between the DynusT and Emme model 
travel times. Much of this difference can be attributed to the 
actuated signals, which reach a maximum at 45 seconds in 
DynusT. On many corridors in the region, however, the maxi-
mum green time can exceed 100 seconds, and the edits to 
Barbur Boulevard in the model showed that changes in maxi-
mum green time can make a big difference in route selection 
and zone-to-zone travel time. So, either the maximum green 
time allowed for select actuated signals should be increased, or 
pretimed signal plans along select corridors should be manu-
ally input to get more reasonable regional DynusT travel times.

When comparing all O-D pairs either beginning or ending 
within the Southwest Corridor (1,000,000+), there was an even 
bigger discrepancy between weighted travel times (~37%). 
However, when focusing on those zone pairs contained wholly 
within the Southwest Corridor study area (66,500+), there 
was a much better fit between the models (~20% difference, 
representing less than 2 min).

Figure 5.3 shows the entire Portland regional highway net-
work. The Southwest Corridor study area, shown in Figure 5.4, 

Analysis Model Preparation
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Figure 5.1. Comparison of 4 p.m. to 6 p.m. volumes between DynusT 
and Emme.

D
yn

u
sT

 v
o

lu
m

es
 4

 p
m

 –
 6

 p
m

Emme volumes 4 pm – 6 pm

Figure 5.2. Improved 4 p.m. to 6 p.m. volume comparison between 
DynusT and Emme.
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Table 5.1. AM Peak-Period Travel Time Comparison Between DynusT and Emme

Zone
No. of 

Zone Pairs

Weighted Mean AM 2-hour  
SOV Travel Time

Weighted Mean Midday 1-hour  
SOV Travel Time

Emme 
(min)

DynusT 
(min)

Difference 
(Emme – 
DynusT)

% Difference 
(from Emme)

Emme 
(min)

DynusT 
(min)

Difference 
(Emme – 
DynusT)

% Difference 
(from Emme)

All zones 4,674,244 15.54 20.56 -5.02 -32.3% 13.18 14.64 -1.46 -11.1%

O or D in SW 
Corridor

1,049,028 17.03 23.40 -6.37 -37.4% 13.96 14.87 -0.91 -6.5%

O and D in SW 
Corridor

66,564 8.55 10.28 -1.73 -20.2%  7.20  6.66 0.54 7.5%

Note: SOV = single-occupant vehicle.

Figure 5.3. Portland regional highway network.
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Figure 5.4. Southwest Corridor study area shown in coral.

encompasses 258 traffic analysis zones; this area actually con-
tains most of the high-employment and residential areas that 
were of concern for the purposes of this study. This area includes 
the Portland central business district (CBD), the Lloyd District, 
Washington Square, Lake Oswego, Tualatin, Tigard, and much 
of the industrial northwest area of Portland.

The team decided to focus solely on DynusT and FAST-TrIPs 
travel times and reliability travel time equivalents (TTEs) only 
for those zone pairs contained within the study area and substi-
tute Emme automobile and transit travel times for all other 
areas in the region. Using these times greatly improved the 
model calibration and allowed the team to move forward with 
TDM integration. The next step was the integration of DynusT 
and FAST-TrIPs and final integration of the dynamic models 
with the Metro TDM.

5.2  FaSt-trIps Model 
preparation and Coding

5.2.1 FAST-TrIPs Model Updates

As part of this project, the L35A team continued to make sub-
stantial improvements to the FAST-TrIPs model. The path 
search model (i.e., trip-based shortest path) in FAST-TrIPs was 

improved to be multithreaded, with significant speed-ups. In a 
test on a four-core machine, the run time was improved by up 
to 70%. A new submodel was added for passenger appearance 
at boarding stops. The submodel determines, based on the 
route headway, how early passengers show up at the stop.

Two new parameters in the route choice model can be used 
as a part of the path utility:

1. Transfer penalty, to add inconvenience cost to each transfer, 
in addition to the transfer wait/walk time.

2. Fare, to incorporate the cost of boarding a transit vehicle. 
The value of travel time is generic at this time, but it can 
be individualized as needed.

A skim-generation module was added, and the passenger 
waiting function was updated. Additional Southwest Corri-
dor skim-generation code was updated in terms of Metro 
TDM–FAST-TrIPs integration.

5.2.2  General Transit Feed Specification 
Network Updates

To aid DynusT and FAST-TrIPs integration, General Transit 
Feed Specification (GTFS) IDs were updated. C-TRAN (Clark 
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County, Washington) and SMART (Southern Metro Area 
Regional Transit) transit network and schedule times (GTFS) 
were added on the existing network (TriMet). The L35A team 
researched various methods to streamline this process with the 
aim of helping future model users reduce the time needed to 
prepare the transit route information for use in the modeling 
environment. Table 5.2 shows the transit network.

Similarly, the team also checked the basic differences between 
FAST-TrIPs and the Emme model; all-to-all and Southwest Cor-
ridor area transit skims were compared. Transit assignment cov-
erage by the skims from FAST-TrIPs was analyzed by comparing 
it with the coverage of the existing Emme model, and to increase 
accessibility, additional access links were added to the existing 
data set to improve the accessibility for transit passengers.

5.2.3 Transit Scenario Preparation

The coding for transit scenarios started from coding all 
routes, stop locations, and the schedule of every bus trip. 

Table 5.2. Transit Network

Operatorsa TriMet, C-TRAN, SMART

Routes 124

Trips 7,670

Stops 8,525

Stop times 417,007

a Sandy Area Metro and Canby Area Transit are  
not included because no general transit feed 
specification files were provided.

New light rail transit and BRT services for the Southwest 
Corridor were prepared, and additional route changes on 
the existing routes were considered. More specifically, 
GTFS files were prepared for new light rail transit and BRT 
services, the existing three transit routes (12, 76, and 94), 
and the new Route 93.

Developing the bus transit network for DynusT simulation 
was a major undertaking for a multimodal traffic simulation. 
GTFS files were imported into DynuStudio for editing and 
precise mapping of transit routes link by link onto the auto-
mobile network. A diagram of bus routes is shown in Fig-
ure 5.5. The script for generating transitrouteschedule.dat was 
also developed by the team, and the interface to the DynuStudio 
transit module was implemented.

Buses were included in the DynusT mixed-mode DTA sim-
ulation, and transit times were produced as main outputs to 
be fed into FAST-TrIPs. Nearly 3,200 buses were included in 
the transit demand for the entire simulation period. Figure 5.6 
and Figure 5.7 display assigned bus volumes on the highway 
network and at stops, respectively.

5.3  Dynust and FaSt-trIps 
Integration

The DynusT–FAST-TrIPs integration process involves the 
following steps:

1. FAST-TrIPs is run with the real demand from 11 a.m. to 
7 p.m. This run will produce an output file named ft_ 
output_loadProfile.dat that contains information about 
transit dwell time.

Figure 5.5. Bus routes shown in each color-coded line.
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2. The transit dwell information produced by FAST-TrIPs 
can be used for the DynusT run in order to account for the 
delay at transit stops. However, ft_output_loadProfile.dat 
cannot be directly used by DynusT. A Python script  
is needed to convert ft_output_loadProfile.dat to  
TransitDwellTime.dat.

3. Next, DynusT is run for the whole period (11 a.m. to 
7 p.m.) to generate the automobile skims.

4. Running DynusT for the whole period will generate an 
output file named AltTime_Transit.dat that contains all 
the transit stop time information. However, as in Step 2, 

this file cannot be directly used by FAST-TrIPs, and  
a Python script is applied to convert the contents of  
this file to an input file for FAST-TrIPs called ft_input_
StopTimes.dat.

5. Using the stop time information, FAST-TrIPs can then be 
run to produce all-to-all transit skims by applying a fake 
all-to-all demand for auto. At this point, the FAST-TrIPs 
parameters setting should be changed such that instead  
of using the schedule, FAST-TrIPs uses vehicle trajecto-
ries. Because FAST-TrIPs runs cannot be conducted 
simultaneously, two FAST-TrIPs runs should be conducted 

Figure 5.6. Bus volumes on highway network shown in red bandwidth plot.

Figure 5.7. Bus volumes at stops shown by different-sized green circles.
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separately using the corresponding fake automobile demand 
to produce the midday (12 to 1 p.m.) and peak afternoon 
(4 to 6 p.m.) sets of transit skims.

6. Once the automobile and transit travel time skims are 
generated, they will be incorporated into the regional 
TDM to produce the final trip tables. TDM forecasts desti-
nations and mode choices and produces hourly trip tables 
for final assignment. To conclude the process, the integrated 
DynusT–FAST-TrIPs model should be run once again using 
final hourly trip tables produced by the TDM.

These steps are summarized in the flowchart shown in 
Figure 5.8.

The integration of DynusT and FAST-TrIPs was conducted 
under the DynuStudio platform. The complete integration 
method is explained in Appendix B.

5.4 Base Model evaluation

Both the DynusT and FAST-TrIPs skims were incorporated into 
the Metro regional TDM. The skims were verified as reasonable 
by Metro staff. Reasonable destination and mode choice results 
were anticipated from both the DynusT and FAST-TrIPs skims. 
The histograms in Figures 5.9 through 5.12 show travel time 
differences between Emme static results and DynusT–FAST-
TrIPs dynamic results for zone pairs within the subarea.

Given the complexities associated with the FAST-TrIPs net-
works, these differences are reasonable, especially because 
travel time reliability is incorporated into the route choice for 
DynusT–FAST-TrIPs but not in the static assignments. Fig-
ures 5.9 and 5.10, respectively, are for AM peak and midday 
automobile travel. Figures 5.11 and 5.12 are for the same 
periods for transit travel.

Run DynusT for the whole period
(11 am to 7 pm)

Convert Stop Time information to

FT format

Run the regional travel demand model

Convert Dwell Time information to
DT format

Run FT with real demand

(11 am to 7 pm)

Run FT Run FT

SW fake demand

(12 pm–1 pm)

SW fake demand

(4 pm–6 pm)

Auto travel
time skims

Transit travel time skims

Final trip tables

Run integrated DT/FT model once again

Figure 5.8. The DynusT–FAST-TrIPs integration framework.
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Figure 5.9. Difference in AM peak-period SOV automobile travel times for Southwest Corridor zone pairs 
(weighted by trips): mean = 22.5 min, standard deviation = 4.5 min.
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Figure 5.10. Difference in midday SOV automobile travel times for Southwest Corridor zone pairs 
(weighted by trips): mean = 20.4 min, standard deviation = 2.4 min.
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Figure 5.11. Difference in AM peak-period total transit travel times for Southwest Corridor zone 
pairs (weighted by trips): mean 5 1.4 min, standard deviation 5 9.7 min.
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Figure 5.12. Difference in midday total transit travel times for Southwest Corridor zone pairs  
(weighted by trips): mean 5 2.2 min, standard deviation 5 10 min.
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6.1 Study area

The Southwest Corridor Plan, which is illustrated in Appen-
dix A, integrates multiple efforts: local land use plans to iden-
tify actions and investments that support livable communities; 
a corridor refinement plan to examine the function, mode, and 
general location of transportation improvements; and a transit 
alternatives analysis to define the best mode and alignment of 
high-capacity transit to serve the corridor. The plan is a part-
nership between Metro, Multnomah County, Washington 
County, the Oregon DOT, TriMet (the Portland region transit 
agency), and the cities of Portland, Sherwood, Tigard, Tualatin, 
Beaverton, Durham, King City, and Lake Oswego. The project 
uses a technical advisory committee, a project team leaders’ 
group, and a steering committee made up of representatives of 
local jurisdictions to advise and contribute to the process.  
A project map of the Southwest Corridor Plan is shown in 
Figure 6.1.

6.2 Descriptions of Scenarios

Scenarios analyzed by this study are described as follows:

•	 Scenario 1. This scenario included only the base network 
without any BRT or intelligent transportation system strat-
egy. No reliability measure was modeled; that is, DynusT 
and FAST-TrIPs assignments were based entirely on travel 
time without incorporating travel time reliability.

•	 Scenario 2. This scenario was similar to Scenario 1 except 
that reliability measures were included.

•	 Scenario 3. This scenario incorporated BRT into the base 
network on Barbur Boulevard operating in mixed traffic. 
This scenario was equivalent to a typical transit route, but 
with improved bus frequencies and fewer stop locations. 
These alterations represented a minimal improvement to 
the transit service within the corridor without any change 
in existing transit or auto right-of-way (ROW).

•	 Scenario 4. This scenario was similar to Scenario 3 but 
with BRT operating in a dedicated ROW by taking up one 
existing lane.

•	 Scenario 5. This scenario was similar to Scenario 3 but with 
BRT operating in a dedicated ROW by adding one lane.

•	 Scenario 6. This scenario was Scenario 3 with the addition of 
several variable message signs (VMSs) along Barbur and I-5.

•	 Scenario 7. This scenario was Scenario 4 with the addition 
of several VMSs along Barbur and I-5.

•	 Scenario 8. This scenario was Scenario 5 with the addition 
of several VMSs along Barbur and I-5.

Scenarios 9 through 15 were similar to Scenarios 2 through 8 
with reliability measures not being considered. All scenarios 
are summarized in Table 6.1. Cross sections of the scenarios 
are shown in Figures 6.2 through 6.4 to better illustrate their 
differences. BRT line coding and the VMS locations along the 
Southwest Corridor are shown in Figures 6.5 and 6.6, 
respectively.

6.3 Scenario Coding

Scenarios 3, 4, and 5 included the following adjustments to 
the local bus network in coordination with BRT service:

•	 Route 12 frequency was reduced between Tigard and 
downtown Portland where BRT service operates.

•	 Route 76 was rerouted from SW Hall Boulevard to SW 
72nd Avenue in Tigard to avoid duplicating BRT routing.

•	 Route 94 frequency was increased between Sherwood and 
Tigard.

In all the scenarios beyond the first two—which were essen-
tially the base network—modeling the scenarios entailed cod-
ing the BRT plus “Other Buses” changes into the DynuStudio 
FAST-TrIPs base network. After running the new transit cod-
ing in FAST-TrIPs, the standard DynusT model was run to 

Scenario Descriptions
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Figure 6.1. Southwest Corridor project map.

Figure 6.2. Cross sections of Scenarios 1, 2, 3, and 6.

Figure 6.3. Cross sections of Scenarios 4 and 7.

Table 6.1. Scenario Summary

Scenario Reliability
Interaction with 

Other Traffic

Existing 
or New 
Lane VMS

1 No na na No

2 Yes na na No

3 Yes Mixed with Traffic na No

4 Yes Dedicated Lane Existing No

5 Yes Dedicated Lane New No

6 Yes Mixed with Traffic na Yes

7 Yes Dedicated Lane Existing Yes

8 Yes Dedicated Lane New Yes

9 No na na No

10 No Mixed with Traffic na No

11 No Dedicated Lane Existing No

12 No Dedicated Lane New No

13 No Mixed with Traffic na Yes

14 No Dedicated Lane Existing Yes

15 No Dedicated Lane New Yes

Note: na = not applicable.
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Figure 6.4. Cross sections of Scenarios 5 and 8.

Figure 6.5. Southwest Corridor BRT line coding.
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Figure 6.6. Variable message sign (VMS) locations.

Run FAST TrIPs to produce dwell
time information for DynusT

Run DynusT to produce transit
schedule and stop time

information for FAST TrIPs

Run FAST TrIPs

Figure 6.7. Scenario coding 
flowchart for Scenarios 1 
and 2 (base network).

Run FAST TrIPs to produce dwell
time information for DynusT

Run DynusT to produce transit
schedule and stop time

information for FAST TrIPs

Run FAST TrIPs

Add Bus + Other Buses coding to
transit system

Figure 6.8. Scenario coding 
flowchart for Scenarios 3 
and 6 (BRT in mixed traffic).

create the transit schedule, which was then fed into FAST-
TrIPs. The process generally followed the steps shown in 
Figure 5.8. The flowcharts of Figures 6.7 and 6.8, respectively, 
show the coding process for Scenarios 1 and 2 and Scenar-
ios 3 and 6.

For Scenarios 4 and 5 (and similarly for Scenarios 7 and 8), 
the process varied slightly, as these scenarios assumed that BRT 
runs on a separate ROW dedicated solely to high-capacity 

transit. In these scenarios, instead of coding ROW directly, 
DynusT was run twice. The first run was with very little 
demand to simulate the situation that buses were traveling in 
free-flow conditions, and the second run was with full demand 
to simulate buses traveling in full-demand conditions. After 
these two separate DynusT runs were completed, the two  
AltTime_Transit.dat files were used to produce the FAST-TrIPs 
transit schedule. The file from the full-demand DynusT run 
was used for coding transit for the entire system, and the BRT 
coding section was substituted from the results of the free-flow 
DynusT run. This coding reflects a bus running in a dedicated 
ROW and was fed into FAST-TrIPs. The coding for these sce-
narios is illustrated in Figure 6.9.

Although different services (e.g., bus, BRT, rail) may be run 
separately in DynusT, or if some routes are not simulated 
(e.g., rail) and so are separate, all the routes should be pro-
vided to FAST-TrIPs in a single file (ft_input_stopTimes.dat).

6.4  Model Feedback 
Framework

The feedback framework implemented for this project as 
shown in Figure 6.10 started from initial DynusT and FAST-
TrIPs assignment to obtain skim (zone-to-zone travel time) 
information. The skim information was then returned to the 
mode choice model in the Metro TDM to estimate the 
mode shift due to the change of skim data that resulted from 
the initial assignment. The new estimated demand informa-
tion for all the modes was then fed into DynusT–FAST-TrIPs 
again as the final assignment. The results reported here are 
from the final runs.
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Figure 6.9. Scenario coding flowchart for Scenarios 4, 5, 7, and 8 
(BRT in dedicated right-of-way).

Figure 6.10. Feedback framework.
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All the planned scenarios went through the complete  
modeling process depicted in Figure 6.10. A video showing 
the simulation of DynusT is available at http://youtube/
FslkZE_ztAs.

7.1 route Options

The route options displayed in Figure 7.1 illustrate route 
utilization under different reliability considerations. When 
reliability is not considered for a Tigard–Portland central 
business district (CBD) O-D pair, a longer and less reliable 
route (blue route in Figure 7.1a) is considered in the route 
set. When a reliability measure is considered, a set of shorter 
routes considered by users is shown. That set excludes the 
blue route.

A similar route set pattern is observed for the Tualatin–
Portland CBD O-D pair (Figure 7.2). The case considering 
reliability measures includes fewer routes as it omits longer 
and less robust routes. Such assessments were confirmed by 
local commuters with actual experience with the corridor.

7.2  Impact of reliability on 
perceived travel times

7.2.1 Tigard and Portland CBD

Further details from skims prompted some insights regarding 
the composition of travel time equivalents (TTEs). For the 
same Tigard–Portland CBD O-D pair in the baseline with 
reliability case, the total TTE was 48 min and travel time was 
41 min, indicating a 7 min TTE of reliability. In the case of 
BRT operating in an exclusive ROW via adding a new lane, 
with reliability the TTE was 46 min and travel time was  
40 min, meaning a 6 min TTE of reliability. Despite a 1-min 
difference, both cases exhibit comparable TTEs of reliability. 
Figure 7.3 shows the peak-period TTEs for Tigard and the 
Portland CBD.

7.3  Impact of reliability on 
transit Mode Shares

Considering reliability generally leads to a slightly increased 
transit ridership share compared to a no-reliability case, as 
shown in Figure 7.4. Comparing three no-reliability sce-
narios (the baseline case, BRT in an exclusive ROW via an 
added lane, and VMS + BRT in an exclusive ROW via an 
added lane) revealed a generally increased ridership share for 
BRT (increase from 4.15% in the baseline case to 4.5% in the 
BRT in the exclusive ROW via an added lane case), but a 
slightly decreased ridership share for the VMS + BRT case 
compared to BRT.

The same scenarios analyzed by including a reliability 
measure revealed a similar trend across the three scenarios, 
but the reliability cases generally concluded with an approxi-
mately 1% increase in ridership compared to the no-reliability 
cases. This difference is due primarily to the fact that includ-
ing a reliability measure increases the impedance of auto-
mobile traffic. However, such reliability-related impedance is 
minimal for BRT, because BRT travels on the dedicated ROW 
and hence is less likely to be affected by congestion on the 
automobile network. The ridership differences among sce-
narios were generally less than 1.0%. The differences were 
likely to be subject to the randomness of the mesoscopic sim-
ulation. Nonetheless, considering that the total share of transit 
in the study corridor is only about 4%, the range of differences 
appears to be intuitive.

7.4  transit Mode Shares  
by Scenarios

The transit market shares under the four scenarios displayed 
in Figure 7.5 appear to be intuitive, with transit accounting for 
about a 4.33% mode share in the baseline case, 4.74% in the 
BRT in exclusive ROW via an added lane case, 4.88% in  
the BRT in exclusive ROW via a take a lane case, and 4.65% in 

Scenario Analysis
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the BRT in mixed traffic case. One could understand these 
differences from the standpoint of traffic conditions for both 
automobile and BRT in each scenario.

In the BRT in exclusive ROW via added lane case, the dedi-
cated traffic lane improved both the travel time and the reli-
ability for BRT, thus leading to an increase of market share. In 
the BRT in exclusive ROW via lane removal case, which takes 
away one automobile lane, the roadway capacity for automobile 
traffic is significantly reduced, resulting in a higher level of con-
gestion and thus reducing the market share of automobiles.

7.5  Impact of Variable 
Message Signs on  
transit Mode Shares

The general function of VMSs is to provide warning and/ 
or guidance about upstream congestion to alert automobile 
drivers to the situation and allow them an opportunity to divert 
to another corridor. This function is particularly useful in the 
portion of the study area where Barbur Boulevard runs parallel 

to I-5. When congestion occurs on either highway, the installed 
VMS helps balance the traffic load on both corridors. This load-
balancing mechanism helps alleviate traffic congestion and 
consequently increases the automobile market share due to 
improved traffic conditions. As shown in Figure 7.6, the transit 
market share slightly decreases in all three shown scenarios 
because VMSs improve traffic conditions for automobiles. This 
example highlights the market interrelationship between differ-
ent modes and traffic management strategies. Although seem-
ingly undesirable from a transit operation standpoint, the 
systemwide total benefit of including both BRT and VMS is 
properly captured when reliability is incorporated. The effects 
of reliability in scenario analysis are discussed in Section 7.6.

7.6  Impact of reliability  
on Scenario analysis

Another method for understanding how incorporating 
reliability measures could affect the scenario analysis out-
come is to examine the percentage improvement or change of 

(a) Without Reliability (b) With Reliability

Figure 7.1. Route choice options between Portland central business district (CBD) and Tigard.



47   

person-based measures of effectiveness (MoEs) [i.e., average 
travel time, average vehicle miles traveled (VMT), and average 
delay] across scenarios for cases both with and without reliabil-
ity. Examining the scenario outcomes based on person-based 
(in lieu of automobile mode only) MoEs for the entire corridor 
is the proper way to depict the performance of the study corri-
dor. This approach is of particular importance because most of 
the studied scenarios are related to BRT operations, and the 
auto-only MoE does not reflect the actual performance of  
the scenarios of interest.

Figure 7.7 and Figure 7.8, respectively, illustrate the 
without reliability and with reliability cases on southbound 
Barbur Boulevard. The charts on the left-hand side of  
each figure show the MoE values for each of the three sce-
narios, and the right-hand charts show the improvement 
with respect to the baseline case in terms of percentage 
reduction.

The chart without considering reliability (Figure 7.7) 
shows that the BRT strategy improved on the baseline  
case by about 2% in average personal travel time and 7.5% 

in average delay. For the BRT + VMS case, the improve-
ment in average personal travel time was increased to  
4.7% from 2% in the BRT-only case, but the improvement 
in average delay shrank to 4.7% from 7.5% in the BRT- 
only case.

Compared to the case without reliability, the main observed 
difference in the case with reliability on southbound Barbur 
Boulevard was the increased benefit measures (Figure 7.8). 
The reduction was 11% for average personal travel time and 
11.5% for average delay for the BRT scenario, and 10% and 
18.5% improvement for average travel time and delay, respec-
tively, for the BRT + VMS case.

Similar conclusions can be observed for the I-5 corridor 
(Figures 7.9 and 7.10). Taking southbound as an example, 
considering the reliability measures increased the benefit  
of BRT by 15% and BRT + VMS by 20% with respect to 
average personal travel time and delay. These values are 
considerably higher than those in the case without consid-
ering reliability (2.3% and 5.4%, respectively, for average 
travel time for BRT and BRT + VMS and 8.5% and 3.6%,  

(a) Without Reliability (b) With Reliability

Figure 7.2. Route choice options between Portland CBD and Tualatin.
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Figure 7.3. Peak-period travel time equivalents between Tigard and  
Portland CBD.



49   

Figure 7.4. Intra–Southwest Corridor transit percentages— 
comparing scenarios with and without reliability.

Figure 7.5. Intra–Southwest Corridor transit percentages— 
all scenarios with reliability.
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Figure 7.6. Intra–Southwest Corridor transit percentages—comparing 
all scenarios with reliability, with and without vehicle message signs.

Figure 7.7. Southbound Barbur Boulevard measure of effectiveness (MoE) comparison—without reliability.

Figure 7.8. Southbound Barbur Boulevard measure of effectiveness (MoE) comparison—with reliability.
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respectively, for average delay for the BRT and BRT + VMS 
scenarios).

The increased BRT (exclusive of ROW) benefit that resulted 
from considering reliability measures can be attributed 
mainly to the following factors:

1. Including reliability in the route choice for automobile 
and transit resulted in added impedance (penalty) for 
both modes. Because automobile travel was less reliable 
than the BRT option with exclusive ROW in the study 
corridor, the inclusion of reliability naturally increased 
the ridership of BRT.

2. The subsequent increased ridership of BRT allowed a 
higher number of travelers in the corridor using a more 
reliable BRT mode. Thus, when computing the person-
based MoEs for the entire corridor, the results arguably 
captured the benefit of BRT more accurately than a case 
with no reliability measure inclusion.

3. The incremental benefit of VMSs was more pronounced 
when reliability was considered but not the other way 
around. In other words, when reliability was incorporated 
the ability of VMSs to properly balance the traffic load 
between I-5 and Barbur Boulevard in time of congestion 
could be captured by the model.

Figure 7.9. Southbound I-5 corridor measure of effectiveness (MoE) comparison—without reliability.

Figure 7.10. Southbound I-5 corridor measure of effectiveness (MoE) comparison—with reliability.
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8.1 Second Workshop Summary

The research team organized the second workshop and shared 
the research findings with the policy group on March 27, 2014, 
at Portland Metro from 10:30 a.m. to 1:30 p.m. Sixteen attend-
ees participated in this workshop. Attending agencies included 
the Oregon DOT, Metro (a metropolitan planning organiza-
tion), City of Tigard, Washington County, City of Sherwood, 
and City of Portland. Attendees also included two SHRP 2 
staff members.

The workshop’s participants included the following:

•	 Policy Group
44 TriMet (regional transit authority)
44 Oregon DOT
44 Washington County
44 Metro
44 City of Tualatin
44 City of Portland
44 City of Tigard

•	 Workshop Observers
44 Project supervisory team, Transportation Research 
Board

44 Metro
•	 SHRP 2 L35 Project Team

44 University of Arizona
44 Metro
44 RST International Inc.

The workshop presented the research outcomes to the 
policy group by describing the research and by answering the 
general question “How does reliability measurement affect 
decision making in the planning process?”

•	 Overall framework of the research
•	 Data collection: stated-preference approach to determine 

value of reliability

•	 Tool and model building
44 DynusT and reliability calculation
44 FAST-TrIPs and reliability calculation
44 Integration of reliability into the TDM

•	 Scenario development
•	 Tool application methodology

44 Schematic
44 Reliability impact on paths

The workshop included open discussions and a consider-
ation of the question “Does information regarding reliability 
derived in this manner assist you in decision making?” The 
policy groups listened to all the presented outcomes and 
engaged in lively discussions about the modeling process and 
analysis results. The takeaway from the group discussions can 
be summarized as follows:

•	 The policy group agreed that this project demonstrated that 
including reliability in modeling and analyzing various 
competing investment scenarios was a useful and informa-
tive process.

•	 The sensitivity and order of magnitude of change of model 
ridership and scenario performance appeared to be intuitive.

•	 Given the usefulness of the methodology, the next question 
was how to present reliability-related information to policy 
makers and the general public. The process of disseminating 
such methodology and information remains a challenging 
issue and needs to be addressed in future modeling efforts.

•	 This methodology can greatly contribute to the cost-benefit 
analysis for most project analyses. Examples presented in the 
workshop, like adding a lane or taking an existing lane to 
accommodate BRT, have significant cost implications, and 
the results show that the presented methodology has a suffi-
cient level of sensitivity to support a more robust cost-benefit 
analysis. The value of reliability, which until now could not 
be communicated in a quantitative manner, needs to be 
highlighted in the communication with stakeholders.

Policy-Maker Engagement Workshop
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•	 Oregon DOT indicated the usefulness of this methodology 
to help them better quantify the benefit of operations 
improvement strategies based on a constrained budget.

•	 The group wanted Metro to undertake a larger-scale stated-
preference survey of the entire Metro panel to reconfirm the 
estimated value of reliability obtained in the earlier phase of 
this project.

•	 A policy group member asked about additional resource 
requirements for an L35A type of study. After the discus-
sions, a consensus was reached that the decision needs to 
be driven by the modeling needs and questions and that 
such information should be used to identify the best tool 
and process to meet the requirements, as well as to justify 
the time and resource needs for a more sophisticated mod-
eling methodology, such as L35A. Although it took the 
research team nine months to complete this study, most of 
the time was spent in the initial model building. Future 
modeling exercises will require much less time, and the 
Metro staff has acquired practical experience in this effort. 
Metro felt studies of this nature are a worthy investment of 
time and effort for an agency to undertake.

•	 Current methodology includes a certain relationship 
between congestion and reliability and to some extent 
“predicts” reliability based on a travel time measure. It is 
highly desirable that Metro use actual traffic data acquired 
from the third-party provider to calibrate the prediction 
model so that the model can better represent the reliability 
measure for the Portland region. By doing so, Metro will have 
a better approach for forecasting future-year reliability.

•	 The group recognized that rapid advancement of vehicle 
and communication technologies will effectively reduce 
highway accidents and consequently reduce this source of 
unreliability. Nonetheless, the group also recognized the 
challenges in predicting all future technology-driven 
improvement and how such advances may affect future 
impacts on reliability.

8.2  Verifying Shrp 2 L05 
Literature review

Combining the first and second workshop outcomes, the 
research team also reviewed and verified the literature review 
reported by the SHRP 2 L05 research team (Cambridge 

Systematics 2013b). The L35A team’s comments regarding 
the L05 literature review are summarized as follows:

1. The traveler cares about reliability. The L35A team con-
firmed that this statement has repeatedly been confirmed 
by policy groups and other research participants.

2. Agencies monitor travel time reliability, but many do not 
yet use it in planning. The L35A team also confirmed this 
statement. In the Portland region, the L35A project is the 
first of this kind of effort to demonstrate the methodology 
for incorporating reliability into project analysis, and the 
research team and policy groups reiterated the need for 
such a methodology, modeling practice, and policy-maker 
engagement.

3. There are several sources of travel time data for estimating 
a reliability performance measure. In the Metro region, 
the agencies have access to Oregon DOT and Metro data 
that have been collected continuously for years. More 
recent data from sources such as INRIX or TomTom 
expand the breadth and depth of data accessibility  
for Metro.

4. Operations can be incorporated into the planning process. 
The scenarios analyzed in the L35A project included VMS 
scenarios. The analysis results demonstrated how that 
modeling framework and approach exhibit reasonable 
sensitivity for capturing the performance and benefit of 
operational strategies. The results of the modeling exercise 
produced insights about operational strategies.

5. Long-range transportation planning models cannot fore-
cast reliability. The Metro modeling staff and policy group 
both recognized the limitation of the traditional trip-
based planning method.

6. Reliability can be monetized. This L35A research adopted 
a survey approach that allows an agency to obtain an esti-
mate of the value of reliability in a cost-effective manner. 
The value of reliability is found to be 0.82 times the value 
of travel time; this value is comparable to findings in the 
literature. The proposed method allows an agency to 
solicit responses through a stated-preference method 
from a large group of the general traveling public, permit-
ting a cost-effective estimate of a value of reliability mea-
sure for the modeling exercise.
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This project successfully demonstrates viable local methods 
for estimating reliability measures, as well as the economic 
value of travel time reliability within a context of transporta-
tion decision making.

The principal research activities included (1) increasing 
policy makers’ situational awareness through workshop 
engagement, (2) obtaining a value of travel time reliability 
that was locally acceptable for the demonstration needs of 
this project, (3) applying such a value to an integrated regional 
TDM and dynamic traffic and transit assignment modeling 
approach, (4) setting up and evaluating a wide range of sce-
narios, and (5) presenting the research findings to the same 
policy groups and obtaining feedback and comments regard-
ing the overall modeling exercise and assessments of potential 
future use of reliability in actual project analysis.

The Metro policy group adopted a simplified stated- 
preference method via an online survey to estimate a reli-
ability ratio that could be used to estimate the value of travel 
time reliability. Although this method is highly simplified, 
the estimated reliability ratio appears to be comparable with 
findings in the literature and was confirmed to be acceptable 
for further project scenario modeling activities.

To better account for the time-varying nature of traffic 
dynamics and to further leverage prior SHRP 2 research 
products, the research team applied state-of-the-art network 
models to capture the needed sensitivity with respect to reli-
ability. The research team integrated Metro’s trip-based TDM 
with the dynamic traffic assignment model DynusT and 
dynamic transit assignment model FAST-TrIPs. Both of the 
latter models were based on research products associated 
with the SHRP 2 C10B project. SHRP 2 L35A is the first 

project to demonstrate successfully the feasibility of integrat-
ing the network models from SHRP 2 C10B with a trip-based 
model.

More than 10 scenarios were identified and modeled in 
this project. The analysis results indicated that both bus rapid 
transit and VMSs would contribute to improved reliability 
for the Southwest Corridor when considering the perfor-
mance over multiple modes and facilities. Bus rapid transit 
contributes to improved corridor performance by increased 
ridership due to higher reliability, and VMSs contribute to 
improved corridor reliability by balancing the arterial and 
freeway flow via information dissemination.

Such modeling processes and results were fully presented 
and discussed at the second workshop with the Metro policy 
group. The policy group members concluded that incorporat-
ing reliability into the overall scenario and project analysis 
helped them better understand the potential benefit of studied 
strategies that could not be realized by using the traditional 
method.

The research team and the policy group also concluded that 
a more comprehensive and rigorous survey method with a 
sufficient number of correspondents will be conducted for the 
Metro region to establish a value of travel time reliability that 
can be used in future project selection and policy making.

Multiple paradigms exist for estimating the reliability 
measures. In addition to L03, an alternate method that can 
account for more detailed local recurring and nonrecurring 
data is the Monte Carlo simulation type of method proposed 
by SHRP 2 L04. The L04 method is applicable to small net-
works, but it is not useful for a large region due to computa-
tional intractability.

Lessons Learned and Concluding Remarks
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A p p e n d i x  A

Southwest Corridor Work Plan

Figure A.1 illustrates the Phase 1 work plan approach for the Southwest Corridor, and Figure A.2 describes plan coordination 
and priorities.

Source: Portland Metro, reproduced with permission.

Figure A.1. Phase 1 work plan approach for the Southwest Corridor.
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Source:  Portland Metro, reproduced with permission. 

Figure A.2. Southwest Corridor Plan details: ( left) plan coordination and project and policy priorities and (right) 
focus areas.
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A p p e n d i x  B

This appendix presents basic procedures to run DynusT–
FAST-TrIPs in the DynuStudio environment. Assume all 
FAST-TrIPs files are located in the same DynusT scenario 
folder, including all input files, program executables, and inte-
gration scripts. All outputs will be saved in the same folder. 
Figure B.1 shows the DynusT–FAST-TrIPs run window.

•	 Transit network
 To enable FAST-TrIPs transit, a network must exist and the 
Transit button must be checked. The Start Time is the transit 
service starting time in real clock time (min). In Figure B.1, 
the start time is 11 a.m. or 660 min. The transit dwell times 
can be set to use the existing values from previous runs or 
be reset to zero.

•	 FAST-TrIPs configuration
 Click the FAST-TrIPs button to open DST-FSTRPConfig 
.dat from the current folder. As shown in Figure B.2, this 
file contains two parameters:
44 maxIter—maximum number of iterations for the feed-
back runs; and

44 fstFlag—a flag with a value of 1 or 0 to indicate whether 
FAST-TrIPs will be run in the integration run. If 0 is 
given, only DynusT runs will be performed.

•	 FAST-TrIPs–DynusT feedback
 Check the FAST-TrIPs–DynusT feedback button to enable 
the integration run, which is controlled by Python script 
dst_ft_ex.py, which is located in the current scenario folder. 
The script is composed of the following parts:
44 Execute DynusT run.
44 Execute FAST-TrIPs run.
44 Import dwell times from ft_output_loadProfile.dat and 
prepare TransitDwellTime.dat to be used in the next 
DynusT run.

•	 Import final dwell times
 The final dwell times from FAST-TrIPs can be imported 
into DynuStudio by using analysis option 20, shown at the 
bottom of Figure B.3. Figure B.4 shows the transit display 
option in DynuStudio. After the final dwell times have 
been imported, they can be displayed in proportional cir-
cles at stops on the transit layer as shown in Figure B.5.

DynusT and FAST-TrIPs Integration  
Run in DynuStudio



60

Figure B.1. Run window for DynusT–FAST-TrIPs runs.

Figure B.2. FAST-TrIPs configuration file.
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Figure B.3. Analysis options in DynuStudio.

Figure B.4. DynuStudio transit display option.
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Figure B.5. Transit stops and dwell times indicated by proportional circles.
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