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America’s highway system is critical to meeting the mobility and economic needs of local communities, regions, and the nation. Developments in research and technology—such as advanced materials, communications technology, new data collection technologies, and human factors science—offer a new opportunity to improve the safety and reliability of this important national resource. Breakthrough resolution of significant transportation problems, however, requires concentrated resources over a short time frame. Reflecting this need, the second Strategic Highway Research Program (SHRP 2) has an intense, large-scale focus, integrates multiple fields of research and technology, and is fundamentally different from the broad, mission-oriented, discipline-based research programs that have been the mainstay of the highway research industry for half a century.
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A large component of the safety research undertaken in the second Strategic Highway Research Program (SHRP 2) is aimed at reducing the injuries and fatalities that result from highway crashes. Through a naturalistic driving study (NDS) involving more than 3,000 volunteer drivers, SHRP 2 expects to learn more about how individual driver behavior interacts with vehicle and roadway characteristics. In anticipation of the large volume of data to be collected during the NDS, several projects were conducted to demonstrate that it is possible to use existing data from previous naturalistic driving studies and data from other sources to further the understanding of the risk factors associated with road crashes. More specifically, the four S01 projects, titled Development of Analysis Methods Using Recent Data, examined the statistical relationship between surrogate measures of collisions (conflicts, critical incidents, near collisions, and roadside encroachment) and actual collisions. This report presents the results of one of these projects, undertaken by the University of Michigan Transportation Research Institute.

This report documents the second phase of a two-phase project under SHRP 2 Safety Project S01C. A primary part of this work involved conducting a multivariate analysis of crash and naturalistic driving data in relation to highway factors. A geographic information system (GIS) framework was used as the basis for fusing multiple information sources to analyze road departure crash risk. A major goal was to use this method to support formulation and validation of crash surrogates.

Two analytical models developed in the study focus on the statistical relationship between surrogate measures of crashes and actual crashes and on the formulation of exposure-based risk measures using surrogate measures. The first approach is an extension of the traditional univariate response model for crashes to a model that treats crashes and crash surrogates as a bivariate response variable, incorporates a correlation structure between them, and can be extended to a Bayesian model. The second approach is based on extreme value theory and estimates the probability of events that are more extreme than any that have been observed. The surrogate measures examined ranged from relatively simple measures based on lane position and time to the crossing of a lane boundary to more complex measures, such as a driver’s adjustment of the vehicle yaw angle to match that of the road.

The report also describes three exploratory studies that illustrate the value of the geospatial approach taken. The first study examined the application of spatial statistics to the problem of determining if concentrations of crashes were really “hot spots” or if they could be considered simply random groupings. The second study compared surrogate event rates in episodes of driving while on and off using a cell phone. The comparison was made for the same driver for the same conditions. The third study compared the yaw rate error of drivers through areas of lane widening and locations with uniform lane widths. The results of each exploratory study suggest that the combination of naturalistic, crash, and highway data provides a rich data resource for many types of research.
This report provides valuable background information to highway safety analysts seeking to use the data that will be made available from the SHRP 2 NDS. The beneficiaries of such research will be the nation’s highway users as vehicle design and road design, as well as highway traffic control, are improved through the analytical use of the data.
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Executive Summary

The research presented in this report deals with the joint statistical analysis of crash data and naturalistic driving data (NDD), referenced in a common spatial framework. The aim is to provide a validated quantitative link between detailed measurements of naturalistic driving behavior, road departure crashes, and road segment characteristics. No such link exists, and therefore the goal was to develop appropriate analysis methods capable of associating crash risk with quantitative metrics (“crash surrogates”) available from NDD. In this process, geographic information system (GIS) tools and other analysis tools were used. When applied to results of the future SHRP 2 naturalistic driving study (NDS), the methods should provide quantitative relationships between driving and crash risk, provide validated surrogates for these types of crashes, and develop new understanding of risk factors, which can be used to improve highway safety. This work is exploratory in nature and uses preexisting driving data from southeastern Michigan to develop initial statistical models and formulate appropriate metrics.

The study is based on the idea that the underlying mechanisms leading to single-vehicle road departure crashes are the same as those that create variations in normal driving, especially those involving “disturbed” lane-keeping control. More specifically, the study formulates the road departure crash problem according to the following set of hypotheses:

1. Single-vehicle road departure crashes occur only under conditions of disturbed control.
2. NDD contain measurable episodes of disturbed control.
3. Crash surrogates exist and are based on a combination of objective measures of disturbed control (from onboard sensors), highway geometric factors, and off-highway factors (environmental factors).
4. Crash surrogates can be related to actual crashes.

Numerous research questions were formulated around this theme. The first of these questions relates to the measurement of disturbed control in naturalistic driving. A set of 14 metrics was formulated, all of them relating to the quality of lane-keeping control or the attention of the driver, or both. Since the driving data used did not contain objective variables for driver head or eye movement, not all possibilities were explored in detail. Statistical analysis was in fact restricted to three candidate metrics:

- Lateral deviation (LDEV): The vehicle lateral deviation from the center of the lane exceeds a threshold based on an overall frequency distribution obtained from the driving data.
- Lane departure warning (LDW): The onboard lane departure system used in the driving study gave an alert to the driver.
- Time to edge crossing (TTEC): The estimated time to departing the paved surface, on the basis of lane position and shoulder width, is less than a certain threshold (again based on an overall frequency distribution).
A fourth candidate metric, the yaw rate error (YRE), was formulated to overcome some of the limitations of the three metrics listed above, but no statistical analysis was carried out on the YRE in this research.

Further research questions were formulated around the variables and methods for performing a joint analysis of the crash data and driving data. As a starting point, a common measure of exposure was found in the form of normalized road segment traversals. The same road segment definitions were used for both data sets, though segments with zero exposure in the NDD were excluded from the study. A unified approach was adopted for the combined analysis of crash rates and surrogate events. The seemingly unrelated regression (SUR) method was adopted because it allows for the use of common explanatory variables in the two data sets and is flexible enough to include additional explanatory variables that are not available in both. This is an important property for future analysis in SHRP 2, in which driver attention variables may be included in the explanatory set for NDD (and no such quantitative information is usually available for crashes). Bayesian estimation was used to determine posterior distributions of the SUR model parameters and also to estimate relative risk (RR) between surrogate and crashes. The posterior distributions of the logarithm of the relative risk (log RR) provided a set of validity tests of the surrogate used. The difference in log RR between crash and surrogate events should be zero for any particular comparison, meaning that zero should be contained within an associated confidence interval. On the one hand, it was found that the simplest surrogate, LDEV, did not satisfy this criterion in the case of a curve/no-curve comparison, and therefore LDEV was not seen as acceptable for use as a crash surrogate. On the other hand, the corresponding log RR distributions for LDW and TTEC did satisfy this criterion. This analysis was not exhaustive, and was conducted as an exemplar of the method. In the future it will be important to increase the number of explanatory variables (including driver attention variables, if available) and apply multiple log RR comparisons to prioritize the wider range of metrics for lane-keeping control.

Since TTEC was found to be a reasonable candidate crash surrogate, its distribution of extremes was applied to the prediction of road departure frequencies for a single example road segment. By using extreme value theory and annual average daily traffic (AADT) counts, it was possible to estimate the number of road departures. An estimate of 12 road departures per year was obtained, compared to the actual crash number of 1.8 per year (police-reported, single-vehicle road departure crashes, averaged over a 5-year period). Since not every road departure is expected to result in a crash, this sample result is considered plausible at least. The crucial point is that a validated surrogate was needed for this type of analysis, and the surrogate needed be based on an underlying continuous variable.

Overall, this exploratory study has demonstrated the use of the SUR analysis method for the combined analysis of crash data and naturalistic driving data. The approach provides a way to assess crash risk in a common framework and to validate or invalidate candidate surrogates. More detailed analysis of individual sites can be carried out by using extreme value theory, though it is important that surrogates be continuous and display the same RR as measured crash data. Although only a small number of surrogates were analyzed, the study demonstrates the importance of surrogate choice, and a new metric—the YRE—has been defined and proposed for use in future statistical analysis. When YRE is applied to data from the future SHRP 2 NDS, the increased statistical power resulting from the much larger data set will provide more definitive conclusions about surrogate validity and factors influencing overall crash risk.
This study focuses on a new challenge and a new opportunity in highway safety research. In the upcoming SHRP 2 naturalistic driving study (NDS), a large new database will be created with the potential to provide entirely new information about risk factors and highway crashes. While smaller data sets of a similar nature have been created in earlier work—especially at the University of Michigan Transportation Institute (UMTRI) (LeBlanc et al. 2006) and the Virginia Tech Transportation Institute (VTTI) (Dingus et al. 2006)—the efficient analysis of the SHRP 2 data will require the development of new and innovative methods. Although the SHRP 2 database will be the largest of its kind, the number of actual crashes seen in the study is likely to be small. Therefore, as part of the overall risk analysis, the formulation and validation of surrogates are major goals.

The present study uses smaller existing data sets as testing ground for the statistical analysis of candidate surrogates. The major focus is on highway factors and the codependence of both crash events and surrogate events on these factors. The analysis to be presented relies on the integration of several sources of data: from naturalistic driving (as will be provided by the SHRP 2 Safety project), from historical crash data, and from databases of highway characteristics. These diverse data sets are related by spatial coincidence (“same highway segment,” generalizing to “same segment properties”) and in particular via reference to underlying road map data. This analysis approach comes under the heading of geographic information systems (GISs), where different layers of information are related via a suitable map-referencing system. Thus, the goal of this study is to develop a GIS-based analysis of crashes and crash surrogates related to highway variables to address many of the priority SHRP 2 Safety questions. The particular crash problem addressed in this study is that of road departure crashes.

Road departure crash rates depend on multiple factors, principally those associated with human behavior and highway/traffic conditions. Traditional analysis of crash databases cannot determine the influence of human behavior in any great detail, so the “missing information” is to be developed from naturalistic driving studies. All approaches explored in this study include some mapping or common reference for associating naturalistic driving with the occurrence of crashes, and define surrogates that typify physical mechanisms that lead to road departure crashes. Many possible events or conditions can be proposed as surrogates for crashes. The surrogates can be discrete events or continuous conditions that result in a crash in the extreme, or in a noncrash event that is necessary for crash occurrence. In this study the research team focused on developing surrogates based on measures of lane-keeping control performance. Those measures started with relatively simple ones based on lane position and time to the crossing of a lane boundary but included more complex measures, such as a driver’s adjustment of the yaw angle of the vehicle to match that of the road.

Two analytical methods developed in this study focused on the statistical relationship between surrogate measures of crashes and actual crashes and on formulation of exposure-based risk measures using the surrogate measures. The first approach is an extension of the traditional univariate response model for crashes to a model that treats crashes and crash surrogates as a bivariate response variable, incorporates a correlation structure between them, and can be extended to a Bayesian model. The second approach is based on extreme value theory and estimates the probability of events that are more extreme than any that have been observed.

The spatially linked data also offer opportunities to examine driving behavior from different perspectives. A set of three small exploratory studies that were orthogonal to the main thrust of the project were also conducted. The first study examined the application of spatial statistics to the problem of determining if concentrations of crashes were really “hot spots” or if they could just be considered to be random groupings. The second study compared surrogate event rates in episodes of driving while on and off a cell phone. The comparison was made for the same drivers under similar conditions. The third study
compared the YRE of drivers through areas of lane widening and locations with uniform lane widths.

Transferability of methods developed in this study was in part demonstrated by researchers from VTTI, using VTTI’s own naturalistic driving data (NDD) and highway and crash information from the state of Virginia.

This report begins with a summary of hypotheses and research questions, from fundamental research hypotheses to detailed technical questions designed to validate the methods in Chapter 2. Data sources and the development of the spatially linked data used in this study are described in Chapter 3. Chapter 4 discusses crash surrogate measures. The statistical analysis methods follow with the bivariate response and Bayesian update model reported in Chapter 5 and the extreme value model in Chapter 6. Full statistical modeling is demonstrated in these sections for a set of the simpler lane-keeping surrogate measures. Chapter 7 focuses on the feasibility of defining and computing a surrogate based on control-oriented driving performance. The orthogonal studies are summarized in Chapter 8. The feasibility of transferring methods developed in this study for building spatially linked GIS databases by other researchers, with other data, in other areas is demonstrated in Chapter 9. Conclusions and implications for analysis of data from larger studies based on more extensive data sets, in particular those from the SHRP 2 Safety program, are discussed in Chapter 10. Supporting literature review and technical details are in the appendices.
Research Questions

For decades crashes have been studied as discrete events focusing on the circumstances of the crash event. This type of analysis is exemplified in the review of Appendix A, and has been used to identify the characteristics of highway features associated with higher crash experience; other factors such as traffic volumes, driver characteristics, land use, and the environmental conditions were also needed to explain or describe crash events. Furthermore, cross-sectional analyses of crash events did not address circumstances leading to a crash.

Advances in vehicle instrumentation technology have made it possible to collect longitudinal naturalistic data about the vehicle, driver, and roadway, accumulating information about events preceding a crash, if a crash occurs. However, crashes are rare events, and there are conditions in which a crash, while likely, does not occur. Thus a crash can be considered as a high-probability outcome, given a set of conditions, and validated crash surrogates could be used to identify these conditions. Assuming that no driver intentionally crashes, it follows that crashes occur when there is loss of situational control leading to a damaging impact, and hence that surrogates are related in some way to disturbances of the driving control function. Also, it should be possible to identify the disturbance of control from NDD. The research team also expects that crashes are related to crash surrogates in an objective way that the team seeks to determine.

“Control” is defined here as the effectiveness of tactical and operational aspects of the driving task (i.e., acquiring and tracking reference information for speed and steering adjustment). “Disturbed control” is any interruption or delay in the process of perception (seeing lane boundary or other relevant features that determine the required path), recognition (what are the relevant objects that are relevant to speed and steering control?), judgment/decision (of required steering, throttle pedal, or brake pedal) or action (apply corrections) in the driving task. Disturbed control is not expected to be the same as poor lane keeping. It is quite common in NDD to see lane excursions, such as “cutting a curve” or use of the shoulder, in which the driver appears fully aware of the action and is simply not tracking within the lane markings. One might argue that these excursions still represent poor control (i.e., they do not conform to the transportation researcher’s expectations), but if the driver decides to manipulate the reference conditions used for steering control (essentially a tactical decision to, for example, cut the curve) and follows that action with accuracy and predictability, then at least at the operational level, the control loop is effective. The risk of such behavior clearly depends on the skill and awareness of the driver.

Because the number of factors associated with vehicle crashes increase significantly if more than one vehicle is involved, this research examines only the single-vehicle road departure crashes (i.e., crashes involving only one vehicle in which the first harmful event occurs off the roadway). Thus, the research team tentatively expects that crash surrogates are related in some way to the disturbance of the control function of the driving task, and that it is possible to identify various types of disturbance of control from naturalistic driving data. The research team also expects that crashes are related to crash surrogates. These general considerations are now formalized as research hypotheses as follows.

Research Hypotheses
The research hypotheses are as follows:

1. Single-vehicle road departure crashes occur only under conditions of disturbed control.
2. Naturalistic driving data contain measurable episodes of disturbed control.
3. Crash surrogates exist and are based on a combination of objective measures of disturbed control (from onboard sensors), highway geometric factors, and off-highway factors (environmental factors).
4. Crash surrogates can be related to actual crashes.
When conditions leading to single-vehicle crashes are considered, the research team expects that in many cases the disturbance to the control function might be measurable over an extended period of time; for example, a drowsy driving surrogate would only emerge as significant over time as lane-control dysfunction was found to be persistent, compared to what might be seen in a short period of distraction. The key seems to be that surrogacy is an indicator of extremes in a uniform process that includes crashes at the limits, and therefore a road departure surrogate includes the crucial element that it measures how the driving control loop is disturbed and is not simply being manipulated by the driver. While this is a useful guiding principle for the definition of surrogates, it is a matter for analysis and verification of how well such surrogates are matched to actual crash data.

The intention has been to focus on those questions most directly related to the hypotheses of disturbed control, surrogacy, and relationships between data. With this focus, research questions can be posed at many levels from broad general questions down to very specific direct technical questions. The research team focused on three levels: the first level was a restatement of the research hypotheses, the second level was specific questions of safety research, and the third level was data quality and validation.

Broad Research Questions

The research questions are summarized as follows:

1. Do single-vehicle road departure crashes occur only under conditions of disturbed control?
2. Do naturalistic driving data contain measurable episodes of disturbed control?
3. Do objective measures of disturbed control from naturalistic driving data, together with highway geometric factors, off-highway factors, and environmental factors, satisfy criteria for crash surrogate (i.e., are they related to actual crashes)?

Specific Safety Research Questions

Specific research questions are broken down into four subtypes: measuring disturbed control, relating driving performance to geometric features and road departure crash frequencies, statistics, and driver factors.

Measuring Disturbed Control

1. What measures exist in naturalistic driving data that directly measure disturbed control?
2. Are vehicle kinematic measures sufficient to identify disturbed control for risk measures in single-vehicle road departure crashes?
3. Are other driving control metrics necessary (in addition to vehicle kinematic measures) to identify disturbed control?

Relating Driving Performance to Geometric Features and Road Departure Crash Frequencies

4. Are there measures of driving control performance in existing field operational test (FOT) data that depend on highway factors in a way that is consistent with single-vehicle road departure crash frequencies?
5. Are there specific highway features that are associated with single-vehicle road departure crashes and specific driving control performance measures? (Possible candidates are isolated horizontal curves, sharp horizontal curves, sequences of horizontal curves, and combinations of horizontal and vertical curves.)
6. Can roadside factors (e.g., locations of poles, trees, bridge abutments, and side slopes) be coupled to naturalistic driving data?
7. Does the coupling of roadside factors to naturalistic driving data improve correlation with actual crashes?
8. Can general descriptors of roadside environments be used in this coupling (e.g., tree density and proportion of side slope steeper than 4 to 1), or do we have to be more specific about location of roadside obstacles?

Statistics

9. What statistical tests are available to determine if the measures of driving control performance in naturalistic data and single-vehicle crashes depend on geometric features in a consistent way?
10. Can satisfactory crash risk predictions be made on the basis of vehicle/driver/highway information available from naturalistic driving (e.g., via extreme value theory), or do additional roadside and environmental factors need to be introduced?

Driver Factors

11. Is the pattern of driving control performance different for the same driver when distracted versus not distracted (e.g., on a cell phone or not on a cell phone)?
12. Can various driver states (e.g., drowsy, aggressive, distracted, engaged) be identified from naturalistic driving data?
13. Can driving control performance for various states be categorized more simply (i.e., good and bad, or risky and nonrisky)?
14. Is there a difference in the driving control performance of good and bad drivers (or risky and nonrisky drivers) at locations with geometric features associated with high single-vehicle crash frequency?
Data Quality and Validation

A number of lower-level research questions are related to crosschecking and data quality:

1. What kinematic measures of driving control performance are available in the available naturalistic driving data, and what are the levels of accuracy in those measures?
2. What spatially referenced crash and highway data exist in the regions where the driving took place, and what gaps exist in the data?
3. Can the analysis of data in southeastern Michigan be applied or recreated in another region (e.g., Virginia)?
Data Sources

Data for this study were developed from a naturalistic driving data (NDD) resource obtained in a field operational test (FOT) conducted in southeastern Michigan and spatially joined with highway information and crash data from the same region. The following section describes the data sources and the development of the databases used in this study.

**UMTRI Naturalistic Driving Data**

NDD are data collected in vehicle studies using a sample of nonprofessional drivers driving test vehicles in pursuit of their normal everyday activities. Test vehicles are instrumented with a broad range of sensors to monitor the vehicle systems, driver, roadway, and environment. A data acquisition system on the vehicle collects the data, which are later transmitted to a relational database and subsequently retrieved by researchers. The raw data are supplemented by derived measures, and other relevant information (e.g., solar elevation angle). In the past decade, several FOTs have used naturalistic driving studies in the evaluation of advanced vehicle-based safety technology.

The NDD used in this study came from an FOT conducted to collect evidence of the interaction of lay drivers with a combined lane departure technology and curve speed warning system that has been termed the road departure crash warning (RDCW) system (LeBlanc et al. 2006). The program was led by the University of Michigan Transportation Research Institute (UMTRI) under a cooperative agreement with the U.S. Department of Transportation. The RDCW systems were developed and integrated by Visteon Corporation and Assist-Ware in preparation for the FOT. The FOT involved exposing a fleet of 11 RDCW-equipped Nissan Altima cars to 10 months of naturalistic driving. The 78 test participants were lay drivers from southeastern Michigan, randomly selected and recruited from Michigan driver licensing records, who drove these cars as their personal vehicles for several weeks. There were 9,582 trips in the RDCW FOT. Those trips covered 133,290 km (82,773 mi) and took 2,487 h. The RDCW FOT was expressly intended to study road departure crash warning, so that the sensors and instrumentation were ideally suited to study lane-keeping behavior.

Data gathered by using UMTRI’s data acquisition system included more than 400 data signals. Among them were video samples of the forward driving scene and driver’s face; differential Global Positioning System (GPS) time and position; lane tracking, including boundary type (solid, dashed); forward and side radar returns; distance to lane edge; available maneuvering distance; vehicle velocity; yaw, pitch, and roll; and sensor data on lights and windshield wipers. The data file (raw vehicle data and derived tables) is approximately 250 gigabytes in size and is stored in a SQL server database. The data from the RDCW FOT will be referred to in the rest of this document as the UMTRI NDD.

**Highway Data**

The major data source for highway information in this study was the enhanced Highway Performance Monitoring System (HPMS) data for the state of Michigan in 2005. The HPMS is a national-level highway information system that includes data on the extent, condition, performance, use, and operating characteristics of the nation’s highways. Limited information on travel and paved miles is included in summary form for the lowest functional systems. The HPMS database contains administrative and extent of system information on all public roads, descriptive information in a mix of universe and sample data for the arterial and collector functional systems, and area-wide summary information for urbanized, small urban, and rural areas. The road system is divided into individual segments. Information about the type of road and rural/urban designation is available for all road segments. The number of through lanes is available for all segments on all road types but minor collectors and local streets. Geometric information (e.g., curves, grades, shoulder and median types and widths) and traffic information (e.g., speed limits, peak
capacity) are available only for a sample of segments. Traffic volume information (AADT) is available for the sampled segments and also for segments that lie within special areas sampled for air quality monitoring. Each road segment in HPMS has a unique identifier in a linear referencing system (LRS), which allows the segment to be located spatially and joined to geospatial databases.

**Crash Data**

Michigan police-reported crash data were used to identify a set of road departure crashes for analysis. Michigan crash data were selected because they provide the best opportunity to link together crash data, roadway geometric and exposure data, and NDD from an FOT. Both the National Automotive Sampling System General Estimates System (NASS GES, or simply GES) and the NASS Crashworthiness Data System (CDS) were considered for the analysis. However, the roadway information in GES is severely limited, and it is not possible to link in data from other files (such as HPMS) because the file is well scrubbed to ensure that specific crashes cannot be identified. Crash locations within the NASS CDS also cannot be identified, which prevents linking the crashes to sources of additional data about the roadway geometry. The Michigan data also provide an example of data sources that will ideally be available for the large naturalistic driving field study. Michigan geo-locates (identifies the crash location by using latitude and longitude coordinates) virtually all crashes. HPMS files on specific roadways are also available and these data can be linked with the crash locations using the latitude and longitude coordinates. The HPMS files include AADT information so that crash frequencies at specific locations may be normalized by a measure of exposure. Finally, FOT data are available for a set of counties in southeastern Michigan and provide information about driving behavior through specific locations.

Five years of Michigan crash data (2001 to 2005) were used in the analysis, including records for almost 2.2 million crash involvements of passenger cars. The records were compiled from information recorded by police officers on State of Michigan Traffic Crash Report forms (UD-10). The form is optically scanned and data to populate the crash file variables are captured from the scan. Crashes are geolocated from the description of the crash location entered by the reporting officer.

The Michigan crash data have limitations that apply to all police-reported data. Certain items are probably recorded with reasonable accuracy and completeness, such as time of day, road type, roadway alignment, vehicle type, weather, and so on. Other more transient conditions are inherently more difficult to identify accurately, such as driver fatigue and distraction. Certain important pieces of data such as travel speed, lane position, roadway radius of curvature, and superelevation are not recorded at all. Moreover, the system of quality control on the data is not rigorous. The crash reports are supposed to be reviewed for accuracy by supervisors at the enforcement agency before being submitted to the state. But once a report is scanned, the only check is to ensure that the scanner accurately captured what was entered on the form, not whether the data were accurate in the first place.

It is important to recognize the limitations in the Michigan crash data. However, in practice, the limitations are shared with other crash data files and, on balance, the ability to link the data with the HPMS files and the availability of the NDD for the same areas as the crashes make for a very powerful combination for the analysis.

The crucial data element in the Michigan crash data is the location information. Previous experience with the location information for a project on signal optimization in Michigan has shown that the accuracy of the location information is good (Green and Blower 2007). The top image in Figure 3.1 shows an aerial photo of an intersection and the bottom is a pin map of crashes at that intersection, using a map generated by the geographic information system (GIS) package Maptitude. The longitude and latitude coordinates are accurate enough to discriminate between the different directions of travel on the two roads. After crash locations were reviewed for 130 intersections in southeastern Michigan, few were found to be inaccurate in a gross way (e.g., the location entered on the UD-10 indicated that the crash was not at the intersection specified by the longitude and latitude coordinates). Moreover,
missing data rates for location were low. Only about 2.5% of the crashes could not be located.

Road departure crashes are identified from a set of events variables. The variable records “what happened” in the crash, and include both harmful events (such as collisions) as well as nonharmful events (e.g., crossing the centerline or running off the road). Events include collisions with specific types of fixed and nonfixed objects, rollovers, roadway departures, loss of control, crossing the centerline or median, and reentering the roadway. This system in principle permits quite a complex series of events to be captured. Up to four events may be coded, though in practice only one event is coded in about 83.8% of cases. For the purposes of identifying road departure crashes, cases were flagged as roadway departure if a collision with a fixed object or run-off-road event occurred before a collision with a motor vehicle or a nonmotorist. In other words, any time a vehicle went off the road before a collision with an on-road vehicle or a nonmotorist, the case was counted as a road departure crash. Thus, road departure crashes may include on-road collisions with motor vehicles, as long as a roadway departure occurred before the collision.

The crash data include a large sample of road departure crashes for the analysis. The Michigan crash files for 2001 through 2005 include records for almost 2.2 million vehicles involved in a traffic crash, of which 192,512 records involved a roadway departure before any harmful event. The UMTRI NDD were collected in eight counties in southeastern Michigan: Lenawee, Livingston, Macomb, Monroe, Oakland, St. Clair, Washtenaw, and Wayne. Restricting the roadway departure crashes to those counties produced 73,135 involvements. Longitude and latitude were missing for 1,827 crashes (2.5%), leaving 71,308 road departure crash involvements for analysis.

The road departure crashes in the sample are more severe than other crash types. About 0.6% of the road departure crash involvements included a fatality, compared with 0.2% of other crash involvements. About 27% included one or more injuries, compared with 23.3% of other involvements. The distributions of these road departure crashes by environmental and driver conditions are shown in Appendix B.

Analysis Data

The UMTRI NDD were spatially joined to the highway and crash data from eight counties in southeastern Michigan by using GIS software tools from ArcMap Version 9.2 from the Environmental Systems Research Institute, Inc. (Esri). A spatial base map of Michigan from the Michigan Center for Geographic Information (CGI) of the Michigan Department of Information Technology provided the key layer for the GIS tools. CGI also provided the research team with a digital map for all public roads in Michigan. The data for each road include jurisdiction, a physical reference number, and the road’s functional class among other descriptors. The project used Version 6 of the base map, which represents some 8,765 mi in southeastern Michigan. An illustration showing the four layers used to join the UMTRI data sources is shown in Figure 3.2.

In addition, CGI provided the project with ortho-imagery (aerial maps) for the southeastern Michigan region. Spatial data layered on the aerial images helped to identify pavement markings, roadside obstacles, and other road features not available via spatial data sets.

The database for subsequent analyses was developed from the spatially joined data. Only HPMS-defined segments that were also in the NDD were included. Because traffic volume...
information was needed for exposure, HPMS segments without AADT information were excluded. Examination of the segments without volume information showed them to be minor collectors and local streets.

HPMS segments are not directional, that is, the data are for both directions of travel if the road is two-way. Because the direction of a curve and the direction of road departure are relevant in the team's analyses of road departures, the road segments in the team's analysis data are the HPMS road segments plus the direction of travel. While it is possible that the close spatial proximity of the opposite sides of the same segment of road could cause unmodeled correlations (which might be analyzed in future studies), the two travel directions were only considered to be correlated via the coincidence of the explanatory highway variables used.

Thus, the research team's basic unit of analysis was the directional road segment for which traffic volume information was provided, that had been traversed by at least one of the drivers in the NDS. There were 9,526 direction road segments in the analysis database.

Of the 71,308 road departure crashes in the eight counties of southeastern Michigan that were recorded in the Michigan crash data file from 2001 to 2005, 21,340 crashes were on the traversed directional segments in the team's analysis database. Of those crashes, 7,562 vehicles departed the road to the right and 4,372 vehicles departed to the left; in 9,406 cases, the direction of the departure was not known.

Selected attributes from the HPMS database were spatially joined to the analysis road segments. Road type information was taken directly from the functional classification of the road segment in the HPMS database. The rural/urban designation was also taken directly from the HPMS codes. Information on types and widths of shoulders was taken directly from the HPMS data, if available for the segment. Otherwise, the shoulder variables were assigned the median value obtained from the HPMS sample road segments of the same functional class, with the same number of through lanes, in the same county.

Horizontal curves in sample HPMS segments are classified into six ranges of degrees of curvature, and the total length of curves in each of these categories is reported in the HPMS database. This form of information was not useful for the research team's analyses because there was no simple and meaningful way to summarize the curve information for the segment, and also there was no credible way to impute curve information for the segments not in the HPMS sample. Because only road segments that had been traversed by an instrumented vehicle are included in the analysis database, information about the vehicle's path can be used to obtain additional roadway information. The team found that it was possible to obtain the degree of curvature and length of horizontal curves from the vehicles' path and yaw rate information. However, the procedure was labor-intensive and time-consuming. For example, drivers do not follow the same path through a curve, drivers turn off onto driveways, or a long horizontal curve appears as a series of short curves interspersed with tangent sections. While this clearly was a way of obtaining curve information, the team did not spend time and effort to develop a more efficient algorithm because there still was the problem of describing the curves if there was more than one curve in the segment.

It was clear from this experience that a different way of defining road segments for future studies is needed; for example, dividing the roadway into segments so that there is only one horizontal curve in a segment, or in a way that each horizontal curve is a unique segment, would have advantages over the use of HPMS-defined segments. For the purposes of this study, the team used the yaw rate in the NDD for the segment and defined a variable indicating the presence or absence of at least one curve in the roadway segment.

Exposure measures for each segment were also developed. Because the team used 5 years of crash data, the exposure for crashes was based on the volume of vehicles entering the segment over 5 years, as well as the segment length. The exposure for surrogate events was based on the number of traversals of instrumented vehicles and the segment length. These exposure measures are to be included in the statistical modeling, and this is considered further in Chapter 5.

The team was not able to code roadside information into its analysis database. Although the ortho-imagery provided visual information on the roadside, this information was not in a form that could be used for formal analysis. Another option would be to conduct labor-intensive manual coding of the roadside, but this option was not considered feasible. This data limitation precluded the team's ability to address research questions concerned directly with roadside features. The team recognizes that methods do exist for distinguishing between features that are found in the roadside (e.g., spectral analysis) and sees this possibility as something that could be explored in future work.
Overview of Available Surrogates

In Chapter 5, the statistical analysis of candidate surrogates will assume a basic form of discrete (Boolean) events. Counts are made of both crashes and surrogate events over road segments, and statistical models are developed for event rates per unit exposure, and hence relate these models to highway variables. In this way surrogate (crash) events are evaluated for overall fidelity to actual crashes, model parameters are derived, and relative risks are estimated. In Chapter 6, extreme value theory is applied to a surrogate in the form of a continuous variable. Both types of surrogates are useful and continuous surrogates may easily be converted to Boolean form via a threshold shown in Equation 4.1:

\[
X = \begin{cases} 
1 & \text{if } x > a \\
0 & \text{otherwise}
\end{cases}
\] (4.1)

where \(x\) is the continuous surrogate and \(X\) is the resulting Boolean one. Typically \(x\) is not used as a realistic surrogate until a threshold is applied (for example, the deviation from lane center may be continuously monitored; \(x\) may be used as a crash surrogate when it exceeds a defined threshold). In general, multiple variables may be combined as shown in Equation 4.2:

\[
X = \begin{cases} 
1 & \text{if } x_1 > a_1, x_2 > a_2, \ldots, x_p > a_p \\
0 & \text{otherwise}
\end{cases}
\] (4.2)

(Here all \(x_i > a_i\) are required to hold, but more complex logical relationships are also possible—for example, by using the OR operator.) It is clear that a very large number of candidate surrogates may be generated in this way.

According to the research hypotheses, it is intended to capture aspects of crash mechanisms in the surrogate, in the form of disturbed vehicle control by the driver. For road departure crashes this clearly relates to lateral (steering) control, so variables such as lane deviation and steering correction come to mind. Also, driver assistance systems—on suitably equipped vehicles—are designed to give alerts when an apparently high-risk scenario occurs; in the NDD (Chapter 3), such an alert was available as a candidate surrogate. Table 4.1 provides a list of basic candidate surrogates formulated, or at least initially considered, in the research project.

Table 4.1 is not a complete list. Indeed, given the opportunity to combine basic variables via algebraic and logical functions, the full list is actually infinite. Even when this table was used, it was not considered feasible to analyze all listed surrogates in depth, because of constraints on time as well as feasibility in some cases. The list is briefly reviewed below to explain the main aspects.

The first two aspects, lane departure warning (LDW) and curve speed warning (CSW) events, were recorded from the equipped vehicles used in the naturalistic driving study. Onboard systems used a lane-tracking camera, side-pointing radar, and a high-resolution digital road map, as well as vehicle variables such as turn signal, speed and steering angle, to compute (1) a warning that the vehicle is about to leave the lane when apparently the driver does not intend to do so and (2) a warning that the driver is approaching a curve too fast. While the full details of the algorithms are not published, it can be stated that most relevant aspects of these warning events can be reconstructed in postprocessing (motivating virtual lane departure warning [VLDW]). A virtual curve speed warning is not included in the list but is also feasible. However, it is worth noting that LDW makes use of the side-pointing radar to adapt the warning threshold. An estimate of “available maneuvering room” is made, so the event threshold is reduced when a crash barrier or an adjacent vehicle in detected by the radar, making a warning more likely. This aspect is not so easily incorporated into a post-hoc VLDW surrogate.

The next candidate, lateral deviation (LDEV), simply measures the instantaneous deviation from the lane center. This
deviation is based on estimates from the vision-based lane tracker on the FOT vehicle, measuring the offset of the vehicle from the center of the lane. Applying a threshold to this (see the next section for more detail) may indicate some aspect of disturbed lateral control, but this ignores the way that drivers may knowingly or deliberately cut across lane boundaries. Indeed, this consideration was included in the LDW event algorithm, offering more lateral freedom when no “hard” objects were detected by the side radar. An improved measure of lane-keeping error is offered by predictive lateral deviation (PLDEV), where the vehicle path is extrapolated according to a horizon time (e.g., 1 or 2 s) so that even if the vehicle is outside the lane boundary, the intent is to control or reduce the excursion. This presumably differs from an unintended drift out of lane (or drift toward the pavement edge), so an improved measure of control disturbance may result.

Time to lane crossing (TTLC) is somewhat similar to PLDEV. Given the current trajectory of the vehicle and assuming no change of speed or steer angle (and hence path curvature), TTLC is the estimated time for the relevant front wheel to cross the lane boundary. As a potential risk measure, its reciprocal—inverse time to lane crossing (ITTLC)—is perhaps preferred; in this case, a large value indicates proximity to lane departure, so “big is bad.” On the other hand, when thresholds are used to define surrogate events, it is clear that the two variables are completely equivalent. Also, if the departure is referenced on the appropriate road boundary—so typically the shoulder width is included in the calculation—the corresponding measures are time to edge crossing (TTEC) and inverse time to edge crossing (ITTEC).

The above measures are based on relatively simple vehicle kinematics relative to the lane or road edges. In an attempt to overcome some of these limitations, YRE is defined as a measure of steering correction required to remain within the lane boundaries. The difference may appear minimal, but as will be developed later, this measure appears to offer numerous important advantages, the most important of which is that it infers a physical reference for an actively engaged driver to follow. The result is a criterion that is likely to be more directly related to the control task for lane keeping, something that is taken up in more detail in Chapter 7. In a related finding, if control input (steering) and reference (e.g., YRE or LDEV) are estimated, the quality of driving control performance may be inferred by a statistical relationship between the two. Because this relationship may not be instantaneous (e.g., the steering may exhibit a delayed or predictive response to a path or yaw error), a dynamic relationship is better considered, as, for example, in the form of a frequency-based measure of coherency, as broadly described in the control loop coherency (CLC) surrogate.
The final three surrogates in Table 4.1 are more relevant to using combinations of candidate variables. Visual interruption (VINT) assumes that direct eye tracking (or at least head pose) of the driver is measured. In this case, when VINT is coincident with some other variable such as YRE, a surrogate event of “poor directional control while distracted” is motivated. Similarly, if the steering rate drops to near zero at the same time an YRE threshold is exceeded, the implication is that the driver is not responding appropriately to a yaw deviation. In a similar fashion, yaw deviation associated with a boundary discontinuity (YD-BD) indicates a yaw deviation associated with a break in the lane or road boundary. Presuming an increased probability of a missing or ambiguous reference for the driver causing the yaw excursion, this deviation provides another (bivariate) surrogate measure.

**Specific Surrogates Used for Analysis**

As mentioned earlier, it has not been possible to fully analyze all the above surrogates within the scope of this research. In the case of driver eye tracking or head pose, the required information is not directly available in the NDD. This study focused on a subset of these surrogates, and in the next sections the research team considers various aspects of LDW, LDEV, TTLC, TTEC, YD-BD, and YRE. In particular, the statistical analysis of LDEV, LDW, and TTEC events is presented in Chapter 5, so further details are now presented regarding how these events were defined.

**LDEV**

The vehicle offset was obtained at a rate of 10 Hz when the subject vehicle was in a lane with a solid right or left boundary, and lane-tracking confidence was 70% or higher. Periods of time when the turn signal was on were excluded, and only time intervals when the lateral velocity was in the direction of a solid lane boundary were used. The vehicle offset was calculated for the above conditions for both the right and left boundaries for the entire driving data set, and the 95th global percentile value of LDEV was obtained to be used as a threshold for identifying LDEV events. An LDEV event was defined as the incident when a vehicle exceeded the 95th percentile lane offset. At that time, to avoid multiple repetitions during the same event, the comparison (of offset against the 95th percentile) was suppressed for 10 s in the drive record, and then resumed. For example, if a vehicle offset greater than the 95th percentile was detected, the LDEV count increased by 1. The next comparison of vehicle offset would occur 10 s later in the vehicle’s time history.

**LDW**

In the FOT study that generated the NDD, the LDW was triggered when the predicted vehicle path was to cross a solid lane boundary (edge or centerline), or dashed line boundary into occupied space. The vehicle had to be traveling on a road that was not a local street, the vehicle speed had to exceed 25 mph, there was no turn signal or braking in the past 5 s, and there was actual tracking on the boundary to be crossed. There was also a restriction on high steering rate in the past 5 s. The circumstances of each LDW event in the naturalistic driving database were processed, so that only LDW events of solid right and left boundaries were retained. On the basis of the full data set, the average duration of the LDEV events was 0.61 s and the maximum was 8.9 s. A 10-s delay prevented the long events from artificially increasing the event count and excluded only 2.3% of the NDD.

**TTEC**

TTEC was extracted on the basis of position and velocity information. Unlike YRE (Chapter 7), TTEC did not directly include curvature of the road or the vehicle path. It was calculated as the quotient of the distance to the outside edge of the roadway (i.e., outer edge of shoulder) divided by the lateral vehicle velocity, as shown in Equation 4.3.

\[
TTEC = \frac{d + \text{AMR}}{V_{\text{lateral}}} \tag{4.3}
\]

This measure takes advantage of a variable in the NDD, called the available lateral maneuvering room (AMR), which was derived from side-radar reflection, and lane-tracking information (Figure 4.1).

The distance to the road edge was determined from the vehicle’s position in the lane (from the vehicle offset from the center
of the lane following the same method as used for LDEV), the width of the vehicle, and the available maneuvering room. Only periods of driving were considered when the lateral velocity points toward the right solid lane boundary with lateral velocity to the right. To be included, a driving period had to have tracking confidence 70% or better, and no turn signal. TTEC values were obtained for a rate of 10 Hz for all driving periods in the database that satisfied the above conditions. TTEC values in this form were used in the extreme value analysis.

The 5th percentile global value of TTEC was also determined and used as a threshold to define TTEC events for statistical modeling. A TTEC event was defined as an instance when the vehicle’s TTEC was less than the 5th percentile global TTEC value. At that time, the comparison of TTEC against the 5th percentile value was suppressed for 10 s to prevent the long events from inflating the surrogate counts. This procedure generated the number of TTEC events for each directional segment in the analysis database.
Traditional Analysis of Crash Data

In transportation-related safety studies, various data analytic methodologies have been used to investigate associations between crashes and various risk factors. Historically, depending on the application under investigation, Poisson, negative binomial, random effects, and hierarchical Bayesian data models, among others, have been used to analyze data collected from historical crash databases. The response variable under these models is typically the number of crashes which can be cross-classified into a contingency table according to certain explanatory factors hypothesized to be associated with the response variable (Table 5.1). Exposure data, such as vehicle miles traveled (VMT) or annual average daily traffic (AADT), can also be cross-classified by the explanatory factors for the analysis of rates. As shown in Table 5.1, explanatory factors can include those related to the driver, the environment, the vehicle, and the highway. After an appropriate model is fitted to the data, relative risks (RRs) of various combinations of the explanatory variables, including interactions, can be calculated from the estimated model parameters to determine which risk factors are most associated with the occurrence of crashes.

This project involves an additional component not generally considered in standard data analysis problems. The study focuses on the statistical relationship between surrogate measures of collisions with actual collisions, and the formulation of exposure-based risk measures using these surrogate measures. The surrogate measures of collisions are generally collected from naturalistic driving data (NDD), which rarely provide sufficient data resulting from actual collisions, while data for crash outcomes are derived from historical crash databases. Therefore, it is necessary to consider the attributes of crash data and naturalistic driving data simultaneously in order to provide a link between crashes and crash surrogates (Table 5.2).

The variables collected from NDD are generally richer than those available in historical crash databases in the sense that NDD are derived from instrumented vehicles capable of making precise measurements with respect to certain roadway factors, driver behavior, and vehicle factors. Crash data, on the other hand, are derived mainly from the information available in police accident reports and cannot capture the level of detail contained in NDD. While certain variables such as weather condition, light condition, and road condition are recorded in both data sources, many variables recorded in natural driving experiments are not recorded in crash databases. Therefore, it is desirable to develop data analytic methods that consider crash data and NDD in a unifying framework, one that can account for and possibly adjust for inherent differences in the types of variables available from the two different sources of data.

In the analysis that follows, the response variables are actually defined as rates (crashes or surrogate event per unit exposure). Thus, exposure is included in the definition of the response variable in each case. However, exposure is also included in the explanatory variable set, so it is simply a matter of adjusting the model coefficients to convert from rates to counts and vice versa. In general, the relationship between crash (or surrogate) counts and exposure is expected to be nonlinear. However, on a logarithmic scale it is commonly the case that this relationship does indeed become linear (indicating a power law relationship in the underlying variables). In Figures 5.1 and 5.2, a plausible linear relationship is indeed seen on logarithmic scales.

Seemingly Unrelated Regression Model

Based on the discussion above, a model is proposed that extends the usual univariate response model for crashes to a model that treats crashes and crash surrogates as a bivariate response variable. Instead of fitting one model for crashes
and independently fitting a separate model for a crash surrogate, the idea is to fit one model that accommodates both responses in a unifying model. The model is based on the method of seemingly unrelated regressions (SURs) proposed by Zellner (1962). SUR is developed in a normal theory framework and incorporates a correlation structure between crashes and crash surrogates. It allows formal tests of hypotheses to be conducted to test whether the risks associated with explanatory factors, or more importantly subsets of explanatory factors, are the same or different for crashes and crash surrogates.

The model used here takes the form shown in Equation 5.1:

\[ Y_1 = X_1 \beta_1 + \varepsilon_1 \]
\[ Y_2 = X_2 \beta_2 + \varepsilon_2 \]

where the subscript 1 refers to the crash model and the subscript 2 refers to the surrogate model. The equations resemble ordinary regression equations where \( Y \) and \( X \) are the response variables, \( X \) and \( Y \) are data matrices of explanatory variables, \( \beta \) and \( \varepsilon \) are regression parameters, and \( \varepsilon_1 \) and \( \varepsilon_2 \) are error terms with normal distributions. In the SUR framework, the crash data are stacked on top of the surrogate data to form a system of equations (Equation 5.2):

\[
\begin{bmatrix}
Y_1 \\
Y_2
\end{bmatrix} = 
\begin{bmatrix}
X_1 & 0 \\
0 & X_2
\end{bmatrix} 
\begin{bmatrix}
\beta_1 \\
\beta_2
\end{bmatrix} +
\begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2
\end{bmatrix}
\]

(5.2)

Note that the \( X \) matrices of explanatory variables are not required to be the same, either in terms of variables or in terms of dimension. Therefore, variables collected from NDD can be different from those collected in the crash data set. Since crash data are stacked on top of surrogate data, the system of equations satisfies a linear model of the form shown in Equation 5.3:

\[
Y = \mathbf{X} \beta + \varepsilon, \quad \varepsilon \sim N(0, \Sigma)
\]

where

\[
Var(\varepsilon) = \Sigma = 
\begin{bmatrix}
\sigma_{11} I & \sigma_{12} I \\
\sigma_{21} I & \sigma_{22} I
\end{bmatrix}
\]

(5.3)

and \( I \) is an identity matrix. Suppose \( Y_1 \) has dimension \( N_1 \times 1 \) and \( Y_2 \) has dimension \( N_2 \times 1 \) so that \( Y \) has length \( N_1 + N_2 = N \).
Then, the matrix $\Sigma$ has dimension $N \times N$. Since this model satisfies the properties of a linear model with a defined covariance matrix, the parameters can be estimated by weighted least squares (WLS) as shown in Equation 5.4:

$$\hat{\beta} = (X^T \Sigma^{-1} X)^{-1} X^T \Sigma^{-1} Y$$  \hspace{1cm} (5.4)

The parameters $\sigma_{11}$ and $\sigma_{22}$ represent the variances in the crash and surrogate regressions, respectively. The parameter $\sigma_{12} = \sigma_{21}$ is the covariance between $Y_1$ and $Y_2$. These parameters are estimated by fitting separate independent regressions for the crash data and the surrogate data and using the usual residual sum of squares for the variances, and the sum of the residual cross-product terms for the covariance.

The utility of this unifying framework is that tests of hypotheses of the form

$$H_0 : \beta_1 = \beta_2$$

can be conducted by using the usual $F$-test in a regression setting. This hypothesis tests whether crash model parameters equal surrogate model parameters. More important, it is possible to test whether only certain crash model parameters equal certain surrogate model parameters. This last point is important to the application of this framework to the simultaneous modeling of crashes and surrogates, because in many cases only a subset of the variables will be common to both.

### Poisson Log-Linear Models Estimated by Weighted Least Squares

The Poisson log-linear model is the standard model for the analysis of rates. However, this model has limited use in practice because for a Poisson random variable, the mean is restricted to equal the variance. This has caused researchers to consider more flexible models such as negative binomial, generalized linear mixed models (GLMMs), or Bayesian models.

It is well known that WLS can be used to estimate maximum likelihood parameters in Poisson log-linear models (see, e.g., Agresti 2002). Therefore, the SUR framework can be used to estimate parameters in a log-linear model since parameters in a SUR model can be estimated by WLS. The WLS solution depends on asymptotic theory, so the only restriction is that the data are not too sparse. For example, the number of crashes or the number of surrogate events should not be 0 for many observations. Estimating parameters in a log-linear model by using normal theory on which the SUR model is based requires a square root transformation of the data. In particular, as shown in Equations 5.5 and 5.6, the dependent and independent variables are

$$Y' = \sqrt{Y} \log(Y) \quad X' = \sqrt{Y} X$$  \hspace{1cm} (5.5, 5.6)

The variable $Y'$ is regressed on $X'$ by using WLS with covariance matrix $\Sigma$. This model does not suffer from the restrictions of the Poisson model. That is, in addition to the mean parameter, the normal model has two parameters for variance, and one parameter for the covariance. Therefore, it can handle extravariability or overdispersion often encountered in observational studies that the standard Poisson model cannot. One disadvantage, discussed briefly above, is that $Y$ should not be 0. In the rare cases that it is 0, 0.5 can be added. The asymptotics can break down if there are many zeros. Ideally, the $Y$ values should be at least 5.

### Bayesian SUR for Log-Linear Models

Now that the model is set up in the context of a normal theory linear model, the extension to a Bayesian model is straightforward. Methods for Bayesian data analysis of normal regression models are well developed. A likelihood function for the data and a prior distribution for the parameters must be specified. The likelihood function and prior distributions are described below in Equations 5.7 through 5.9.

Likelihood:  

$$Y' \mid \mu, \Sigma ~ N(\mu, \Sigma) \quad \Sigma \text{ fixed}$$  \hspace{1cm} (5.7)

Prior 1:  

$$\mu_i \mid \beta, \tau ~ N(\lambda_i, \tau) \quad i = 1, \ldots, N$$

$$\lambda_i = \beta_0 x_{i0} + \beta_1 x_{i1} + \cdots + \beta_p x_{ip}$$  \hspace{1cm} (5.8)

Prior 2:  

$$\beta_j ~ N(0, 10^6) \quad j = 0, \ldots, p$$

$$1 / \tau \sim \text{Gamma}(0.001, 0.001)$$  \hspace{1cm} (5.9)

In the likelihood, the matrix $\Sigma$ is assumed to be fixed. It is the same as described above and contains two parameters for variance, $\sigma_{11}$ and $\sigma_{22}$, and one parameter $\sigma_{12}$ for covariance. These parameters are estimated by using the residual sum of squares and residual sum of cross-product terms from ordinary independent regression models fit to crash and surrogate data, respectively. The regression model equation is incorporated into the first prior as the mean of a normal distribution and is designated by $\lambda$, which is a linear combination of the regression parameters $\beta$ and the explanatory variables $X$. The second prior is proper and takes a standard noninformative prior. Using proper priors ensures propriety of posterior distributions.

Estimation proceeds by Markov chain Monte Carlo (MCMC) simulation, which is used to generate random variables from the posterior distributions of the parameters $\mu, \beta$, and $\tau$. Because calculation of posterior distributions directly is not possible in closed form, the output generated from MCMC simulation is used to estimate characteristics of posterior distributions. These Markov chains are designed to converge in
distribution to the desired posterior distributions. To ensure convergence, Markov chains are run with 60,000 iterations, and the first 30,000 are discarded for “burn-in.”

The Bayesian model has an important advantage over the classical model. Because the regression model is specified in the prior, the posterior estimate of \( \mu \) will tend to be a weighted average of the data \( Y' \) and the regression estimate \( \lambda \). The weights depend on the estimates of variance, namely \( \Sigma \) and \( \tau \). Therefore, if the regression model displays lack of fit, indicated by large \( \tau \), the posterior estimate will be smoothed toward the data. Accordingly, in the Bayesian SUR model, interest focuses on the posterior estimates of \( \mu \) and not on the regression estimates \( \lambda \). The estimates of RR produced by the Bayesian model that are the focus of this analysis depend on \( \mu \). Since the Bayesian model produces estimates that are a weighted average of the data and the regression model, in the case of lack of fit the Bayesian model smoothes estimates toward the data. This was an important property in the models fit by the team. In a classical model, RR would be estimated by the regression equation for \( \lambda \) alone.

Because the SUR model is estimated on a transformed scale to normality, it is necessary to transform back to make inference about the RRs. The RR is simply a ratio of rates comparing one combination of explanatory variables in the numerator to another combination in the denominator. Running the Markov chain will produce samples generated from the posterior distributions of \( \mu \). The transformation of the dependent variable that was shown in the previous section is:

\[
Y' = \sqrt{Y} \log(Y)
\]

Therefore, the simulated values should be transformed by the formula

\[
\frac{\mu}{\sqrt{Y}} - \log(\text{exposure})
\]

to calculate a posterior sample for the log rates. Then log RRs can be formed by taking differences of log rates based on combinations of certain explanatory variables. The reason for using the log RR is that the sampling distribution of the RR on the log scale is close to normal. A main hypothesis of interest is whether the difference between a crash log RR and a surrogate log RR is 0 while controlling for certain explanatory variables.

**SUR Model Application and Results**

Bayesian SUR models were applied to right road departure crashes and three candidate surrogates: right lane deviation (LDEV), right lane departure warning (LDW), and time to right edge crossing (TTEC). The number of explanatory variables for SUR model application was limited by the data and consisted of four variables reported in the literature to be associated with road departure crashes, area type, road type, horizontal curvature, and shoulder width. Therefore, three separate models are presented, one for each crash-surrogate pair. The categorical models are: crashes, surrogate events, and exposure measures aggregated into the 24 combinations of the four variables in the models—Curve (2), Freeway (2), Area (2), and Right Shoulder (3)—so that there are \( 2 \times 2 \times 2 \times 3 = 24 \) independent observations. Of the 24 possible cells (combinations of the explanatory variables), only 16 are used as data for the models; six cells were necessarily empty (meaning the specific combinations were not found in the data, for example, rural freeways with shoulder width 0 to 3 ft on curved and on tangent sections), and two cells had very low values for traversals and crashes, that dropped from the analysis. The number of traversals for the cells left in the analysis ranged from 57 to more than 28,000, and the number of crashes in the cells ranged from 52 to 1,879.

The exposure for crashes in each case was based on the 5-year traffic volume and segment length, and the exposure for each of the surrogates was based on the number of traversals in segment and segment length. The same set of explanatory variables was used in each model:

- Curve (1 = Yes, 2 = No)
- Freeway (1 = Yes, 2 = No)
- Area (1 = Rural, 2 = Urban)
- Right Shoulder (1 = 0 to 3 ft, 2 = 3+ ft to 8 ft, 3 = 8+ ft)

The data used in each of the models for each of the three surrogate candidates are in Appendix C. Results from the three are shown in subsequent subsections. Posterior estimates of the regression parameters are given, and log RR comparisons between crashes and surrogate measures are shown. The real focus of this analysis is the presentation of the log RR differences, which are used to determine if the RRs of crashes and surrogate events are the same under specified conditions. The regression parameters in the crash and surrogate equations are of secondary concern. The regression parameters in the models are shown to give an indication of the effects of the four variables on crashes and surrogate measures. Often, parameter estimates are in the same direction and are of similar magnitude in the crash and surrogate regression equations. The regression model was included in the prior specification of the Bayesian model to help smooth estimates of RR, the primary exposure-based risk measure used in the study.

In the regression equations, the first level of each independent variable serves as the baseline case in which parameter estimates are constrained to be 0. That is, for the binary variables Curve, Freeway, and Area, the parameter estimates are associated with the second level of the categorical variables. For example, a negative regression coefficient attached to Curve indicates that a crash or surrogate event is more likely
on a curve than on a segment of highway defined as not on a curve. The Right Shoulder variable has two regression parameters corresponding to the second level (3+ ft to 8 ft) and third level (8+ ft) of that variable.

The log RR of a crash and of each candidate surrogate were calculated from the three models for a road segment with a curve compared to a road segment without a curve on a nonfreeway rural road with shoulders greater than 3 ft but less than 8 ft. If the log RR of a crash and a candidate surrogate are the same, then it is argued that the candidate is a good surrogate for the crash. Accordingly, for each model a sample is generated from the posterior distribution of the log RR difference by using MCMC simulation. The hypothesis of interest is whether 0 is contained in the middle 95% of this distribution. Note that one expects crash rates to be considerably smaller than rates derived from surrogate measures. This difference makes the RR an attractive exposure-based measure, since rates are not compared on an absolute scale but on a relative scale that compares the risk of an event on a curve to the risk of an event not on a curve.

**Lateral Deviation**

Table 5.3 shows posterior estimates from the regression parameters in the LDEV model. The table also includes estimates that describe the middle 95% of the distributions which are indicated by the 2.5 and 97.5 percentiles. Log exposure is fit on the right-hand side of the model equations for both the crash and the surrogate regressions. There is some similarity in the directions and the magnitudes for certain variables. For example, in the crash regression, the posterior mean for the Curve variable is −0.642, while in the LDEV regression the value is −0.558. On the basis of coding of the Curve variable, this difference suggests that crashes and LDEV events were more likely on curves. In addition, the Area variables are both negative and of similar magnitude. This similarity suggests the protective effects of urban areas relative to rural areas. The shoulder variables are both positive, although of somewhat differing magnitudes between the two regressions. The freeway variable is not significant at the 0.05 level in the LDEV regression.

At first glance, the signs of the coefficients for the shoulder width seem counterintuitive: apparently crash risk is higher when the shoulders are wider. Care is needed in interpretation. This result does not imply that increasing shoulder width on a particular road segment would increase crash risk. Rather, it indicates that, within the resolution of the statistical model used here, there is a systematic effect that more road departure crashes (as well as more surrogate events) occur under conditions where shoulders are wider than where shoulders are narrower. Note that a single model has been used for both urban and rural areas, and only a limited set of highway variables has been included. In urban areas, with high traffic density, shorter journey distances and occasional congestion, single-vehicle road departure crashes are relatively rare; curbs typically define the road edges (shoulder width is zero) and risk is low. On rural highways with higher traffic speeds (and shoulders present) the risk is expected to be higher. It is not surprising that the road segments of higher risk for road departure crashes are also areas with shoulders present. And if wider shoulders tend to be associated with limited access highways, higher speeds and longer journey times, again the association with higher risk is not too surprising. The urban/rural area variable is expected to account for some of this variation (crash risk being lower for urban areas) but if the effect noted is particularly strong and the population-based “area” variable in only partially correlated with road conditions, it is not surprising that the presence of shoulders is associated with higher crash risk. Clearly it would be fruitful to increase the number of explanatory variables so that the shoulder variable is not confounded with other factors, and in the future, with larger data sets, this is entirely feasible. It will also be beneficial to implement separate models for urban and rural areas. (In this project, given the limited volume of driving data, it was more feasible to combine the two areas in a single model.) Thus, on the basis of the large-scale naturalistic driving study, the team expects confounding effects to be removed, and the shoulder-width coefficients will provide a more direct indicator of relative risk.

**Table 5.3. Posterior Regression Estimates for Bayesian SUR LDEV Model**

<table>
<thead>
<tr>
<th>Crash Parameter</th>
<th>Mean</th>
<th>SD</th>
<th>2.5%</th>
<th>97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>2.095</td>
<td>0.419</td>
<td>1.263</td>
<td>2.933</td>
</tr>
<tr>
<td>Log exposure</td>
<td>0.469</td>
<td>0.042</td>
<td>0.386</td>
<td>0.554</td>
</tr>
<tr>
<td>Curve</td>
<td>−0.642</td>
<td>0.072</td>
<td>−0.782</td>
<td>−0.500</td>
</tr>
<tr>
<td>Freeway</td>
<td>0.262</td>
<td>0.126</td>
<td>0.012</td>
<td>0.510</td>
</tr>
<tr>
<td>Area</td>
<td>−0.534</td>
<td>0.216</td>
<td>−0.967</td>
<td>−0.113</td>
</tr>
<tr>
<td>Shoulder2</td>
<td>0.523</td>
<td>0.129</td>
<td>0.267</td>
<td>0.778</td>
</tr>
<tr>
<td>Shoulder3</td>
<td>0.327</td>
<td>0.145</td>
<td>0.040</td>
<td>0.615</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LDEV Parameter</th>
<th>Mean</th>
<th>SD</th>
<th>2.5%</th>
<th>97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>3.981</td>
<td>0.203</td>
<td>3.569</td>
<td>4.374</td>
</tr>
<tr>
<td>Log exposure</td>
<td>0.553</td>
<td>0.030</td>
<td>0.494</td>
<td>0.613</td>
</tr>
<tr>
<td>Curve</td>
<td>−0.558</td>
<td>0.062</td>
<td>−0.680</td>
<td>−0.433</td>
</tr>
<tr>
<td>Freeway</td>
<td>−0.153</td>
<td>0.079</td>
<td>−0.306</td>
<td>0.005</td>
</tr>
<tr>
<td>Area</td>
<td>−0.568</td>
<td>0.141</td>
<td>−0.849</td>
<td>−0.290</td>
</tr>
<tr>
<td>Shoulder2</td>
<td>0.658</td>
<td>0.090</td>
<td>0.477</td>
<td>0.836</td>
</tr>
<tr>
<td>Shoulder3</td>
<td>0.794</td>
<td>0.103</td>
<td>0.594</td>
<td>1.006</td>
</tr>
</tbody>
</table>

Note: SD = standard deviation.
curve to no curve while holding other variables in the model fixed. The mean of this distribution is 0.38 with a 95% confidence interval of (0.15, 0.61). Since 0 is not contained in the confidence interval, the conclusion is that lane deviation is a poor surrogate for lane departure crashes.

**Lane Departure Warning**

Table 5.4 shows posterior estimates from the regression parameters in the LDW model. In this model, the coefficients for the Curve variable are also negative, suggesting that crashes and LDEV events are greater on curves holding the other variables fixed.

Figure 5.4 shows the posterior distribution of the log RR difference between crashes and the LDEV surrogate comparing

<table>
<thead>
<tr>
<th>Crash Parameter</th>
<th>Mean</th>
<th>SD</th>
<th>2.5%</th>
<th>97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.918</td>
<td>0.420</td>
<td>1.044</td>
<td>2.720</td>
</tr>
<tr>
<td>Log exposure</td>
<td>0.463</td>
<td>0.039</td>
<td>0.391</td>
<td>0.546</td>
</tr>
<tr>
<td>Curve</td>
<td>-0.629</td>
<td>0.069</td>
<td>-0.766</td>
<td>-0.494</td>
</tr>
<tr>
<td>Freeway</td>
<td>0.580</td>
<td>0.213</td>
<td>0.169</td>
<td>1.018</td>
</tr>
<tr>
<td>Area</td>
<td>-0.240</td>
<td>0.234</td>
<td>-0.729</td>
<td>0.194</td>
</tr>
<tr>
<td>Shoulder2</td>
<td>0.486</td>
<td>0.119</td>
<td>0.258</td>
<td>0.728</td>
</tr>
<tr>
<td>Shoulder3</td>
<td>0.315</td>
<td>0.134</td>
<td>0.057</td>
<td>0.591</td>
</tr>
<tr>
<td>Freeway × area</td>
<td>-0.367</td>
<td>0.195</td>
<td>-0.764</td>
<td>0.008</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LDW Parameter</th>
<th>Mean</th>
<th>SD</th>
<th>2.5%</th>
<th>97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.536</td>
<td>0.654</td>
<td>0.285</td>
<td>2.833</td>
</tr>
<tr>
<td>Log exposure</td>
<td>0.422</td>
<td>0.087</td>
<td>0.238</td>
<td>0.589</td>
</tr>
<tr>
<td>Curve</td>
<td>-0.522</td>
<td>0.174</td>
<td>-0.864</td>
<td>-0.184</td>
</tr>
<tr>
<td>Freeway</td>
<td>0.866</td>
<td>0.498</td>
<td>-0.071</td>
<td>1.885</td>
</tr>
<tr>
<td>Area</td>
<td>0.428</td>
<td>0.580</td>
<td>-0.709</td>
<td>1.565</td>
</tr>
<tr>
<td>Shoulder2</td>
<td>0.388</td>
<td>0.250</td>
<td>-0.109</td>
<td>0.870</td>
</tr>
<tr>
<td>Shoulder3</td>
<td>0.643</td>
<td>0.293</td>
<td>0.062</td>
<td>1.212</td>
</tr>
<tr>
<td>Freeway × area</td>
<td>-0.964</td>
<td>0.485</td>
<td>-1.919</td>
<td>-0.045</td>
</tr>
</tbody>
</table>

The real focus of this analysis, however, is not on the regression parameters, but the RR measures, which depend on the estimated posterior rates. One of the advantages of this Bayesian model is that the posterior rates tend to a weighted average of the observed rates and those estimated from the regression equation shown in Table 5.3. Therefore, if the regression equation displays lack of fit, the posterior estimates tend to the observed rates. Figure 5.3 shows histograms of samples of size 30,000 drawn from the posterior distributions of the log RR for crashes and the LDEV surrogate. The comparison is between curved road segments and those that are not curved while holding the freeway, area, and shoulder variables fixed as described above in the section SUR Model Application and Results. The estimate for the log crash RR is 1.15 with a 95% confidence interval of (0.98, 1.33). The estimate for the log LDEV RR is 0.77 with a 95% confidence interval of (0.63, 0.92). Both of the confidence intervals do not contain 0, suggesting that the risks of crashes and LDEV events are greater on curves holding the other variables fixed.
Table 5.5 shows posterior estimates from the regression parameters in the TTEC model. In terms of regression estimates between the crash and surrogate measure, this model shows the best agreement among the three models. The log exposure, curve, area, and shoulder variables are not only in the same direction between the crash and the TTEC regressions, but the magnitudes also tend to be reasonably close. Note that the intercept is of no interest because it only captures the difference on an absolute scale of numbers of crashes and TTEC events. All parameters in the crash regression are significant. The freeway and area variables in the TTEC regression equation do not meet the significance criteria at 0.05.

Figure 5.5 shows histograms of samples of size 30,000 drawn from the posterior distributions of the log RRs for crashes and the LDW surrogate. The estimate for the log crash RR is 1.00 with a 95% confidence interval of (0.84, 1.16). The estimate for the log LDW RR is 1.09 with a 95% confidence interval of (0.65, 1.53). Both of the confidence intervals do not contain 0, suggesting that the risks of crashes and LDW events are greater on curves holding the other variables fixed.

Figure 5.6 shows the posterior distribution of the log RR difference between crashes and the LDW surrogate comparing curve to no curve while holding other variables in the model fixed. The mean of this distribution is −0.08 with a 95% confidence interval of (−0.51, 0.33). The 95% confidence interval for the log RR difference includes 0, indicating that LDW could be useful as a surrogate for crashes on rural nonfreeway roads.

### Table 5.5. Posterior Regression Estimates for Bayesian SUR TTEC Model

<table>
<thead>
<tr>
<th></th>
<th>Crash Parameter</th>
<th>Mean</th>
<th>SD</th>
<th>2.5%</th>
<th>97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>2.017</td>
<td>0.438</td>
<td>1.136</td>
<td>2.836</td>
<td></td>
</tr>
<tr>
<td>Log exposure</td>
<td>0.478</td>
<td>0.045</td>
<td>0.394</td>
<td>0.567</td>
<td></td>
</tr>
<tr>
<td>Curve</td>
<td>−0.638</td>
<td>0.077</td>
<td>−0.787</td>
<td>−0.488</td>
<td></td>
</tr>
<tr>
<td>Freeway</td>
<td>0.285</td>
<td>0.130</td>
<td>0.038</td>
<td>0.545</td>
<td></td>
</tr>
<tr>
<td>Area</td>
<td>−0.579</td>
<td>0.230</td>
<td>−1.033</td>
<td>−0.129</td>
<td></td>
</tr>
<tr>
<td>Shoulder2</td>
<td>0.541</td>
<td>0.135</td>
<td>0.283</td>
<td>0.805</td>
<td></td>
</tr>
<tr>
<td>Shoulder3</td>
<td>0.351</td>
<td>0.152</td>
<td>0.063</td>
<td>0.653</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>TTEC Parameter</th>
<th>Mean</th>
<th>SD</th>
<th>2.5%</th>
<th>97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4.557</td>
<td>0.341</td>
<td>3.843</td>
<td>5.213</td>
<td></td>
</tr>
<tr>
<td>Log exposure</td>
<td>0.464</td>
<td>0.054</td>
<td>0.362</td>
<td>0.576</td>
<td></td>
</tr>
<tr>
<td>Curve</td>
<td>−0.594</td>
<td>0.100</td>
<td>−0.788</td>
<td>−0.399</td>
<td></td>
</tr>
<tr>
<td>Freeway</td>
<td>0.072</td>
<td>0.150</td>
<td>−0.218</td>
<td>0.368</td>
<td></td>
</tr>
<tr>
<td>Area</td>
<td>−0.469</td>
<td>0.259</td>
<td>−0.996</td>
<td>0.026</td>
<td></td>
</tr>
<tr>
<td>Shoulder2</td>
<td>0.462</td>
<td>0.150</td>
<td>0.172</td>
<td>0.765</td>
<td></td>
</tr>
<tr>
<td>Shoulder3</td>
<td>0.466</td>
<td>0.180</td>
<td>0.119</td>
<td>0.829</td>
<td></td>
</tr>
</tbody>
</table>

**Time to Edge Crossing**

Table 5.5 shows posterior estimates from the regression parameters in the TTEC model. In terms of regression estimates between the crash and surrogate measure, this model shows the best agreement among the three models. The log exposure, curve, area, and shoulder variables are not only in the same direction between the crash and the TTEC regressions, but the magnitudes also tend to be reasonably close. Note that the intercept is of no interest because it only captures the difference on an absolute scale of numbers of crashes and TTEC events. All parameters in the crash regression are significant. The freeway and area variables in the TTEC regression equation do not meet the significance criteria at 0.05.
intervention such as road widening, improving lane markings, changing signage or adding rumble strips can be evaluated by using the surrogate in a relatively short space of time. The effect on RR then represents a predicted safety benefit. While data still need to be collected to evaluate the effect on the surrogate, this approach is potentially much more useful, sensitive, and repeatable than counting crashes at a single “treated” location.

This chapter explored a statistical approach for testing candidate surrogate measures for road departure crashes with the type of NDD and highway data that will be available from the SHRP 2 Safety projects. The focus was on identifying appropriate analysis methods coupled to mechanisms and control performance, not just on statistical associations. Three alternative surrogates were tested by using the SUR approach and using the same four explanatory variables—area type, road type, horizontal curvature, and shoulder width—that were used in the SUR analyses of the three candidate surrogates. These variables were selected a priori for this exploratory study because they are known to be associated with road departure crashes. Furthermore, classification of these variables was limited by available data. The results obtained were similar to what would be obtained from multivariate response model. The use of the same variables for both the crash and surrogate portions of the model was done for simplicity during the testing of the approach. The SUR framework developed in this section can accommodate the more general case, that is different variables can be used in the crash and surrogate portions of the model, bridging crash data with naturalistic data in a highway context. In particular, variables relating to specific driver behaviors are only available in the naturalistic case, so this flexibility in the SUR approach should prove valuable in the future. The large natural use data from SHRP 2 should provide a richer selection of explanatory variables and finer classification of explanatory variables for expanded analysis within this framework. The team’s analysis has shown that the SUR approach is well suited for screening surrogates. Of the three surrogates evaluated, TTEC appears to be the best. However, the team’s analysis was exploratory, and better surrogates may exist.

Figure 5.7 shows histograms of samples of size 30,000 drawn from the posterior distributions of the log RRs for crashes and the TTEC surrogate. The estimate for the log crash RR is 1.00 with a 95% confidence interval of (0.82, 1.18). The estimate for the log TTEC RR is 1.12 with a 95% confidence interval of (0.83, 1.36). Both of the confidence intervals do not contain 0, suggesting that the risks of crashes and TTEC events are greater on curves holding the other variables fixed.

Figure 5.8 shows the posterior distribution of the log RR difference between crashes and the TTEC surrogate comparing curve to no curve while holding other variables in the model fixed. The mean of this distribution is −0.11 with a 95% confidence interval of (−0.40, 0.18). The 95% confidence interval for the log RR difference includes 0, indicating that TTEC could be useful as a surrogate for crashes on rural nonfreeway roads.

Overall, from the three example analyses, it is seen that different candidate surrogates have different qualities in terms of their fidelity to the crash model. In the figures above, comparing log RR differences, as well as signs and magnitudes of the regression parameters, it is clear that LDEV is the worst candidate of the three, and TTEC is the best candidate, while LDW is intermediate. The results not only help confirm surrogacy but also provide a possible tool for guiding future studies in reducing risk: given a valid surrogate—one that really mimics RR in crashes—an
Chapter 6

Statistical Analysis: An Approach Using Extreme Value Theory

Extreme Value Analysis

Another way to analyze crash surrogates is in terms of the underlying continuous measurements rather than from discrete surrogate events. This offers a possible way to estimate the probability of crash or near crash from the frequency of small crash margins. Extreme value theory provides a robust statistical method by which probability levels in the tails of observed distributions of crash margins can be estimated. One potential advantage is to link absolute exposure values (AADT) to actual crash numbers via surrogate estimated frequencies. Another advantage is that an objective surrogate threshold can be used in place of the more arbitrary percentile thresholds used previously.

Gumbel (1958) laid the foundation for the study of extreme values. Since then, extreme value theory has received much attention and undergone many changes. The idea is to model rare events that lie outside the range of available observations. The problem begins by selecting the largest (smallest) observation from each of many samples. The resulting sample of maximum (minimum) values is the sample of extreme values for analysis. Gumbel showed that for large samples, depending on the parent distribution, distributions of extremes can follow one of three asymptotic distributions. The three asymptotic distributions that Gumbel referred to as the first, second, and third asymptotes are now commonly called the Gumbel, Frechet, and Weibull distributions, respectively.

A generalized extreme value (GEV) distribution contains a parameter for accommodating all three solutions simultaneously so that a sample of extreme values can be fit to one distribution without consideration of the three cases separately (see, for example, Coles 2001). One approach is to make use of extremal probability paper based on the first asymptotic solution (the Gumbel distribution). If the observed data follow the Gumbel distribution, the data should plot as a straight line. If, however, the data follow the Frechet or Weibull distribution, the points will plot as a curve.

The distinguishing feature of an extreme value analysis is the objective to quantify the stochastic behavior of a process at unusually large (small) levels. Extreme value analyses usually require estimation of the probability of events that are more extreme than any that have already been observed. As an example, traffic crashes are generally regarded as rare events and few, if any, actual crashes may be observed during a field operational test using instrumented vehicles in a naturalistic driving study. Instead, surrogate measures may be defined that approach actual crashes if extrapolation is permitted from observed levels of the surrogate measures to unobserved levels.

The TTEC variable is used in this demonstration of the use of extreme value theory in the search for crash surrogates. With TTEC, the event of concern is road departure, a necessary but not sufficient condition for a road departure crash. However, extreme value analysis can help to explore relationships between road departures and road departure crashes by providing a surrogate for a surrogate, and thus leading to a better understanding of the road departure crash.

To demonstrate this approach it was necessary to identify a length of roadway traveled by a large number of subjects. An extreme value distribution can be fit to a sample of the minimum TTEC for each driver. By plotting the values on Gumbel probability paper, the rate at which vehicles run off that particular roadway can be estimated. Screening the analysis database for adjacent HPMS segments traversed by a large number of same subjects was not fruitful because the total number of drivers was not large, and their trips are distributed over a very large area. A search was conducted to find a single long road segment that was traversed by the largest number of drivers. The search yielded a 2.3-mi segment of US-23, a freeway in the Ann Arbor, Michigan, area which had 117 traversals by 43 different drivers. The segment has two lanes in each direction, a center median, a long horizontal reverse curve, and 12-ft shoulders.

The minimum TTEC values for the 117 trips were used to fit the extreme value distribution. Treating traversals as...
observations may violate an assumption of independence but results in larger sample size. It is possible that the normal differences in the environmental and traffic conditions encountered by the same driver on this road segment would justify treating each traversal as independent. An attempt was made to find differences due to night and rain conditions, but the numbers of traversals at night and during rain were too few for meaningful analysis.

Figure 6.1 shows a kernel density estimate of the minimum TTEC for the 117 observations. Standard extreme value analyses usually consider maximum values, but interest in TTEC is related to analysis of minimum values. One way to proceed with an extreme value analysis for minimum values is to reverse the sign of TTEC and simply conduct a standard extreme value analysis for maximum values. This was done, and hence the shown TTEC values are negative (the actual distribution is the mirror image of the distribution shown, symmetric about zero). The smoothed plot covers the value 0.

Figure 6.2 shows the fit of a GEV distribution to the minimum TTEC data. The data are plotted on extreme value probability paper. Because the data plot as a curve that is increasing at a decreasing rate, the data tend to follow a Weibull distribution.

The assumption is that a road departure event occurs when \( TTEC = 0 \), so interest focuses on the intersection of the fitted line and the horizontal line where \( TTEC = 0 \). For these data, no observations resulted in actual events. Solution of the point where \( TTEC \) crosses 0 gives a return period of approximately 2 million. The return period is the reciprocal of the probability and can be used to estimate the expected number of observations required to attain a certain level of TTEC. For this example, one would expect to record approximately 2 million extreme observations before seeing one road departure.

The AADT for this road segment obtained from the HPMS data files is 65,755 vehicles. Thus, a road departure on this segment can be expected about once every 30.4 days or about 12 times a year. There were nine roadway departure crashes on this road segment from 2001 to 2005, or an average of 1.8 crashes per year. This indicates that on this particular road segment, about 15% of road departures resulted in a road departure crash. While the TTEC data are quite sparse, and these calculations cannot be seen as definitive, the resulting estimates appear very reasonable. This supports the potential future value in conducting an in-depth study based on extreme value theory and TTEC.

Figure 6.3 shows the distribution of crashes and TTEC extremes on the 2.3 mi of US-23 near Ann Arbor. Here the research team has not attempted to correlate TTEC extremes with actual crash locations but noted that for this segment, the crashes are neither uniformly spaced nor clustered around

\[ \text{Figure 6.1. Kernel density plot of TTEC.} \]

\[ \text{Figure 6.2. Fit of the generalized extreme value distribution to TTEC.} \]
particular points. It therefore seems unlikely on the one hand that further analysis will establish meaningful trends of crash and surrogate event locations within individual segments. On the other hand, the relationship between frequencies of TTEC-based excursions (TTEC ≤ 0) to actual crash numbers across different segments may be fruitful, because that relationship offers the possibility of deriving a nonparametric relationship between crashes and surrogate events. The TTEC ≤ 0 surrogate event frequency, which is derived from extreme value theory, may be viewed as a higher-order surrogate event to be modeled via SUR in the same way other surrogates were considered in the previous section. As with several other aspects of the team's exploratory analysis, the possibilities are deferred to future studies based on the larger NDD to be collected under SHRP 2.

This section explored the use of extreme value analysis for examining properties of a surrogate. In contrast to the SUR approach that required categorical variables and used crash data, highway data, and NDD, the extreme value analysis presented here used only continuous natural use data. The linkage to crashes was done afterward by estimating the number of observations one would expect to record before seeing one road departure. The potential of the extreme value approach is in the further exploration of driver behaviors associated with small crash margin events in general or by specific roadway features.

Figure 6.3. Crashes and TTEC extremes on 2.3 miles of US-23.
A key objective of this project has been to focus on data analysis coupled to mechanisms and control performance, not just on statistical associations. In Chapter 5 three candidate surrogates were evaluated, and time to edge crossing (TTEC) was seen to be the best, while the very simple lateral deviation variable provided the worst surrogate. Presumably TTEC works better because it takes account of more relevant variables. However, it may not be optimal and better surrogates may still exist. According to the guiding principles of Chapter 2, a best-case surrogate is expected to be closely connected to the control task and disturbances in the control task. In this section the aim is to formulate a candidate surrogate and evaluate its performance in a limited set of cases. However, because of time and computing constraints, at this point no formal large-scale analysis using seemingly unrelated regression (SUR) or extreme value distributions is to be carried out.

When a driver is engaged in lane keeping, there exists a relatively continuous process of adjusting the yaw angle of the vehicle to match that of the road. On a continuous curve, the steer angle is changed so that the yaw angular velocity—the rate of change of directional angle—matches the highway curvature and the vehicle speed. Yaw rate error (YRE) is a proposed measure of overall lane-keeping control performance that may supersede simpler measures such as lane position or time to lane crossing discussed previously. While a full surrogate analysis based on YRE has not been carried out in this study, the team does focus on the feasibility of defining and computing YRE and seeks indicators of its value as a control-oriented performance indicator. This brings the team back to “what driving is.”

Driving is a control task based on visual input; it includes filtering of input for relevance, extracting signals or patterns from that visual information, and hence provides a reference to guide steering and speed control. Control action then involves manual effort by the driver to modulate vehicle motion using further force and acceleration cues (Toffin et al. 2007; Land and Horwood 1995; Chen and Ulsoy 2001). Here the team’s focus is on the visual reference for lane keeping in terms of a conflict measure or error criterion. In broad terms, the team seeks a simple measure of the control reference for situations when the driver is concerned with staying in the lane but less concerned with some optimal path within that lane. To this end, YRE, a measure of yaw rate correction required, is introduced. Since no preferred path is known, the YRE is computed for multiple lane boundary points and the most critical of these will represent the overall correction required. This metric has been used previously in driver modeling (Gordon and Magnuski 2006) and applied to collision avoidance (Chang and Gordon 2008).

The approach is analogous to longitudinal speed control in traffic, in which control action required can be found in terms of the vehicle deceleration needed to avoid a collision with the vehicle in front. Again, this contrasts with the predicted time to collision (TTC), based on instantaneous positions and velocities of the vehicles (Vogel 2003). While in the speed control problem there is essentially a single target point, the more complex lane-keeping activity involves multiple conflict points and more complex vehicle kinematics.

The team focused on yaw velocity rather than the related variables of path curvature and lateral acceleration because of the importance of visual reference. Yaw velocity is directly available to the driver as the perceived angular rate of distant or peripheral objects across the field of view. Path curvature by contrast requires a constructive element as the driver “imagines” the path of the vehicle, something that is surely more appropriate to low speed maneuvering. Again, vehicle lateral acceleration is not a visual input, but rather a feedback for the lower-level manual control of the vehicle. Thus, the emphasis on yaw rate as the reference is based on its availability through visual feedback. This is analogous to what happens in vehicle stability control (e.g., Trachtler 2004)—vehicle yaw rate is directly measured and compared to a reference—though in this case, it is based on anticipated vehicle response to steering at the current speed. In this case path curvature is
not directly measurable, and lateral acceleration is subject to many dynamic disturbances such as body roll; also, the lateral acceleration is dependent on location (whether that is at the driver's head or in a solid state electronic device). By contrast, the yaw rate is only sensitive to sensor orientation.

It is also worth noting that under ideal conditions of constant speed, minimal vehicle sideslip (when the vehicle is in a normal stable condition) and negligible body roll angle, the three variables mentioned (path curvature, yaw rate, and lateral acceleration) are simply proportional to each other. So under these simple conditions, any one of these variables might be used for the current purpose.

For any point on the road or lane boundary, we are to determine whether a yaw rate correction is needed to avoid going outside of the lane/road. If so, the yaw correction required is a measure of conflict. The maximum magnitude of all such corrections (left or right) is to be the conflict measure, though it is often of interest to analyze “worst right boundary case” and “worst left boundary case” in parallel. Additional information is relevant, namely, the distance and polarity (left, right) of any conflict point, as well as the horizon distance. The horizon distance is the maximum distance or headway for which, under ideal yaw rate, no conflicts occur. The horizon distance is a combined measure of position and direction error, as well as road geometry, and arises naturally out of the YRE analysis.

As mentioned, YRE and these associated measures are related to time to lane crossing (TTLC), but are expected to incorporate a greater degree of continuity and relevance into the control task. Unlike TTLC, the “angle of attack” of the lane excursion is implicitly included, so it potentially attaches due significance to how severe the predicted lane excursion will be, not just when it will be. For this reason, YRE is expected to be a superior combined metric of lane-keeping performance analysis than TTLC.

We now consider how to construct the yaw error criterion by using NDD. In Figure 7.1 we represent the lateral vehicle control relative to a single “conflict point” P. This is presumed to be on the right lane boundary, so the yaw rate (positive in the case shown, with the vehicle curving to the right) should be no more than for the critical case shown. The vehicle point Q required to pass to the left of P, while here it just intersects with P. Using polar coordinates (ϕ, d), ϕ is the azimuth angle and d is the distance-to-target, both computed relative to the velocity vector at the reference point Q. This in turn is oriented at an angle ϕ₀ relative to the vehicle axes, and if Q is assumed to be at the outside edge of the front right tire, then ϕ₀ is very roughly equal to the steering angle at the right front wheel.

The vehicle path is in the form of a circular arc, for which the essential geometry is represented in Figure 7.2. We find that the critical case occurs when the turning radius R satisfies

\[
\sin \phi = \frac{d}{2R}
\]

which is equivalent to the yaw rate condition

\[
r = \frac{2U \sin \phi}{d}
\]

where U equals vehicle speed. Equation 7.2 defines the maximum yaw rate of the vehicle to avoid conflict with a right boundary point P.

When driving data are used, there is no direct information on all of the variables used in the above. The absolute coordinates of the boundary points are unknown, as are their relative locations to the vehicle. Therefore, they must be inferred from the lane tracker, which estimates lateral position and lane width. Note that while in principle GPS could be used, it is far from being accurate enough to give useful estimation of the lane-keeping performance, so this is not considered. The team proposes a method that is more realistic to estimate instantaneous value of YRE by using multipoint measurements of lateral lane position, vehicle yaw rate, and vehicle speed. Essentially this is to distinguish vehicle path curvature from highway curvature by using variations in lane position. The calculations and their derivation are somewhat messy (see Appendix D). However, they turn out to be entirely feasible. As a “free bonus,” the YRE estimation technique provides a potentially useful estimation of underlying road curvature; this is based on vehicle yaw rate, but factoring out any lateral drift of the vehicle within the lane. Such estimation

\[\text{Figure 7.1. Turning kinematics (reference point Q intersects with boundary edge point P during a steady state turn).}\]

\[\text{Figure 7.2. Essential geometry of steady state turning motion.}\]
is not applied in this project, but it is worth noting that it is available for future use.

The motivation for YRE estimation was to provide a robust and continuous measure of lane-keeping control performance. To test this idea, at least in an informal way, the team considered a small number of driving situations and compared YRE to TTLC and its reciprocal, inverse time to lane crossing (ITTLC). The estimation method described above was used to determine the YRE for driving events recorded in the UMTRI NDD. Event 1, depicted in Figure 7.3, shows a driver negotiating an on-ramp that is in the form of a right-hand curve.

The left plot shows the location of the left and right front wheels relative to the lane boundaries. Note that there is some variation in the lane width, but that most of the variations are in the dashed lines, which depict the outside edges of the front tires. This event shows a situation in which the driver maintained a position very close to the lane boundary with several excursions beyond the boundary. From video review, it appeared that the driver’s attention was switching between reading a map and looking at the road ahead. The event represents an example of poor lane keeping. Figure 7.4a shows critical and actual yaw rate time histories, as well as lateral distance within the lane boundary (scaled by a factor 0.1 so that scales are reasonably consistent).

All conflicts for this event appear to be right side only, so the YRE in Figure 7.4b is positive whenever the current location and path predict at least one lane boundary conflict within the chosen time horizon (0.5 to 2 s). Note that the YRE is always positive at the start of a lane excursion, and actually

Figure 7.3. The vehicle path for Event 1. (a) The dotted lines represent the left and right edges of the vehicle with respect to the center of the lane markings (solid lines). (b) The XY position of the vehicle in space.

Figure 7.4. The yaw rate parameters for Event 1. (a) Actual yaw rate, critical yaw rate, and distance to right lane boundary. (b) The calculated YRE through the curve.
always becomes positive before a lane excursion occurs. In this sense, as would be expected, YRE is predictive of each lane excursion.

Figure 7.5 shows YRE again (lower plot) together with TTLC in the upper plot and also its reciprocal, ITTLC, in the center plot. ITTLC might be preferred as a conflict metric since large values indicate proximity to a lane excursion, in contrast to TTLC, which is large when the vehicle is tracking the lane well.

The main features seen in Figure 7.5 are the great variations and major discontinuities in TTLC and ITTLC, as compared to the more continuous form of YRE. This suggests that YRE may connect more directly to the continuous steering control behavior of the driver, especially because lane crossing is not generally a catastrophic event and does not generate a panic response from the driver.

In Figure 7.6 this is tested informally by plotting steer response (upper curve) as well as YRE (lower curve). Each local peak of the YRE curve seems to coincide with a sharp negative slope in the steering, and this is the case at the YRE peaks at around \( t = 2, 7, 16, \) and \( 24 \) s; these sharp reactions seem to correlate with corrective actions by the driver in a way that TTLC, ITTLC, and even lane crossing in Figure 7.4a do not. The distracted driver in this event is not responding to YRE as it reaches positive values, but arguably when attention to the road coincides with a positive value of YRE.

The second event considered was a single boundary crossing followed by a correction back to the middle of the lane. The vehicle trajectory data can be seen in Figure 7.7. The event is somewhat simpler than Event 1, in that only one major excursion exists. Figure 7.8 shows the event in terms of yaw rate and critical yaw rate, and it is interesting that the conflict most heavily dominated by variations is the critical yaw rate rather than the actual yaw rate.

In the upper plot of Figure 7.8, the yaw rate exceeds its critical value at around 7 s, while the first lane excursion takes place around 1 s later, again showing the predictive nature of YRE. In the lower plot, the YRE undergoes a correction at \( t = 10 \) s and from the previous analysis we would expect to see a sharp negative slope in the steering angle then.

Notice that in Figure 7.9, the previous comparisons with TTLC and ITTLC are consistent: the time-based metrics show large discontinuities, while YRE varies continuously and in a simple way during the event. YRE grows at a very roughly uniform rate until the correction is presumably applied at \( t = 10 \) s, then decays uniformly until at around 12 s, it is corrected again in the opposite sense. In Figure 7.10, a sharp negative slope is seen at \( t = 10 \) s, and a positive slope steering correction takes place at \( t = 12 \) s, as expected. Of course there are other steering corrections visible in Figure 7.6, and not all are directly predicted by conflicts with the right lane boundary, but perhaps some involve the right lane boundary. To this end, a modified plot of vehicle yaw rate plotted over the pair of critical boundary cases is considered below.

First, however, we consider a third example, also on a curved road section but one where there are no obvious lane boundary conflicts (Figure 7.11). It shows a nearly uniform distance from the car to the lane boundaries while negotiating the right-hand curve. Surely in this case the control loop is
Figure 7.7. The vehicle path for Event 2. (a) The dotted lines represent the left and right edges of the vehicle with respect to the center of the lane markings (solid lines). (b) The XY trajectory of the vehicle.

Figure 7.8. The yaw rate parameters for Event 2. (a) The actual yaw rate, critical yaw rate, and distance to the right lane boundary. (b) The calculated YRE through the curve.

Figure 7.9. A comparison of the driver risk parameters for Event 2. (a) The TTLC. (b) The ITTLC. (c) The YRE.
inactive, meaning that the driver has found a stable line and has no need to make multiple corrections to avoid boundary conflicts. Figure 7.12 appears to show otherwise. Again, we are plotting YRE for the right boundary and steering control actions. Far from being random or disconnected from the boundary conflict, the driver appears to be making regular steering corrections (negative slope interventions) whenever YRE approaches a critical (zero or positive) value.

Figure 7.13 shows the yaw rate versus its two critical limits, where conflict avoidance takes the form

\[ r_{\text{left}} < r < r_{\text{right}} \]

All three events are shown, but the most striking is for Event 3 in the lower plot: the vehicle appears to be controlled very precisely within the critical boundaries, with minimal

Figure 7.10. A comparison of the driver-controlled steering angle and the calculated YRE for Event 2.

Figure 7.12. A comparison of the driver-controlled steering angle and the calculated YRE for Event 3.

Figure 7.11. Vehicle path for Event 3. (a) The dotted lines represent the left and right edges of the vehicle with respect to the center of the lane markings (solid lines). (b) The XY position of the vehicle in space.
overshoot but using the full range. Far from a stable “on center” steering control tracking the lane center, in “YRE space” the vehicle is bouncing quasiperiodically between its limits. If this interpretation is correct, the YRE provides a simple picture of lane-keeping control actions by the human driver. Turning to the center plot, where a single excursion event was seen, the degradation in control appears to be initiated as early as $t = 3$ s when the more stable “bouncing between limits” is interrupted. After the lane excursion is corrected, normal effective control appears to be regained at around 14 s. Turning back to Figure 7.4a, this same interpretation seems reasonable from the within-lane drift: intuitively the driver is drifting right from about $t = 3$ s, and only recovers full control at around $t = 15$ s. The point here is that YRE seems to provide a direct measure of lane-keeping performance, and may even correlate with the error criterion active in the control loop of the human driver. In Figure 7.13a, it appears that the driver does not regain effective control of the vehicle throughout the 15 s, and this is consistent with the distracted nature of the driving event. Finally in the upper two plots, left and right boundaries actually cross over, so no solution to the above equation actually exists. This interesting situation is briefly considered below.

As intended, we have defined and evaluated a YRE criterion as the basis of potential new surrogates for single-vehicle road departure crashes. The measure appears to be strongly connected to lane-keeping control, and has several advantages over similar but less clear measures. Note that

- YRE behaves in a continuous way, even when lane boundary crossings take place, and this is not the case for TTLC and its reciprocal (ITTLC).
- YRE excursions correlate strongly with rapid steering interventions by the driver, especially when the driver is providing effective control of lane position.
- When left and right critical yaw rate boundaries are considered simultaneously, the normal effective control of lane position appears to operate to constrain between the crucial limits.
- YRE may be a useful predictor of actual lane excursions, but, more important, it seems to provide a strong indicator of degraded or ineffective lane keeping.

In Events 1 and 2, the lane excursions appear to induce an impossible situation for the driver: the left and right limits cross over. This is most easily seen in Figure 7.13b, where crossover takes place between approximately $t = 8$ and $t = 12$ s. From Figure 7.7a and Figure 7.8a, this corresponds to the vehicle being outside the lane boundary; the steering task changes from lane keeping to lane recovery, though from

![Figure 7.13. Comparison between the critical yaw rate for left and right boundary conflicts and the actual yaw rate for (a) Event 1, riding the right boundary; (b) Event 2, single boundary crossing with correction; and (c) Event 3, good lane following.](image-url)
such events appear to show that YRE control relationships in lane keeping are robustly followed by most drivers in most conditions. Further work will be needed to expand the number of events and attempt to quantify formally and accurately the relationships hinted at in the three events presented. In Chapter 8, the section Road Boundary Change and Yaw Rate Error briefly considers the application of YRE to “road widening” scenarios, where the right lane boundary becomes ambiguous and one might expect lane-keeping control to be disturbed. Otherwise, the analysis of YRE is limited to the brief exploration presented above.

Figure 7.10, the reaction seems to be consistent with a single sharp correction to divert the YRE to a correct linear rate of descent, followed by a second sharp correction in the opposite direction at around $t = 12$ s. Thus it seems that the crossover is not a major factor to the driver, who perhaps applies focus to one boundary at a time.

The preceding results were based on arbitrarily chosen events. There was no selection procedure adopted other than to find events from lane position typical of (a) an extended period of degraded lane control, (b) a single event lane excursion error, and (c) well-controlled lane keeping. Informal reviews of many
The emphasis of this project has been on creating and demonstrating feasible analysis methods for the SHRP 2 naturalistic driving study, using limited data that already exists. While the main thrusts of this analysis have been in Bayesian estimation and extreme value theory, the research questions posed can be addressed by other techniques. In this chapter the research team proposes simple additional relevant analysis techniques that can be used to resolve the data in different (orthogonal) directions. The first of these techniques considers how existing GIS tools for the analysis of spatial clustering may be directly applied to road departure crash data, with the aim of suggesting crash patterns and hence formulating hypotheses for deeper analysis. The second technique relates to driver distraction and surrogacy by comparing surrogate event rates in episodes of driving while on and off a cell phone. The third technique compares a measure of control disturbance (YRE) in the presence of particular highway features, based on the tentative hypothesis that disturbed control is more likely when lane or road boundaries change, for example, when the road widens near the entrance to a side-street. As with the main analysis approaches that have been used, the aim is to propose and test viability for application to the future SHRP 2 driving database and not to answer specific research questions based on the limited data used.

**Road Departure Crash Spatial Analysis**

Examining common features of spatial clusters of crashes, or hot spots, can be useful in identifying patterns in the occurrence of such events. The common features of the hot spots can be related to roadway characteristics or to driver behaviors captured in NDD, or to both, and can be informative in developing hypotheses for further analyses. For example, examination of roadway data from the hot spots may suggest roadway features associated with the crashes and may provide a nonparametric indicator of the existence of surrogates.

Examination of driving data at the hot spots may suggest patterns or particular driver behaviors for deeper analyses.

What appear to be concentrations of crashes, however, could simply be a result of random occurrences, and looking for commonalities in these random groupings would be a wasted effort. Spatial analysis tools allow researchers to identify clusters that constitute statistically nonrandom, spatially dependent hot spots. In this orthogonal study, ArcToolbox spatial analysis tools are used to identify nonrandom spatial clusters of run-off-road crashes. The development of comprehensive information about the hot spot clusters through the joining of spatially referenced crash locations, roadway, and roadway characteristics is also demonstrated.

In spatial analysis, hot spots are formally defined as clusters of points with values higher in magnitude than one would expect to find by random chance. The spatial analysis of 7,924 road departure crashes in Oakland County, Michigan, from 2001 to 2005 was completed by using the Getis-Ord Gi* statistic. The Getis-Ord Gi* statistic is a well-known method for establishing local spatial dependencies that may exist and one of the six statistics designed to address local relationships among geo-referenced data (Getis and Ord 1996).

The conceptualization of spatial relationships used for weighting the crash data was defined by using the inverse and Euclidean distances. The threshold distance chosen for the calculation was zero. The inverse distance method gives more weight to those crash locations that are close to each other and less weight to those farther apart. The Euclidean distance models the shortest path between events, and a threshold distance of 0 ensures that no points are dropped from the analysis. The road segment crash rate was selected as the random/independent variable or our exposure value.

Given a set of weighted data points, the model generated a Z-score for each segment along which a crash occurred. Hot spots are indicated by a Z-score greater than +1.96 or locations with a high crash-rate cluster. The hot spot location has a high crash-rate value and its neighbors also have high crash-rate
values or higher than would be expected by random chance. These hot spots indicate nonrandom, spatially dependent crash-rate locations.

Running the model resulted in only a few (397) of the 7,924 crashes having a Z-score greater than +1.96 or an indication of spatial dependency. There were no Z-score values less than or equal to −1.96, which means that no “cold spots” were found. Cold spots are locations where low crash rates are surrounded by locations with similarly low crash rates.

The orange dots on the top of Figure 8.1 indicate the hot spot locations. The aerial image zooms in on a hot spot cluster. The crashes, digital base map segments (the blue line), and signage can be viewed as a layer on the aerial photograph. The data table illustrates the selected HPMS road segment data that were associated with crashes.

Although this hot spot is located near an intersection, the crashes considered here are single-vehicle run-off-road crashes. Further analyses of the crash data or of driving data might reveal some patterns worthy of further pursuit. However, it was not the intention of this exploratory study to establish common factors of the crashes or go into further analysis, but to demonstrate the use of spatial analysis tools and to suggest that such an investigation would be fruitful. The results of any such microscopic analysis may suggest possible common elements and help formulate a hypothesis for more formal study.

**Cell Phone Use**

Engaging in secondary tasks while driving taxes a driver’s attention resources, leaving less for the driving task. In many normal driving situations the attention demand for driving is met even with secondary tasks without crashes or other incidents. However, whenever attention demand exceeds available attention resources, the risk of a crash increases (Eby and Kostyniuk 2004a). Carrying on a cell phone conversation while driving has been shown to negatively affect driving

*Figure 8.1. Clusters of run-off-road crashes, Oakland County, Michigan.*

Sources: Google Earth, ArcMap XY plot using project data, and Uniform Traffic Control Manual.
performance in many simulator studies (Caird et al. 2004; Hoerrey and Wickens 2004). There is also much anecdotal evidence of unsafe driving behavior of drivers on cell phones. This suggests that the effectiveness of tactical and operational aspects of the driving task is reduced when a driver is engaged in a cell phone conversation. Furthermore, if this is true, then there should be some evidence of disturbed control in the vehicle kinematic history of the driving episode.

This study explored LDW alerts as a marker for disturbed vehicle control in a comparison driving with and without a cell phone. Episodes of cell phone use were identified in the RDCW naturalistic driving database by visual review of face videos of the first week of driving for all subjects. Comparison episode periods were selected for each cell phone episode of each driver randomly from the same trip and on the same road type.

On average, each subject in the RDCW study drove the vehicle on 32 trips in the first week of driving. Of the 78 subjects, 61 used the cell phone in the first week, spending an average of 1,150 s on that activity. The number of cell phone episodes per driver ranged from 1 to 64, with an average of 11.6 episodes. The duration of the cell phone episodes ranged from 4 to 818 s, with an average of 99 s.

Of the 61 subjects, 25 (41%) did not trigger an LDW alert while on a cell phone or during the comparison periods. Of the 36 drivers with LDW alerts, 18 (50%) triggered alerts only in comparison periods (i.e., while not on a cell phone), 4 (11%) triggered alerts only during cell phone episodes, and 14 (39%) triggered alerts in both cell phone and comparison episodes.

The overall LDW alert rate for each driver was developed from the cell phone usage on all of his or her trips, and the comparison rate was developed from all the comparison periods. Of the 14 drivers with LDW alerts in both the cell phone episodes and in the comparison periods, the rate of alerts during cell phone periods was greater than the rate for the comparison period for eight drivers and less than the rate for six drivers.

The exploration of LDW alerts and cell phone does not show a greater rate of LDW alerts while drivers are on cell phones. Indeed the indications are that in general, drivers are more likely to receive an LDW alert while not using a cell phone than while on a cell phone.

Because YRE appears to be a useful metric for lane excursions, the team examined its applicability to this situation also. YRE was calculated for episodes of cell phone use and comparison periods for several subjects. This exercise also did not show much difference between driving periods with cell phone and without cell phone usage.

While it seems that there should be some indication of a deterioration of vehicle control while the driver is engaged in a cell phone conversation, this approach was not able to identify it. A different analysis of secondary tasks in the same RDCW data by Sayer, Devonshire, and Flannagan (2005) concluded that drivers select the time and conditions for their cell phone conversations and that there is a large amount of variability in the behavior between drivers, and even of the same driver on different days.

Studies with tight experimental design and controls will be challenging at best with natural use driving data. A different approach might be more suitable for analyzing the effect of cell phone use (or other secondary behaviors) on driver performance in natural use data. Rather than designing a study around episodes of cell phone use, one could design a study around the candidate marker of disturbed control (i.e., YRE or LDW), identify events or conditions in which critical values of these markers occur, and then examine the environmental and driver conditions that were present.

**Road Boundary Change and Yaw Rate Error**

Chapter 7 introduced the YRE estimation and explained how it might be used to determine the lane-tracking performance of drivers. This short study investigated the possibility that a change in road geometry, in the form of a deviation in the perceived road boundary, would influence the lane-tracking performance. The YRE was calculated for multiple passes past a point where the road provides deceleration/acceleration lanes (or generous turning radii) at T-intersections and compared that to the YRE for travel with uniform boundaries.

Ten intersections were selected for analysis based on a random sampling of satellite images, and of these, two were traversed multiple times by various drivers in the NDD. Figure 8.2 shows satellite images of the two points used in the analysis. Notice that both points display a road widening situation for only one direction of travel, which enabled the traversals in the opposite direction to be used as a baseline for comparison. Point 1 had 35 traversals by four unique drivers, 23 in the direction with the widening and 12 that could be used for a baseline. Point 2 had 95 traversals by 10 unique drivers, 56 in the direction with the widening and 39 baseline passes in the opposite direction.

The YRE was calculated for 5 s before and after the middle of the intersection for each pass in both directions. Figure 8.3 shows the standard deviation of the YRE for each 10-s pass. Even without formal statistical analysis, in each case there appear to be no systematic differences between the underlying samples shown in red and blue. This is not particularly surprising, given the small size of the samples. The implication is that the general driving pattern is unaffected by the road boundary change. On the other hand, the break, or deviation in the perceived road boundary, may occasionally provide an outlier caused by a corresponding disturbance in the
Figure 8.2. Road widening on right boundary for (a) Analysis Point 1 (42.276308, –83.662979) and (b) Analysis Point 2 (42.320524, –83.539831).

Figure 8.3. Standard deviation of the estimated YRE for travel in the direction of the broken boundary and complete boundary (baseline driving conditions) for (a) Analysis Point 1 and (b) Analysis Point 2.
lateral control. The fact that the blue outliers here are the more extreme is somewhat supportive of this idea, but clearly more data would be needed to provide definitive results. YRE is preferred to simpler lane-tracking measures, given its apparent strength of connection to control disturbances, and extreme values might be more productive than using standard deviations. To gather more data, a pool of corresponding sites could be used for aggregation, or it might be that in the future large-scale driving study, a larger sample of relevant traversals could be found. The point here is that a study relating specific safety-related driver behavior to highway features appears feasible, but that a credible connection to disturbance in control is an essential ingredient.

While the directional differences are small and inconclusive, differences in location are very clear. Comparing Point 1 and Point 2 for the mean levels of YRE (aggregated over both directions), for Point 1 there is a mean ± one standard deviation of 0.0078 ± 0.0035 rad/s, while this measure for Point 2 (both directions) is 0.0035 ± 0.0022 rad/s. The YRE calculation demonstrates sensitivity to the differences in lane-tracking performance between different locations. Clearly there is a difference between the driving that occurred on Points 1 and 2. Figure 8.3 shows that the driving near Point 1 had a larger variation in YRE than did the driving near Point 2, indicating less uniform lane tracking and more driver corrections for Point 1. The reasons behind this difference have not so far been investigated.
CHAPTER 9

Transferability to Other Data Sources

The following sections describe use of the geospatial methods described previously to data mine field operational test (FOT) data in support of work to identify potential crash surrogate measures. In the previous sections, the driving data was collected during the University of Michigan Transportation Research Institute (UMTRI) FOTs. The roadway data were collected from various southeastern Michigan data sets. In this chapter, similar geospatial techniques will be tested against different data sets to explore the feasibility of transferring techniques to researchers with different data. Specifically, the purpose here was to demonstrate the same GIS-based data preparation methods using different naturalistic and roadway data.

Data Used for Testing

The naturalistic driving data (NDD) used in this demonstration were collected primarily in Virginia during the 100-Car Naturalistic Driving Study (Dingus et al. 2006). The roadway data used include databases from the Virginia Department of Transportation (VDOT) and the Federal Highway Administration (FHWA). The VDOT data were provided by staff in the VDOT Transportation Engineering Division, and the FHWA data were provided by the FHWA Office of Highway Policy Information.

Crash Data

VDOT crash data containing information recorded in police crash reports were used. These data include the latitude and longitude, date and time, jurisdiction, collision type, weather condition, surface condition, and lighting conditions of the crashes. Additionally, crashes from the 100-Car Study were used. Because the UMTRI method is intended to be used to study run-off-road crashes, only the crashes in the 100-Car Study that were classified as run-off-road crashes were used in this work. Of the 69 crashes in the 100-Car Study data set, 26 were run-off-road crashes. One of those crashes did not have valid GPS data, leaving 25 crashes available for use in this work.

Highway Data

The VDOT road data are geospatial, meaning that they include geographic location and shape information that can be mapped using computer software. Each road in the Virginia road network is made up of multiple segments of varying lengths. These segments are represented by lines in a data file, which indicate the centerline of the roadway. The centerline data also contain fields that hold attributes describing the section of roadway represented by each line. The attributes contained in these fields include the name of the road, the route number, the beginning and ending mile points, route category, and jurisdiction (i.e., county, city, or town), and segment length.

Highway Performance Monitoring System (HPMS) data were also used. FHWA gathers the data from each of the states annually and maintains the HPMS database. This database includes descriptive information for individual segments of the national highway network. The attributes available for each segment include information such as the state and county where the segment is located, the AADT, the length of the segment, and the number of through lanes. These data were delivered in a comma-delimited ASCII text file and are not geospatial.

A list of the 20 road segments in northern Virginia with the most vehicle fatalities and injuries during the years 2002 to 2004 was also obtained from VDOT. This list identifies those crash hot spots by route number and the beginning and ending mile points. It also includes descriptive attributes such as segment length, the number of crashes in the corridor, the number of those crashes that included an injury, the number of crashes with a fatality, and the crash rate. These data are not geospatial, and the segments do not necessarily correspond to the individual road segments in the VDOT centerline data representing the Virginia road network.
Software Tools

The geospatial procedures used to prepare the naturalistic data for further analysis are dependent on the functions of GIS software. GIS encompasses a number of computer data management systems that specialize in geographic data and can be used to store, graphically represent, or analyze geographic data. ArcMap 9.3 from Esri with an ArcInfo license was used here.

Structured Query Language (SQL) was used to query relational database tables that were stored in a Microsoft SQL Server 2005 environment. SQL queries were executed in SQL Server Management Studio and in ArcMap.

100-Car Naturalistic Data Description

The time series data stored in the 100-Car Study include numeric measures such as vehicle speed, range to other vehicles, geographic location, lateral acceleration, longitudinal acceleration, and yaw, as well as video of the driver and surrounding environment. The 100-Car data describe what is occurring over time, both in noncrash situations and during actual crashes and near crashes. Within these data, epochs of driving can be located and analyzed further to identify how people drive in geographic areas of interest and in situations such as during the moments just prior to a crash, to identify what factors may contribute to crashes, and to perform detailed analyses of what occurred during these crashes. In this case, driving through road segments with high numbers of crashes can be located for further analysis.

Comparing 100-Car Data and Anticipated SHRP 2 Field Data

In many ways, the 100-Car data resemble the anticipated SHRP 2 field data. The majority of the measures available in the 100-Car data, and described in the previous section, will also be present in the SHRP 2 field data. Some additional measures are anticipated in the SHRP 2 data. For example, some roadways will be mapped in greater detail using a roadway measurement van. An automated method for monitoring the driver’s gaze is also anticipated in SHRP 2. Latitude and longitude values collected by GPS are present in 100-Car data and will be available and stored in a database format in SHRP 2 data. These values will permit geospatial-related analyses to be conducted on the SHRP 2 data.

Method

The different data sources each have their own possibilities, but when they are joined, richer queries and analyses become available. Using spatial joins available in GIS and typical SQL joins based on fields in a database table, the data from the different sources were joined. The crash data were joined with the road data, which allowed counting crashes on each road segment in the Virginia highway network. After joining the VDOT road data and HPMS data, more attributes, such as number of lanes and AADT, were associated with the road segments in the VDOT data. Finally, naturalistic driving data were joined with their corresponding road segments. This process is described more completely in the following sections.

Associate Road Attributes and Crash Statistics for Road Segments

The first portion of this effort was to establish that state crash statistics could be associated with state roadway segment data. This processing will be of use in computing segment crash rates using whatever methods are appropriate for a given research question. Using GIS allows data to be joined by using spatial information. In a spatial join, data are joined based on geographic location instead of using attributes from columns within a table. The GPS data from the VDOT run-off-road crashes were plotted in a layer in GIS along with a layer of VDOT highway centerline data. The features in the two layers were then spatially joined. The result was a geospatial data set that can be plotted in GIS or queried like a table in a relational database. For this demonstration task, a query was written to count crashes that have occurred on each road segment in the VDOT road data and to identify the totals by route number. Values from a sample of 15 of these segments are shown in Table 9.1.

<table>
<thead>
<tr>
<th>Route Number</th>
<th>Begin Mile Point</th>
<th>End Mile Point</th>
<th>Number of Crashes</th>
<th>Section Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>6608</td>
<td>0.8</td>
<td>0.84</td>
<td>3</td>
<td>0.04</td>
</tr>
<tr>
<td>7100</td>
<td>16.25</td>
<td>17.31</td>
<td>54</td>
<td>1.06</td>
</tr>
<tr>
<td>6608</td>
<td>2.75</td>
<td>2.78</td>
<td>3</td>
<td>0.03</td>
</tr>
<tr>
<td>6608</td>
<td>3.63</td>
<td>3.68</td>
<td>1</td>
<td>0.05</td>
</tr>
<tr>
<td>7900</td>
<td>0</td>
<td>0.27</td>
<td>215</td>
<td>0.27</td>
</tr>
<tr>
<td>6608</td>
<td>1.38</td>
<td>1.45</td>
<td>2</td>
<td>0.07</td>
</tr>
<tr>
<td>168</td>
<td>6.78</td>
<td>6.87</td>
<td>4</td>
<td>0.09</td>
</tr>
<tr>
<td>1112</td>
<td>0</td>
<td>0.16</td>
<td>44</td>
<td>0.16</td>
</tr>
<tr>
<td>7100</td>
<td>22.6</td>
<td>22.99</td>
<td>11</td>
<td>0.39</td>
</tr>
<tr>
<td>7100</td>
<td>23.89</td>
<td>23.96</td>
<td>26</td>
<td>0.07</td>
</tr>
<tr>
<td>161</td>
<td>10.05</td>
<td>10.26</td>
<td>68</td>
<td>0.21</td>
</tr>
<tr>
<td>7100</td>
<td>13.15</td>
<td>13.52</td>
<td>59</td>
<td>0.37</td>
</tr>
<tr>
<td>6608</td>
<td>2.89</td>
<td>2.92</td>
<td>1</td>
<td>0.03</td>
</tr>
<tr>
<td>7100</td>
<td>20.44</td>
<td>20.8</td>
<td>11</td>
<td>0.36</td>
</tr>
<tr>
<td>8763</td>
<td>0</td>
<td>0.07</td>
<td>48</td>
<td>0.07</td>
</tr>
</tbody>
</table>
**Joined VDOT Centerline Data and HPMS Data**

To investigate the roadway as an explanatory factor, the HPMS data can be used. These data include a number of attributes that could reveal contributing factors in crashes. As stated earlier, the HPMS data do not include geospatial information. However, FHWA has implemented the linear referencing system (LRS), which creates a unique identifier for each road segment based on the county where the segment is located, the route number, and the milepost marker. There is some flexibility in the system that allows each state to customize the numbering system to accommodate the needs of that state. By using this unique LRS ID, the data contained in the HPMS database were joined with geospatial centerline data provided by VDOT.

This join was accomplished by using SQL. In addition to their normal use with relational database tables, SQL queries can also be used with geospatial data sets. This allowed each segment in the VDOT geospatial data to be joined with its corresponding segment in the HPMS data on the basis of their shared identifying attributes (i.e., county, route number, and mile points). For this work, the joining required a two-step process. In the first step, an initial join was done in SQL Server Management Studio, where joins on multiple fields were possible. Then, a simpler join was done in ArcMap to join the result of the first join with the geospatial data from the original VDOT data. It is believed that the second step would be unnecessary by taking advantage of geospatial data types, although that belief was untested in this work. By joining the HPMS data with VDOT’s road centerline data, an enhanced geospatially referenced layer was created that allowed use of GIS functionality. An example of the type of integrated data set made possible through this join is shown in Table 9.2.

In Table 9.2 the columns labeled Section Length, AADT, Present Serviceability Rating (PSR), Number of Lanes, High Occupancy Vehicle (HOV), and Truck Route are collected from the HPMS data.

**NDD through VDOT Hot Spots**

The previous sections have demonstrated the processing steps that would be used by researchers in quantifying elements of high crash-rate locations. A number of different approaches could then be used for locating segments that are likely to provide guidance in identifying crash surrogates for a specific crash type. Once these locations are identified, the objective

<table>
<thead>
<tr>
<th>Crash ID</th>
<th>Route Number</th>
<th>Begin Mile Point</th>
<th>End Mile Point</th>
<th>Section Length</th>
<th>AADT</th>
<th>PSR</th>
<th>Number of Lanes</th>
<th>HOV</th>
<th>Truck Route</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>267</td>
<td>11.3</td>
<td>12.53</td>
<td>1.23</td>
<td>45,506</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>50</td>
<td>83.99</td>
<td>84.08</td>
<td>0.09</td>
<td>64,334</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>123</td>
<td>12.29</td>
<td>12.38</td>
<td>0.09</td>
<td>35,719</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>49</td>
<td>236</td>
<td>9.22</td>
<td>9.29</td>
<td>0.07</td>
<td>36,328</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>57</td>
<td>267</td>
<td>26.22</td>
<td>26.39</td>
<td>0.17</td>
<td>61,844</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>60</td>
<td>3</td>
<td>0.25</td>
<td>0.37</td>
<td>0.12</td>
<td>12,061</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>61</td>
<td>1</td>
<td>189.32</td>
<td>189.39</td>
<td>0.07</td>
<td>61,616</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>62</td>
<td>6608</td>
<td>2.11</td>
<td>2.19</td>
<td>0.08</td>
<td>17,154</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>63</td>
<td>7</td>
<td>59.59</td>
<td>59.72</td>
<td>0.13</td>
<td>68,462</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>192.61</td>
<td>192.69</td>
<td>0.08</td>
<td>19,674</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>65</td>
<td>7</td>
<td>59.34</td>
<td>59.48</td>
<td>0.14</td>
<td>68,462</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>68</td>
<td>267</td>
<td>16.74</td>
<td>17.4</td>
<td>0.66</td>
<td>104,628</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>70</td>
<td>267</td>
<td>20.32</td>
<td>22.83</td>
<td>2.51</td>
<td>133,391</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>71</td>
<td>123</td>
<td>9.15</td>
<td>9.95</td>
<td>0.8</td>
<td>31,403</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>72</td>
<td>29</td>
<td>244.27</td>
<td>244.34</td>
<td>0.07</td>
<td>23,333</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>74</td>
<td>123</td>
<td>12.29</td>
<td>12.38</td>
<td>0.09</td>
<td>35,719</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>75</td>
<td>123</td>
<td>14.1</td>
<td>14.22</td>
<td>0.12</td>
<td>35,719</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>76</td>
<td>1</td>
<td>188.98</td>
<td>189.04</td>
<td>0.06</td>
<td>61,616</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>78</td>
<td>267</td>
<td>7.09</td>
<td>8.09</td>
<td>1</td>
<td>37,718</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>81</td>
<td>7602</td>
<td>3.93</td>
<td>4.11</td>
<td>0.18</td>
<td>27,165</td>
<td>4.8</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
of this effort is to query NDD in which the drivers passed through the locations. A list of the 20 hot spots had previously been identified by VDOT engineers. This list is based on injury and fatality rates and includes all crash types. The list of these locations was converted into a database table and imported into GIS. Again making use of the ability to join database tables with geospatial data, SQL queries were used to join the hot spots list with VDOT road centerline data to create a layer of polylines that corresponded to these 20 hot-spot road segments. These queries were similar to those used in the two-part process to join the VDOT and HPMS data.

Figure 9.1 shows the resulting layer mapped with the primary and Interstate routes.

In Figure 9.1, the hot spots have been drawn thicker to make them visible. Initially, the polylines that represent the road network, and therefore hot spots, do not have a width. To give the hot spots width in the data, a GIS tool was used to generate buffers around the centerlines. Buffers of 200 ft on both sides of the centerlines were used around these polylines, creating polygons to represent the hot spots. The result of buffering the polylines can be seen in a close-up view of two hot spots in Figure 9.2.
Once segments of interest such as these are identified by researchers, the next step is to locate naturalistic data describing the performance and behavior of drivers as they travel through the segments. To illustrate this step, a layer of breadcrumb trip points from 10 randomly selected trips by each vehicle in the 100-Car Study data set (1,000 trips total) was overlaid on the layer of hot spot polygons. This layer was created by using the ability to open a relational database table in ArcMap and have it plot the points defined by the table’s latitude and longitude columns. The breadcrumb trip points that intersected with the polygons were used to identify trips where a vehicle passed through one of these 20 hot spots. A map of a selection of trip points through hot spots can be seen in Figure 9.3.

The figure illustrates primary, secondary, and local streets from VDOT centerline data. The blue lines are GPS breadcrumb trails from 100-Car trips. In the locations shown in dark brown, the trip is passing through one of the hot spots.

In addition to visualization of these epochs, a table was created that identifies all of the trips through the different hot spots, as well as all of the time series vehicle measures captured within the segment. This intermediate table can be further analyzed in a number of ways to identify contributing factors in crashes. The values can also be used to address video associated with the hot spot. To provide a small demonstration of what is found in these tables, box plots were created to describe the distributions of speeds found in the naturalistic data and maximum yaw values. In Figure 9.4, for each of the 20 hot spots, the speeds at which subject vehicles entered the hot spots are presented as a distribution. Outliers in the data are retained here. In the actual analyses, the outliers would be investigated further to determine if they were created, for example, by sensor errors or were true entry speed outliers. Cases in the tails of the distributions might be of interest as surrogates, particularly when speed appears to be a contributing factor in crashes for that hot spot.

Similarly, one might expect in challenging locations that exit speed would generally be lower than entrance speed. To illustrate how this might be explored in the data, the difference between segment exit speeds and entrance speeds was computed for each of the trips through the hot spots. This is provided in Figure 9.5.

Yaw is also a potential base surrogate measure related to roadway departure crashes. The maximum and minimum yaw observed as 100-Car participants traveled through the 20 hot spots is presented in Figure 9.6. Sign of the values was retained when creating the box plots. In these data, a positive yaw value indicates left-hand rotation of the vehicle around the vertical axis. Therefore, in general, the top plot in Figure 9.6 is indicating left-hand rotation and the bottom plot is indicating right-hand rotation.

Figure 9.3. 100-Car trip points passing through hot spots.
Figure 9.4. Distribution of vehicle speeds observed in naturalistic data when entering hot spot.

Figure 9.5. Difference in speed observed between entry into the hot spot segment and exiting the hot spot segment. Negative values indicate speed was reduced.
As with the speed measures, outliers may indicate cases of interest, such as a high-amplitude yaw event, or may indicate sensor anomalies.

**Identify Road Characteristics for Run-Off-Road Crashes**

For the VDOT crash records, exploration of road characteristics was illustrated in Table 9.2. Factors such as number of lanes, AADT, or road type may indicate explanatory factors in crashes. Similar associations can be made with events collected within a driving study (Table 9.3). The GPS data from the 100-Car Study run-off-road crashes were plotted in a layer in GIS, with the layer created from the joined VDOT centerline data and HPMS data. The features in the two layers were then spatially joined. This process associated the crashes from the 100-Car Study with the road segments where they occurred. The resultant geospatial data from the previously joined VDOT crash data road segments where the crashes occurred were also used here. After these spatial joins were performed, the road attributes contained in the VDOT road data and HPMS database were then available for analysis of crashes in both the crashes in the VDOT data and 100-Car Study crashes.

**Table 9.3. Sample of a Roadway Explanatory Factor Collected from 100-Car Run-Off-Road Crashes**

<table>
<thead>
<tr>
<th>Number of Lanes</th>
<th>Number of 100-Car Run-Off-Road Crashes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
</tr>
</tbody>
</table>

**Figure 9.6. Distribution of maximum and minimum yaw observed in naturalistic data within the hot spots.**

This chapter has demonstrated the viability of exploring segment crash rates as well as naturalistic data associated with high crash-rate locations using geospatial techniques. As found with the Michigan data, VDOT crash statistics can be joined with VDOT roadway segment data to identify, for example, the number of crashes on a segment. These data can then be joined with driver and vehicle measures collected in NDD. Integration of the data in this manner provides considerable power for identifying crash explanatory factors related to the driver, the environment, the vehicle, or the roadway.

The GIS methods provide a powerful tool for locating epochs of interest within naturalistic data. As with many of
the tools for investigating these data, implementing the methods discussed here requires some GIS-specific understanding. These tools will be new for many researchers. An introductory workshop or clear documentation of procedures would be valuable.

When small data sets were processed in this manner, manual processes worked well. At the scale of the SHRP 2 study, geospatial analyses will require automated processes that can be running continuously or near continuously to generate the intermediate tables within a reasonable time frame. The programming languages native to the Esri suite should be explored for scalability. In the event that these tools are not able to support rapid processing, a possible alternative is to use an integration of the Mathworks Mapping toolbox, SQL-based geospatial data types, and a computational cluster that can run code developed in both of these applications.
In Chapter 2, three general research questions were stated, together with 14 more specific questions that were intended to guide this research. The aim, even in the most optimistic moments, was not to answer all questions in a single project but to develop and test methods that have a strong bearing on these questions.

The broad research questions were:

- Do single-vehicle road departure crashes occur only under conditions of disturbed control?
- Do naturalistic driving data contain measurable episodes of disturbed control?
- Do objective measures of disturbed control from naturalistic driving data, together with highway geometric factors, off-highway factors, and environmental factors, satisfy criteria for crash surrogate (i.e., are they related to actual crashes)?

On the one hand, the SUR analysis and the analysis of YRE in Chapter 7 provide ample indication that episodes of disturbed control exist in the naturalistic driving data, and that these episodes can be related to crashes via highway variables. On the other hand, insufficient data exist for the direct inclusion of off-highway factors, and little or no investigation was made in the area of other environmental factors such as lighting and weather conditions. From the data analyzed, it has not been possible to make any detailed progress on the first of the broad research questions: Do single-vehicle road departure crashes occur only under conditions of disturbed control?

Turning next to the more specific research questions, significant progress has been made on the following research questions.

**Question 1:** What measures exist in naturalistic driving data that directly measure disturbed control?

The candidate surrogates LDW and TTEC provide some general measure of disturbed control, as response-only variables, while YRE appears to provide a more focused and control-related measure of this aspect.

**Question 2:** Are vehicle kinematic measures sufficient to identify disturbed control for risk measures in single-vehicle road departure crashes?

It has been shown that vehicle kinematics can provide a basis for risk analysis and surrogate validation. Whether this can be improved by using direct measurement of driver action has not, however, been analyzed.

**Question 3:** Are other driving control metrics necessary (in addition to vehicle kinematic measures) to identify disturbed control?

This question has not been resolved within the current data and time limitations of the project, but it is surely feasible in terms of some of the surrogates formulated but not analyzed in Chapter 4 (especially those relating to coherency or visual interruption).

**Question 4:** Are there measures of driving control performance in existing FOT data that depend on highway factors in a way that is consistent with single-vehicle road departure crash frequencies?

The prime success of the research presented relates to this research question. Through SUR analysis, it is certainly the case that measures of control performance can be related to crash data via the use of independent highway factors.

**Question 9:** What statistical tests are available to determine if the measures of driving control performance in naturalistic...
data and single-vehicle crashes depend on geometric features in a consistent way?

SUR analysis provides a partial answer to the question of what statistical tests are available.

**Question 10:** Can satisfactory crash risk predictions be made on the basis of vehicle/driver/highway information from naturalistic driving (e.g., via extreme value theory), or do additional roadside and environmental factors need to be introduced?

Extreme value theory suggests that a positive answer to Question 10 is also feasible, though in this case only a simple initial analysis was made. However, the potential benefits of introducing other roadside and environmental factors (in some form of composite surrogate) have not been tested.

Little progress has been made on the following research questions.

**Question 5:** Are there specific highway features that are associated with single-vehicle road departure crashes and specific driving control performance measures?

A small example of data exploration was presented for cases in which the right lane boundary was poorly defined or ambiguous, but it was not possible to find large numbers of such locations. While the optical lane tracker has some potential to be used in this way, a small attempt to conduct such an analysis did not prove fruitful. The lane tracker, when used to track broken or missing boundaries in this way, simply did not create reliable results (checking video revealed no useful patterns—i.e., the lane tracker detection states for the UMTRI NDD were not reliable predictors of road marking and lane conditions).

**Question 6:** Can roadside factors (e.g., locations of poles, trees, bridge abutments, and side slopes) be coupled to naturalistic driving data?

**Question 7:** Does the coupling of roadside factors to naturalistic driving data improve correlation with actual crashes?

**Question 8:** Can general descriptors of roadside environments be used in this coupling (e.g., tree density, proportion of side slope steeper than 4 to 1), or do we have to be more specific about location of roadside obstacles?

For Questions 6 to 8, relating to roadside factors, progress was not possible because of the lack of objective data for features such as cross-slope, trees, and poles. This lack of data was the most disappointing aspect of the study, especially since it is quite possible that SUR analysis could be improved with these additional factors used in the crash model (though naturally excluded in the surrogate model).

There was again little objective data directly available relating to driver state for the questions concerned with driver factors.

**Question 11:** Is the pattern of driving control performance different for the same driver when distracted versus not distracted (e.g., on a cell phone or not on a cell phone)?

**Question 12:** Can various driver states (e.g., drowsy, aggressive, distracted, engaged) be identified from naturalistic driving data?

**Question 13:** Can driving control performance for various states be categorized more simply (i.e., good and bad, or risky and nonrisky)?

**Question 14:** Is there a difference in the driving control performance of good and bad drivers (or risky and nonrisky drivers) at locations with geometric features associated with high single-vehicle crash frequency?

Some progress has been hinted in analysis of the YRE criterion. In Chapter 7, the figures presented indicate that a coherent interaction between yaw rate, yaw rate critical limits, and steering intervention is at the heart of active and effective lane-keeping control. Further work on this is necessary, but if successful, it may make active monitoring of driver gaze less critical to the assessment of driver attention state during driving. The cell phone study described in Chapter 8 under Cell Phone Use was unable to show any systematic differences between with cell phone and without cell phone, but a number of confounding factors may exist (especially in terms of the choice of time to speak on the phone). Again, a more sensitive measure of lane keeping—one based around coherency rather than simply on error magnitudes—may again be helpful. Thus there are suggestions that questions on detection and categorization of driver state (Questions 12 and 13) may be achievable. It should be noted, however, that this study relied on lateral control measures, and it is certainly the case that further analysis based on combined longitudinal and lateral control would be more complete in addressing those two questions. In this study, no analysis was considered in relation to interactions between driver types and highway risk features (Question 14). In the future it is quite possible to include such factors in the SUR analysis.

Turning to other aspects of the study, in Chapter 2 under Data Quality and Validation, the research team posed a number of questions about data availability and quality. According to Chapter 9, it is shown that the data types and quality are not unique to Michigan data. The Virginia DOT maintains spatially referenced data for crash and highway factors, and the SHRP 2 naturalistic driving study will provide many of the variable contained in the UMTRI NDD, expanded in some areas (such as head pose estimation) though reduced in other areas (such as number and location of radar units). Most, if not all, of the analysis conducted here with Michigan data is also feasible with Virginia data, though resources were too limited to engage in full replication studies.

In the SUR analysis it was recognized that a novel approach should be taken to exposure, with event rates based on segment traversals. In refining this idea, directional segments were defined, but consideration of curves made it clear that...
segment definitions were in need of further revision. There is a basic need for homogeneity in the segment with respect to the highway factors of interest. As such, HPMS segmentation is not generally appropriate, so in the future it makes good sense for safety researchers to define their own segment boundaries. Again, time was not sufficient to carry this analysis through, but it is clearly an important insight into how best to conduct future SUR analysis.

A final conclusion relates to the orthogonal studies presented in Chapter 8 and also the data analysis presented in Chapter 9: the combination of naturalistic, crash, and highway data provides such a rich data resource for research that it is relatively easy to develop new and innovative analysis methods specific to the data types. Therefore, making these data types available to independent researchers in the future seems certain to spawn new ideas and gather new insights.
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LITERATURE REVIEW: CRASH RATES AND HIGHWAY, ENVIRONMENTAL, AND DRIVER FACTORS

The ability to predict the occurrence of crashes on roadways has been a challenge to the transportation profession since the early days of motorized transportation, and a large number of studies have been conducted to relate highway safety to highway design, environmental and driver characteristics. The literature on these studies is extensive. A sample of studies relevant to the current research is briefly reviewed.

HIGHWAY DESIGN FACTORS

There are three primary geometric elements in highway design and, thus, also in highway characteristics which have been studied in relation to crashes. These are cross section, horizontal alignment, and vertical alignment. Note that there is extensive literature relating intersection characteristics and crashes. However, because this study is concerned with lane departure crashes that occur on segments, the review does not include studies concerned with intersection crashes.

CROSS SECTION

The major elements of cross section include the number and width of lanes, presence and type of median, type and width of shoulders, and roadside features (e.g., side slope, clear zone, placement and types of roadside obstacles). The effects of cross-sectional elements on crash occurrence have been examined in many empirical studies. A classic early study by Schoppert (1957) examined crash occurrence on two-lane rural roads in Oregon and developed descriptive and predictive models using regression analysis. Schoppert found that vehicle crashes were directly related to traffic volume and certain features of the roadway, including lane and shoulder widths. He found that the crash rate increased with reduced cross-section width but reported that lane and shoulder widths did not serve as good predictors of the number of crashes. Versace (1960), in analyzing Schoppert’s data, recognized that roadway features were correlated with each other; that is, good cross-sectional elements usually go together, and furthermore, good cross-sectional elements were usually found together with good alignment. These, he noted, are the result of road design and construction practices. Versace identified shoulder and lane widths as factors affecting crash occurrence but noted that their effects were not as important as that of traffic volume. Increased crash rates with decreased lane and shoulder widths were also reported by Dart and Mann (1970) and Roy Jorgensen and Associates, Inc. (1978).

Kihlberg and Tharp (1968) investigated the relationship between motor vehicle crashes and highway design elements using data from five states by analyzing crash counts on homogenous road segments of two- and multiline roadways. They found that number of lanes and median affect crash rates. The effect of the median, however, was not very marked and was found in only some of the states examined.

Cleveland, Kostyniuk, and Ting (1984, 1985) examined crash data for two-lane rural highway segments from 14 states by using statistical categorical techniques. They confirmed Versace’s observation that good (or bad) geometric features were usually found together, and grouped cross-sectional features (lane width, shoulder width, side slope, ditch condition) that were usually found together in roads into a set of “geometric bundles” that varied from excellent to poor. An effect of the geometric bundles on crashes was found, but it was not as important as the effects of traffic volume and access density and the interactive effect of the geometric bundles and access density.

A study by Zegeer and Deacon (1987) quantified the effects of lane width, shoulder width, and shoulder type on highway crash experience based on the analysis of data for nearly 5,000 mi of two-lane highway from seven states. The study controlled for many roadway and traffic features, including roadside hazard, terrain, and traffic volume. Lane width
and shoulder type and width were found to be related to crash rates and could also be related to crash type. A crash prediction model was developed and used to determine the expected effects of lane and shoulder widening improvements on related crashes.

A large effort at the Federal Highway Administration (FHWA 1982; Cirillo, Dietz, and Beatty 1969; Cirillo 1970) investigated the effects of geometric and traffic parameters on crashes on the Interstate system. By using data from 24 states, regression models were developed for 19 model categories for various segments of the Interstate freeway system, including interchanges of the mainline roadway. The basic finding of these analyses concerning geometric elements, which included cross section, was that because the geometrics on Interstate roads are generally very good, their variations, when they occur, have little influence on crashes.

The Interactive Highway Safety Design Module (IHSDM) is a suite of software analysis tools developed by FHWA to evaluate safety and operational effects of geometric design decisions during the design process (FHWA 2003). The IHSDM consists of modules, among which is the Crash Prediction Module, which estimates the number and severity of crashes that could be expected on specified road segments based on its geometric design and traffic characteristics. The IHSDM includes an algorithm for predicting the crashes on two-lane rural roads (Harwood et al. 2000). The base model provides an estimate of the safety performance on a roadway or intersection for a set of assumed nominal conditions. The modification factors adjust the base model predictions to account for the effects on safety for roadway segments of various geometric and operational features. For cross-sectional elements, the base conditions are two 12-ft lanes, paved 6-ft shoulders, and a roadside characterized as marginally recoverable. The adjustment factors vary by traffic volume conditions. According to the IHSDM crash prediction algorithm, the effects of lane width and shoulder type and width at low traffic volumes are very limited, but become larger at traffic volumes of more than 2,000 vehicles per day. The IHSDM algorithm also includes the effects of passing lanes on crash rates on two-lane rural roads. Based on the work of Harwood and St. John (1985), the algorithm predicts a reduction of crash rates with the installation of short four-lane sections that allow passing. It is worth noting that the IHSDM algorithm is based on historical accident data, before-and-after studies, as well as expert judgment as the basis for the factor analysis, and is an excellent example of a classical analysis that provides a contrast to the work contained in the present project. Perhaps a future extension of the IHSDM algorithm will include further data from naturalistic driving, site-based trajectory analysis and analysis of spatially referenced data.

### Horizontal and Vertical Alignment

Elements of horizontal alignment include degree and length of horizontal curve, presence of spiral or other transition curve, and the superelevation. Elements of vertical alignment include vertical lines or grades and vertical curves (sags and crests). In a study of two-lane and multilane rural roads from 15 states, Raff (1953) found that crash rates increased with the degree of curvature. On two-lane roads, the crash rate increased with curve frequency. Crash rates also increased with sight distance restrictions, which are primarily due to crest vertical curves. The study also found that grade alone did not have an effect on crash rates on tangent (straight) sections of road, but there was an increase in crash rates when both grade and horizontal curvature were present. Increased crash rates on combinations of grades and horizontal curves have also been reported by Bitzel (1957). Bitzel’s data was from 25,500 crashes on 1,300 mi of German highways. However, Bitzel found that crash rates increased as grades increased. Kihlberg and Tharp (1968) found effects on crash rates of horizontal curves only for curves of 4 degrees or more and for grades of 4% or more.

The effect of horizontal curves on crashes was also investigated by Glennon, Neuman, and Leisch (1986). A database that included crash, geometric, and traffic data for two-lane rural highway segments from four states was developed for this study. There were more than 3,000 segments with horizontal curves and about 350 control tangent sections. Care was taken to select sites with uniform lane and shoulder conditions and to avoid influences of bridges, intersections, curbs and other nearby horizontal curves. Analysis of covariance methods were used to develop a model that related the number of crashes on curves to the traffic volume, degree of curve, and length of curve.

Matthews and Barnes (1988) analyzed curve crashes on 2,000 km of highways in New Zealand. They identified prior curvature (total number of curvature in the two km preceding the curve where a crash occurred) as having the largest effect on curve crash rates, followed by grades, and radius of curve. They also reported that crash risk was particularly high on short radius curves located at the end of long tangents and on steep down grades. Safety effects of horizontal curves on two-lane rural roads were studied by Zegeer et al. (1990), using 5 years of crash data from Washington State and detailed information on horizontal alignment [degree of curve, length of curve, curve direction, central angle, presence of spiral transition, roadside (recovery distance, roadside hazard rating), cross section (lane width, width and type of shoulder), and traffic volume]. In all, there were more than 12,000 crashes with an average of 0.22 crashes per curve. Statistical analysis revealed significantly higher curve crashes for sharper curves, narrower lane width on curves, lack of spiral transitions, and increased superelevation deficiency.
All else being equal, higher traffic volume and longer curves were associated with significantly higher frequency of curve crashes.

Federal Highway Administration studies (FHWA 1982; Cirillo, Dietz, and Beatty 1969; Cirillo 1970) of the effects of geometric and traffic parameters on crashes on the Interstate system did not find a significant contribution of horizontal or vertical alignment on crash rates on freeways. However, a study by Dunlap et al. (1978) that examined the effects of horizontal and vertical curves on crash rates on the Pennsylvania and Ohio Turnpikes found no significant relationship between crash rates and grades and horizontal curves in Ohio, but there were increases in crash rates with increasing curvature of horizontal curves in Pennsylvania.

The IHSDM crash prediction algorithm for two-lane rural roads (Harwood et al. 2000) includes the effects of horizontal and vertical alignment. The base model provides an estimate of the safety performance on a tangent and flat road segment. The crash rate for long flat curves is only slightly higher than for tangent roadways. However, the crash rate increases with the sharpness and shortness of the curve. Spiral transitions to the curve mitigate the crash rates as does adequate super-elevation. The algorithm also predicts an increase in crash rate for increases in grades at steeper grades.

Environmental Factors

For road departure crashes the main factors of additional interest are weather and traffic volumes. Of course other factors such as the presence of construction zones, access density, and intersection design all have a strong influence on crash rates and are of great general interest. Because the present focus is on road departure crashes, those factors will not be reviewed here.

Weather

Weather constitutes a set of environmental factors that can influence crash occurrence by increasing crash risk. Empirical evidence suggests that a wet road surface increases crash frequency (Jones, Janssen, and Mannering 1991) and that truck-involved freeway collisions increase on wet and icy road surfaces (Golob and Recker 1987). Many studies have investigated the impacts of adverse weather and road geometry on crashes (Khattak, Kantor, and Council 1998; Ivey et al. 1981; Jovanis and Delleur 1981; Snyder 1974; Brodsky and Hakkert 1988; Shankar, Mannering, and Barfield 1995). Satterwaitte (1976) analyzing California data, found a ratio of the number of crashes during 24 h when almost all crashes occurred in wet conditions to the number of crashes occurring in dry conditions to be 2.23 times. A study on Texas roadways (Ivey et al. 1981) found that wet crash frequency per mile increased with higher AADT, higher number of lanes, greater access density, higher proportion of time the road surface is wet, and higher traffic speed variation but lower speed and lower skid number (a measure of the surface friction). Shankar, Mannering, and Barfield (1995) found that crash frequency on an Interstate in the Snoqualmie Pass area of Washington State increased with a higher number of horizontal curves, higher maximum grades, higher frequency of rainy days, higher maximum daily snowfall in a month, interactions of maximum snowfall with grade, and with curves. Overall, the literature shows that crash frequencies are higher in adverse weather conditions because of reduced visibility and reduced road friction.

Traffic Volume

Relationships between crash occurrence and geometric and operational characteristics of roadways often use a measure of traffic volume as the exposure measure of crash occurrence. However, there is strong empirical evidence of relationships between crash rates and traffic volume, conditional on roadway characteristics (e.g., Schoppert 1957; Versace 1960; Cleveland, Kostyniuk, and Ting 1984, 1985; Hall and Pendleton 1989; Stokes and Mutabazi 1996; Garber and Gadiraju 1990). Schoppert’s (1957) study found that crash rates increased with increases in vehicle volume. He also reported that crashes on low-volume roads did not appear to be related to any roadway feature. Versace (1960) found average daily traffic (ADT), which is a measure of traffic volume, to be the variable most highly related to crash occurrence. Cleveland, Kostyniuk, and Ting (1984, 1985) found the relationship between crashes on road segments and ADT to be nonlinear and the best predictor of crashes on two-lane rural roads. They also found the interactive effects of access point density with ADT to be very important in predicting crashes. In roadways built for high-design speeds, such as freeways, traffic volume appears to be the most important predictor of crashes. Other studies that FHWA studied of crashes on the Interstate system (Cirillo, Dietz, and Beatty, 1969; Cirillo 1970) concluded that the traffic volumes and commercial traffic volumes were the main contributors to the explanation of the crashes on the Interstate system of roads. ADT was also found to be the most important variable in the relationship between traffic crashes and highway geometric design elements and traffic volumes on interchange ramps and speed-change lanes (Bauer and Harwood 1997).

The interactive effect of traffic volume on crash occurrence is built into the IHSDM crash prediction algorithm for two-lane rural roads and intersections (Harwood et al. 2000). The effects of each of the design or operational features are given for different levels of ADT.
Driver Factors

The driving task is also affected by the driver's characteristics and behaviors. The SHRP 2 Safety program has a strong focus on the safety impacts of human behavior, especially driver error and the interaction with relevant highway and other factors. Human factors research focuses on the specific ways in which the human characteristics and behaviors influence the driving process. This is useful in understanding the basic mechanisms of how, for example, highway factors interact with human factors in determining crash risk in any particular situation.

To help understand how human behaviors affect crash risk, Wierwille et al. (2002) proposed the following taxonomy of four major factors degrading driving performance:

1. Inadequate knowledge, training, and skill: A lack of understanding or misunderstanding of traffic laws, vehicle kinematics, driving techniques, or driver capabilities and limitations.
2. Impairment: Fatigue and drowsiness; use of alcohol and illegal drugs; illness; lack of or incorrect use of medication; disability or uncorrected disability.
3. Willful inappropriate behavior: Purposeful violation of traffic laws, regulation; aggressive driving; use of vehicle for intimidation or as a weapon.
4. Infrastructure, environmental problems: Traffic control device related; roadway related; alignment, sight distance, delineation; weather, visibility related.

State and national crash databases include some information on drivers including age, sex, and some contain information on driver impairment and distraction. For example, the National Automotive Sampling System (NASS) Crashworthiness Data System (CDS) contains variables on police-reported alcohol presence and distraction. Analysis of these data shows that in 2001, police noted alcohol presence for about 5% of all crash-involved drivers in the United States; 25% of crash-involved drivers were distracted in some way, including 5% who were sleepy or asleep. Among drivers involved in single-vehicle road departure crashes, alcohol presence was noted for 18%; 40% were distracted in some way, including 21% who were sleepy or asleep (Eby and Kostyniuk 2004b).

Crash risk varies with age. Whether considered on a per mile basis or a per population basis, crash rates vary as a function of age (NHTSA 2006a). Safe and efficient driving requires the adequate functioning of a range of abilities including vision, perception, cognitive functioning and physical abilities, which tend to decline with age; the loss of efficiency in any of these functions can reduce performance and increase risk on the road (Janke 1994; Marottoli et al. 1998; Stutts et al. 1998; Wood 2002; Oxley et al. 2006). Chronic disease and medications also affect driving abilities and crash risk (e.g., Wilkinson and Moskowit 2001; Charlton et al. 2004; Walsh et al. 2004). A study of driving errors by 533 older drivers (mean age 76.2 years), whose competence was in question (Di Stefano and MacDonald 2003) found that their most frequent errors were failure to turn their heads to look behind, nonuse of mirrors, problems maintaining lane position and lane keeping, and keeping up with traffic.

Driving performance problems and elevated crash risk among young drivers have been related to inexperience, lack of knowledge about factors such as driving situations, vehicle handling, problem solving, and decision-making strategies (Eby and Molnar 1998). Young drivers also tend to perceive less risk in driving than do older drivers and are poorer at identifying hazards when driving (Eby and Molnar 1998; Jonah 1997). Sensation seeking among young drivers has also been linked to unsafe driving behaviors and purposeful violation of traffic laws and regulations, crashes, and violations (Eby and Molnar 1998; Jonah 1997). High levels of sensation seeking [as measured on the sensation-seeking scale (Zuckerman 1994)] have been associated with drinking and driving in young driver populations. The relationship was much weaker for female drivers than male drivers, and appears to decline with age (Jonah 1997).

There are also other gender effects on the driving task and crash risk. Men and women differ in cognitive abilities (Halpern 1992), risk taking (Jonah 1997), and automobile crash rates (NHTSA 2006b). These differences suggest that men and women may also differ in driving performance in a given situation. Studies that have examined visual aspects of attention demand find that female drivers require more time viewing than do male drivers for the same situation (Courage, Milgram, and Smiley 2000; Tsimhoni and Green 1999; Tsimhoni and Green 2001; Tsimhoni, Yoo, and Green 1999).

Infrastructure and Highway Features

Horizontal curves and lane width are two roadway features associated with road departure crash risk. As such, human factors research includes many studies of visual demand (the amount of time drivers look at road) associated with these road features. Results of these studies indicate that curved roads require more visual demand than straight sections. Visual demand increased with decreasing lane width (e.g., Courage, Milgram, and Smiley 2000; Senders et al. 1967; Van der Horst and Godthelp 1989).

Age

Whether considered on a per mile basis or a per population basis, crash rates vary as a function of age (NHTSA 2006a). There is clear evidence of age effects in selective, divided,
and sustained attention (Comalli, Wapner, and Werner 1962; Parasuraman and Greenwood 1998; Sexton and Geffen 1979).

Tsimhoni, Yoo, and Green (1999) and Tsimhoni and Green (2001) assessed the differential effects of young drivers (aged 21 to 28 years) and older drivers (aged 66 to 73 years) on visual demand (the proportion of time that a driver views the roadway over a segment of interest). Using the visual occlusion method in a driving simulator, they found that older drivers had significantly higher visual demand for straight roadway sections and three curves of different radii. In a similar study, Tsimhoni and Green (1999) investigated differences in visual demand among three age groups (18 to 24; 35 to 54; 55 and older). Again, subjects drove both straight and curved sections of roadway. These researchers found increased visual demand by age group for all curve radii studied. On straight roadways, however, visual demand was significantly different only for the oldest age group. Thus, these studies show that there is a clear interaction among age, roadway type, and visual demand, and that for a given driving situation, older drivers will experience a greater visual demand than younger drivers.

**Gender**

Men and women differ in cognitive abilities (Halpern 1992), risk taking (Jonah 1997), and automobile crash rates (NHTSA 2006b). These differences suggest that men and women may also differ in driving performance in a given situation. Several studies have addressed the visual aspect of this issue (Courage, Milgram, and Smiley 2000; Tsimhoni and Green 1999; Tsimhoni and Green 2001; Tsimhoni, Yoo, and Green 1999). Generally these studies find that female drivers require more time viewing the road in a given situation than male drivers. For example, Courage, Milgram, and Smiley (2000) had subjects drive straight and curved roadways that varied in width. Over all conditions, they found that women required 8% more time viewing the road than did men. This significant difference was of the same magnitude as the effect of lane width found in the same study.

**Driving Speed**

Driving speed is not a human factor, but rather a human response to the situation urgency of the trip, to conditions on the road, and to conditions within the vehicle. It is a trade-off between reduced journey time and risk of crash or conviction (or other social impact), as well as a result of decisions made on comfort and workload issues. Speed is a result of driver choice and has a profound effect on crash risk.

Numerous investigations have shown that as velocity increases, the percent of time viewing the forward scene also increases (Courage, Milgram, and Smiley 2000; Godthelp, Milgram, and Blaauw 1984; Mourant and Ge 1997; Senders et al. 1967). Senders et al. studied velocities ranging from 5 to 75 mph in an on-road occlusion study. They found a monotonic relationship between velocity and percent of time viewing the roadway. Mourant and Ge (1997) considered two velocities (20 and 60 mph). They found a 9-percentage-point increase in visual demand as velocity increased from 30 to 60 mph. In a study using similar speeds Courage, Milgram, and Smiley (2000) found slightly greater increases in visual demand. Thus, there is a clear relationship between the speed at which a driver is traveling and the visual demand of the driving situation.

**Visual Demands Associated with Highway Features**

Human factors research includes many studies of visual demand associated with road features, focusing on lane width and horizontal curves. Studies using the visual occlusion method have found that visual demand increased with decreasing lane width (Courage, Milgram, and Smiley 2000; Senders et al. 1967; Van der Horst and Godthelp 1989). For example, Courage, Milgram, and Smiley (2000) varied lane width in a medium-fidelity driving simulator. They found that as width varied from 3.7 to 2.7 m (12 to 9 ft), visual demand increased by 6%. Thus, the effect of lane width is significant but not strong.

The visual demand of driving horizontal curves has also been studied extensively with the visual occlusion method (Courage, Milgram, and Smiley 2000; Godthelp 1986; Mourant and Ge 1997; Senders et al. 1967; Shafer, Brackett, and Krammes 1995; Tsimhoni and Green 1999; Tsimhoni, Yoo, and Green 1999; Wooldridge et al. 1999; Wooldridge et al. 2000). Generally, these studies show that drivers need more visual input for curves than for straight sections of roadway, indicating that curves require greater visual demand. Those studies that have systematically varied the features of curves (e.g., Shafer, Brackett, and Krammes 1995; Tsimhoni and Green 1999; Tsimhoni, Yoo, and Green 1999; Wooldridge et al. 2000) have found that visual demand (a) is inversely related to the radius of curvature, (b) does not vary much with deflection angle, (c) begins to rise at the end of the approach tangent and peaks at the beginning of the curve followed by a decline throughout the curve, and (d) was higher for S-curves than for broken-back curves, but the effect was weakened with a large separation between the curves. Note that a broken-back curve has two curves in the same direction, whereas an S-curve has two curves in opposite directions. Those findings held for both on-the-road and simulator studies.

Vertical curves and combinations of vertical and horizontal curves have not been studied in human factors research. The most likely reason for this is that driving simulators do not simulate vertical curves adequately and test courses are usually flat, and hence techniques such as visual occlusion cannot be easily applied.
The road departure crashes show different patterns of involvements than other crash types. Table B.1 shows the percentage distribution of selected environmental and driver conditions. The table shows distributions for road departure crashes (as defined here—that is, departing the road before a harmful event), nonroad departure crashes, and all crash types. The cells show the percentages, summing to 100% for each factor. Total involvements are shown at the bottom of the table. The percentages represent the 71,308 road departure involvements, 967,944 nonroad departure involvements, and 1,039,252 total involvements.

Road departure crash involvements are more evenly distributed across the week than are other crash involvements. If anything, they tend to be more prevalent on Saturday and Sunday, with some ramping up from the work week on Friday. Tuesday has the lowest incidence of road departure crash involvements. This pattern is in marked contrast with nonroad departure crash involvements, which tend to have a higher incidence in the work week (Monday through Friday), with a decline on Saturday and the lowest incidence on Sunday.

Road departure crashes also show a relatively higher incidence of crash involvements in dark conditions, whether lighted or unlighted; on snowy or icy road surfaces; on roads in which access is fully controlled (such as Interstate highways); and in which the driver had been drinking or using illegal drugs.
<table>
<thead>
<tr>
<th>Factor</th>
<th>Road Departure Crash?</th>
<th>All Crash Involvements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Day of Week</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sunday</td>
<td>9.2</td>
<td>16.1</td>
</tr>
<tr>
<td>Monday</td>
<td>14.8</td>
<td>13.7</td>
</tr>
<tr>
<td>Tuesday</td>
<td>15.2</td>
<td>12.5</td>
</tr>
<tr>
<td>Wednesday</td>
<td>15.6</td>
<td>13.8</td>
</tr>
<tr>
<td>Thursday</td>
<td>15.4</td>
<td>13.3</td>
</tr>
<tr>
<td>Friday</td>
<td>17.6</td>
<td>14.2</td>
</tr>
<tr>
<td>Saturday</td>
<td>12.1</td>
<td>16.5</td>
</tr>
<tr>
<td>Total</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Light Condition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daylight</td>
<td>71.5</td>
<td>48.1</td>
</tr>
<tr>
<td>Dawn/dusk</td>
<td>5.1</td>
<td>5.5</td>
</tr>
<tr>
<td>Dark: Lighted</td>
<td>15.4</td>
<td>22.3</td>
</tr>
<tr>
<td>Dark: Unlighted</td>
<td>6.4</td>
<td>22.7</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>1.6</td>
<td>1.2</td>
</tr>
<tr>
<td>Total</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Road Surface Condition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dry</td>
<td>72.2</td>
<td>51.2</td>
</tr>
<tr>
<td>Wet</td>
<td>18.6</td>
<td>19.7</td>
</tr>
<tr>
<td>Icy</td>
<td>2.6</td>
<td>11.6</td>
</tr>
<tr>
<td>Snowy/slushy</td>
<td>4.2</td>
<td>14.5</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>2.5</td>
<td>2.9</td>
</tr>
<tr>
<td>Total</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Roadway Access Control</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No control</td>
<td>67.9</td>
<td>55.9</td>
</tr>
<tr>
<td>Full control</td>
<td>10.3</td>
<td>28.0</td>
</tr>
<tr>
<td>Other/partial</td>
<td>3.1</td>
<td>2.3</td>
</tr>
<tr>
<td>Unknown</td>
<td>18.7</td>
<td>13.9</td>
</tr>
<tr>
<td>Total</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Alcohol Use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>97.4</td>
<td>88.3</td>
</tr>
<tr>
<td>Used</td>
<td>2.6</td>
<td>11.7</td>
</tr>
<tr>
<td>Total</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Drug Use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>99.7</td>
<td>98.9</td>
</tr>
<tr>
<td>Used</td>
<td>0.3</td>
<td>1.1</td>
</tr>
<tr>
<td>Total</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

\[N = 967,944 \quad 71,308 \quad 1,039,252\]
### Lateral Deviation (LDEV)

<table>
<thead>
<tr>
<th>curve</th>
<th>freeway</th>
<th>rururb</th>
<th>rights</th>
<th>crash</th>
<th>LDEV event</th>
<th>cexpose</th>
<th>aexpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>102</td>
<td>286</td>
<td>262.37</td>
<td>5.46</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1,500</td>
<td>4,417</td>
<td>95,095.84</td>
<td>1,957.44</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>77</td>
<td>137</td>
<td>101.39</td>
<td>8.04</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>280</td>
<td>299</td>
<td>277.27</td>
<td>11.53</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>58</td>
<td>27</td>
<td>7.96</td>
<td>0.24</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1,879</td>
<td>2,779</td>
<td>192,834.52</td>
<td>4,391.00</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>827</td>
<td>1,417</td>
<td>10,907.50</td>
<td>397.73</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>798</td>
<td>1,687</td>
<td>19,569.09</td>
<td>456.76</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>153</td>
<td>335</td>
<td>1,224.56</td>
<td>16.78</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>86</td>
<td>250</td>
<td>1,437.40</td>
<td>23.52</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>123</td>
<td>190</td>
<td>661.86</td>
<td>34.93</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>173</td>
<td>381</td>
<td>555.98</td>
<td>30.51</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>52</td>
<td>71</td>
<td>29.37</td>
<td>0.94</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>836</td>
<td>1,128</td>
<td>135,541.93</td>
<td>2,842.46</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>361</td>
<td>464</td>
<td>8,788.65</td>
<td>182.54</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>255</td>
<td>382</td>
<td>3,708.49</td>
<td>77.42</td>
</tr>
</tbody>
</table>

Note: cexpose = 365 \times 5 \times AADT \times Section Length \times 10^{-3}; aexpose = Traversals \times Section Length \times 10^{-4}.
### Lane Departure Warning (LDW)

<table>
<thead>
<tr>
<th>curve</th>
<th>freeway</th>
<th>rururb</th>
<th>rights</th>
<th>crash</th>
<th>LDW event</th>
<th>cexpose</th>
<th>aexpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>102</td>
<td>14</td>
<td>262.3685</td>
<td>5.464514</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1,500</td>
<td>340</td>
<td>95,095.84</td>
<td>1,957.439</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>77</td>
<td>32</td>
<td>101.3881</td>
<td>8.035152</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>280</td>
<td>53</td>
<td>277.2732</td>
<td>11.53001</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>58</td>
<td>2</td>
<td>7.964373</td>
<td>0.238431</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1,879</td>
<td>235</td>
<td>192,834.5</td>
<td>4,390.998</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>827</td>
<td>110</td>
<td>10,907.5</td>
<td>397.7283</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>798</td>
<td>135</td>
<td>19,569.09</td>
<td>456.7622</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>153</td>
<td>21</td>
<td>1,224.556</td>
<td>16.78393</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>86</td>
<td>19</td>
<td>1,437.401</td>
<td>23.52065</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>123</td>
<td>19</td>
<td>661.8614</td>
<td>34.92711</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>173</td>
<td>37</td>
<td>555.9811</td>
<td>30.50896</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>52</td>
<td>7</td>
<td>29.36845</td>
<td>0.94122</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>836</td>
<td>94</td>
<td>135,541.9</td>
<td>2,842.457</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>361</td>
<td>54</td>
<td>8,788.652</td>
<td>182.5388</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>255</td>
<td>71</td>
<td>3,708.489</td>
<td>77.42169</td>
</tr>
</tbody>
</table>

Note: cexpose = 365 * 5 * AADT * Section Length * 10^-6; aexpose = Traversals * Section Length * 10^-4.

### Time to Edge Crossing (TTEC)

<table>
<thead>
<tr>
<th>curve</th>
<th>freeway</th>
<th>rururb</th>
<th>rights</th>
<th>crash</th>
<th>TTEC event</th>
<th>cexpose</th>
<th>aexpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>102</td>
<td>238</td>
<td>262.37</td>
<td>5.46</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1,500</td>
<td>3,357</td>
<td>95,095.84</td>
<td>1,957.44</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>77</td>
<td>388</td>
<td>101.39</td>
<td>8.04</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>280</td>
<td>426</td>
<td>277.27</td>
<td>11.53</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>58</td>
<td>39</td>
<td>7.96</td>
<td>0.24</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1,879</td>
<td>2,990</td>
<td>192,834.5</td>
<td>4,391.00</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>827</td>
<td>1,711</td>
<td>10,907.5</td>
<td>397.73</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>798</td>
<td>1,708</td>
<td>19,569.09</td>
<td>456.76</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>153</td>
<td>279</td>
<td>1,224.56</td>
<td>16.78</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>86</td>
<td>180</td>
<td>1,437.40</td>
<td>23.52</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>123</td>
<td>360</td>
<td>661.86</td>
<td>34.93</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>173</td>
<td>454</td>
<td>555.98</td>
<td>30.51</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>52</td>
<td>48</td>
<td>29.37</td>
<td>0.94</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>836</td>
<td>1,345</td>
<td>135,541.9</td>
<td>2,842.46</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>361</td>
<td>613</td>
<td>8,788.65</td>
<td>182.54</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>255</td>
<td>512</td>
<td>3,708.49</td>
<td>77.42</td>
</tr>
</tbody>
</table>

Note: cexpose = 365 * 5 * AADT * Section Length * 10^-6; aexpose = Traversals * Section Length * 10^-4.
Appendix D

Determination of Yaw Rate Error from Vehicle-Based Measurements

As shown in Chapter 3, the critical case occurs when the turning radius $R$ satisfies the equation

$$\sin \phi = \frac{d}{2R} \quad (D.1)$$

which is equivalent to the yaw rate condition

$$r = \frac{2U \sin \phi}{d} \quad (D.2)$$

where $U$ is vehicle speed. Thus Equation D.2 defines the maximum yaw rate of the vehicle to avoid conflict with right boundary point $P$.

The idea is to use the vehicle itself, with known speed and yaw rate, to provide a reference for which to estimate the relative position of the lane boundary over time. From the variations in lateral lane position over time, the lane geometry is to be estimated, and variables such as $\phi$ and $d$ derived.

We need to estimate the azimuth offset $\phi_0$ for the direction of the velocity vector at the front wheel relative to the vehicle longitudinal axis (at low speed this is the steer angle, but in general it depends on the front axle cornering stiffness). In the case where steer angle and cornering stiffness is not available, a simple estimate can be made on the basis of general vehicle dynamics properties

$$\tan \phi_0 = \frac{rL}{U - rc} \quad (D.3)$$

where $r$ is the yaw rate, $L$ is the wheelbase, $2c$ is the front track, and $U$ is the instantaneous vehicle speed—this equation is based on the assumption of near-zero slip angle at the rear axle but is expected to be reasonably accurate. Simple adjustments are to be made to this equation when considering left boundary points.

Figure D.1 shows the modified geometry when boundary point $B$ is offset from the vehicle path. For simplicity assume a fixed preview time $T$ to the boundary point, and an approximately constant curvature for the path of the reference point from $Q$ to $P$. In the figure, $\phi$ is the azimuth angle to the boundary point $B$, while $\theta$ is now the critical azimuth angle corresponding to the motion from $Q$ to $P$. (Again, both angles are defined relative to the velocity vector, not the vehicle longitudinal axis.)

During the vehicle motion from $Q$ to $P$, the heading angle and direction of velocity vector $V$ change by $2\theta$, so numerically integrating the yaw rate over the time interval $T$ we have

$$\theta = \frac{1}{T} \sum r(t) \delta t \quad (D.4)$$

The mean radius of turn, $R$, during the time interval can also be obtained from the yaw rate:

$$\frac{2\theta}{T} = \frac{\overline{U}}{R} \quad (D.5)$$

where $\overline{U}$ is the mean vehicle speed during the interval, and both sides of this equation are estimates of the mean yaw rate during time interval $T$. Then, to determine $\phi$ we consider triangle $BPQ$ in Figure D.2. Angles at $P$ and $Q$ are known in terms of $\phi$ and $\theta$ and hence the angle at $B$ is given by

$$\beta = 180 - (90 - \theta + \phi) = 90 + \theta - \phi = 90 + 2\theta - \phi$$

Then from the sine rule

$$\frac{\sin \beta}{2R \sin \theta} = \frac{\sin(\phi - \theta)}{s} \quad (D.6)$$

which is a nonlinear implicit equation for $\phi$ in terms of other known variables. For normal highway driving we expect
\( \alpha = \phi - \theta \) to be sufficiently small (less than around 5\(^{\circ}\)) to allow the approximation \( \sin \alpha = \alpha, \cos \alpha = 1 \). In this case,

\[
\sin \beta = \sin(\theta + (90 - \alpha)) = \sin \theta \cos(90 - \alpha) + \cos \theta \sin(90 - \alpha) = \sin \theta \sin \alpha + \cos \theta \cos \alpha = \sin \theta \alpha + \cos \theta
\]

Substituting this into Equation D.6 then gives

\[
\frac{\sin \theta \alpha + \cos \theta}{2R \sin \theta} = \frac{\alpha}{s}
\]

\[\text{Hence} \frac{1}{s} \left( \frac{\alpha}{s} \right) - \frac{1}{2R \tan \theta} = \frac{1}{2R \tan \theta} \]

\[\text{giving the approximate expression for} \phi \text{ (with all angles in radians)} \]

\[\phi = \theta + \frac{s}{(2R - s)\tan \theta} \quad \text{(D.6a)} \]

Distance \( d = |QB| \) is also found from the geometry of Figure D.2:

\[d = |QP|\cos \alpha - |BP|\cos(90 - \theta) = 2R \sin \theta - s \sin \theta \]

\[\text{And hence} \]

\[d = (2R - s)\sin \theta \quad \text{(D.7)} \]

Equations D.4, D.5, D.6a, and D.7 then determine all the relevant terms in the critical yaw rate expression

\[r_c = \frac{2U \sin \phi}{d} \quad \text{(D.8)} \]

where \( U \) is the instantaneous vehicle speed at \( Q \), and now \( r_c \) denotes the critical yaw rate.

Multiple calculations can be performed for point pairs \((P, Q)\) for values of \( T \) in a range of say 0.5–2 seconds, and the results referenced on the initial point \( Q \). We are then interested in the minimum value of \( r_c(Q) \) and its corresponding distance \( d \) from \( Q \). The yaw rate error (YRE) is then

\[YRE(t_0) = r(t_0) - r_c \ast (Q) \quad \text{(D.9)} \]

where \( r(t_0) \) is the vehicle yaw rate at time \( t_0 \), and \( r_c \ast (Q) \) is the minimum critical yaw rate at \( Q \).

A second YRE for left boundary points also has to be found, making similar calculations with relevant shift of reference point (to the outside of the left front tire) together with relevant sign changes.

The above equations are obtained for computing YRE but it is worth noting that, with a minor adjustment, they can be used to give a refined estimate of local road curvature from the onboard vehicle data (again assuming lane position, speed, and yaw rate are measured), thus removing the effects of vehicle lateral drift. The method is to estimate the critical yaw rate for a shifted point \( P \) that has the same lateral offset as current point \( Q \); thus replace \( s = s(P) \) in the above, by \( s' = s(P) - s(Q) \). The critical yaw rate \( r_c' \) is then the yaw rate that maintains equal lane deviation over time interval \( T \), and hence provides the radius of curvature \( R_c \) (referred at the right lane boundary). We obtain

\[R_c = \frac{\bar{U}}{r_c' - s'} \quad \text{(D.10)} \]
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