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Preface

With repeal of the National Maximum Speed Limit (NMSL) of 55 mph (89 km/h) in 1995, states once again have the responsibility for setting appropriate speed limits on major highways. Much has changed in the 20 years during which the NMSL was in effect. Passenger vehicles have become more crashworthy, and vehicles are equipped with more safety features like airbags. Improvements in highway design, roadside safety, and emergency medical services have made the highways safer and assistance to crash victims more rapid. Drivers and other vehicle occupants are buckling up more, and drunk driving is less widespread than it used to be. Together these improvements have contributed to a national reduction in highway fatality rates, although rates have stabilized in recent years and total numbers of fatalities and injuries have crept up. States have raised speed limits on many major highways, and several states report that driving speeds are up, particularly for those who drive well in excess of speed limits. Some drivers appear to have reacted to safer conditions on the highways by altering their perception of the riskiness of driving and engaging in more risk-taking behavior.

Methods for setting speed limits have essentially remained unchanged since before the NMSL came into effect. In the wake of the repeal of the NMSL, many states and some local governments are reexamining speed limit policies; most have already raised speed limits. Thus, it is an appropriate time to reevaluate speed limit and relat-
ed enforcement policies not only for Interstate highways but for all road classes. The Transportation Research Board (TRB) undertook a major evaluation of the NMSL in 1984 to provide Congress with an assessment of the costs and benefits of speed limit policies in effect at that time. The primary objective of this study—requested and funded by the National Highway Traffic Safety Administration (NHTSA), the Federal Highway Administration, and the Centers for Disease Control and Prevention—is to review current practice for setting and enforcing speed limits on all types of roads.

There are numerous strategies for managing driving speeds. The charge of this study, however, is focused primarily on regulating speed through speed limits and enforcement. More specifically, and in response to the charge, the study reviews existing methods of setting and enforcing speed limits, taking into consideration relevant research, opportunities provided by new technology, and expected changes in highway travel. The findings of the study are presented in the form of guidance, rather than standards, to those who must make decisions about appropriate speed limits and related enforcement policies.

To conduct the study, TRB formed a panel of 17 experts under the leadership of John G. Milliken, Partner at the firm of Venable, Baetjer & Howard. The study committee includes experts in traffic engineering, highway design, traffic operations and highway safety, vehicle design and biomechanics, human factors, public health, traffic enforcement, highway users, economics, statistics, political science, and public policy. The committee was assisted during its deliberations by the input and advice of several liaison representatives. The committee also supplemented its expertise with invited presentations by state and local traffic engineers, local law enforcement officers, and a circuit court judge. The report that follows, however, represents the consensus view solely of the study committee.

The committee wishes to acknowledge the work of many individuals who contributed to the report. Nancy P. Humphrey managed the study and drafted the final report under the guidance of the committee and the supervision of Stephen R. Godwin, Director of Studies and Information Services. The committee also commissioned three literature reviews to inform its deliberations. The papers are appended to the report to make the information available to a broad audi-
ence. The interpretations and conclusions reached in the papers are those of the authors; the key findings endorsed by the committee appear in the main body of the report. David Shinar of Ben-Gurion University of the Negev, Israel, reviewed the theoretical literature on the relationship between speed and safety. The major findings of that paper are included in Chapter 2 with supporting detail in Appendix B. Patrick S. McCarthy of Purdue University reviewed empirical evidence of the effect of speed limits on vehicle speeds and highway safety. The major findings of that paper are included in Chapter 3 with the full review in Appendix C. William D. Glauz of the Midwest Research Institute reviewed experience with automated technologies for speed management and enforcement. The major findings of that paper are included in Chapter 4 with the full detail in Appendix D.

The committee also wishes to thank Suzanne Schneider, Assistant Executive Director of TRB, who managed the report review process. The report has been reviewed in draft form by individuals chosen for their diverse perspectives and technical expertise, in accordance with procedures approved by the National Research Council’s Report Review Committee. The purpose of this independent review is to provide candid and critical comments that will assist the institution in making the published report as sound as possible and to ensure that the report meets institutional standards for objectivity, evidence, and responsiveness to the study charge. The review comments and draft manuscript remain confidential to protect the integrity of the deliberative process. We wish to thank the following individuals for their participation in the review of this report: R. Quinn Brackett, Brackett & Associates; Gary Byrd, Alexandria, Virginia; James H. Hedlund, NHTSA (retired); Lester A. Hoel, University of Virginia; Joseph Hummer, North Carolina State University; Gerald W. Hyland, Fairfax County Board of Supervisors; Herbert S. Levinson, Herbert S. Levinson Transportation Consultant; Bradley L. Mallory, Pennsylvania Department of Transportation; John A. Rice, University of California, Berkeley; Thomas C. Schelling, University of Maryland.

While the individuals listed above have provided constructive comments and suggestions, it must be emphasized that responsibili-
ty for the final content of this report rests solely with the authoring committee and the institution.

The report was edited and prepared for publication under the supervision of Nancy A. Ackerman, Director of Reports and Editorial Services, TRB. Special appreciation is expressed to Norman Solomon, who edited the report, and to Marguerite Schneider, who assisted in meeting arrangements, travel plans, and communications with the committee and provided word processing support for preparation of the final manuscript.
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Executive Summary

In 1995 Congress repealed the National Maximum Speed Limit (NMSL) of 55 mph (89 km/h), returning to the states the responsibility for setting speed limits on major highways. Since then, 49 state legislatures have taken the opportunity to raise speed limits on Interstate highways—and, in some cases, on other major roads—often to levels that had been in effect before the NMSL was established in 1974. Some states are reexamining methods for determining appropriate speed limits. Several are monitoring the effects of changes in speed limits on driving speeds and safety outcomes.

In this study current practice in setting speed limits on all roads—not just major highways—is reviewed, and guidance to state and local governments on appropriate methods of setting speed limits and related enforcement strategies is provided. The study is intended for a broad audience of those involved in decisions about speed limits—state and local legislators, traffic engineers, and law enforcement and judicial officials, as well as the interested general public.

OVERVIEW OF CURRENT PRACTICE

Speed limits are one of the oldest strategies for controlling driving speeds. Connecticut imposed the first maximum speed limit of 8 mph (13 km/h) in cities in 1901. Since that time, primary responsibility for setting speed limits has remained with state and local gov-
ernments. Nationally mandated speed limits such as the NMSL are exceptions to the rule.

The current framework for speed regulation was developed in the 1920s and 1930s. Each state has a basic statute that requires drivers to operate vehicles at a speed that is reasonable and prudent for existing conditions. Speed limits are legislated by road class (e.g., Interstate highway) and geographic area (e.g., urban district). They generally apply to all roads of a particular class throughout a jurisdiction. However, state and most local governments have the authority to change the limits by establishing speed zones for highway sections where statutory limits do not fit specific road or traffic conditions, and to determine alternative maximum speed limits in these zones.

Legislated speed limits are established by state legislatures, city councils, or Congress on the basis of judgments about appropriate trade-offs among public safety, community concerns, and travel efficiency. Legislated limits are established for favorable conditions—good weather, free-flowing traffic, and good visibility. Drivers are expected to reduce speeds as these conditions deteriorate. Speed limits in speed zones are determined administratively. The most common approach sets the limit on the basis of an engineering study, which takes into consideration such factors as operating speeds of free-flowing vehicles, crash experience, roadside development and roadway geometry (e.g., curvature, sight distance), and parking and pedestrian levels to make a judgment about the speed at which the limit should be set. In many speed zones, it is common practice to establish the speed limit near the 85th percentile speed, that is, the speed at or below which 85 percent of drivers travel in free-flow conditions at representative locations on the highway or roadway section. This approach assumes that most drivers are capable of judging the speed at which they can safely travel.

REGULATION OF DRIVING SPEEDS

If most drivers are assumed to be capable of making reasonable judgments about appropriate driving speeds, why are speed limits even necessary?

The primary reason for regulating individual choices is the significant risks drivers can impose on others. For example, a driver with a
higher tolerance for risk may decide to drive faster, accepting a higher probability of a crash, injury, or even death in exchange for a shorter trip time. This driver’s decision may not adequately take into consideration the risk his choices impose on the other road users. Even a driver traveling alone who is involved in a single-vehicle crash may impose medical and property damage costs on society that are not fully reimbursed by the driver. The imposition of risks on others that are not adequately considered when the activity of a person or a firm affects their welfare is a primary reason for government intervention in many areas besides traffic safety, such as environmental protection and product safety.

Another reason for regulating speed derives from the inability of some drivers to correctly judge the capabilities of their vehicles (e.g., stopping, handling) and to anticipate roadway geometry and roadside conditions sufficiently to determine appropriate driving speeds. This reason may not be as relevant for experienced motorists driving under familiar circumstances. However, inexperienced drivers or experienced drivers operating in unfamiliar surroundings may underestimate risk and make inappropriate speed choices. Even drivers familiar with a particular road can make inappropriate decisions because of fatigue or other factors.

A final reason for regulating speed, which is related to the issues of information adequacy and judgment, is the tendency of some drivers to underestimate or misjudge the effects of speed on crash probability and severity. This problem is often manifested by young and inexperienced drivers and may be a problem for other drivers.

The risks imposed on others and the adequacy of information about appropriate driving speeds vary by road class. For example, the risks imposed on others by individual driver speed choices are likely to be relatively small on rural Interstate highways where free-flowing traffic creates fewer opportunities for conflict with other road users. Moreover, under normal conditions, drivers typically have adequate information to determine appropriate driving speeds because these highways are usually built to the highest design standards, access is limited, and roadside activity is minimal. In contrast, the risks imposed on others by individual driver speed choices may be large on urban arterials where roadside activities are numerous and traffic vol-
umes are high for extended periods of the day, increasing the probability of conflict with other road users. These differences are important factors for consideration in setting appropriate speed limits on different types of roads.

THE SAFETY CONNECTION AND THE ROLE OF SPEED LIMITS

Drivers’ speed choices impose risks that affect both the probability and severity of crashes. Speed is directly related to injury severity in a crash. The probability of severe injury increases sharply with the impact speed of a vehicle in a collision, reflecting the laws of physics. The risk is even greater when a vehicle strikes a pedestrian, the most vulnerable of road users. Although injury to vehicle occupants in a crash can be mitigated by safety belt use and airbags, the strength of the relationship between speed and crash severity alone is sufficient reason for managing speed.

Speed is also linked to the probability of being in a crash, although the evidence is not as compelling because crashes are complex events that seldom can be attributed to a single factor. Many driver attributes and behavioral factors besides speed affect the probability of crashes—driving under the influence of alcohol or other drugs, age, attitudes toward risk, and experience of the driver—but speed has been shown to play an important role.

The concept of speed itself is complex. It can relate to the speed of a single vehicle or to the distribution of speeds in a stream of traffic. Crash involvement on Interstate highways and nonlimited-access rural roads has been associated with the deviation of the speed of crash-involved vehicles from the average speed of traffic. Crash involvement has also been associated with the speed of travel, at least on certain road types. For example, single-vehicle crash involvement rates on nonlimited-access rural roads have been shown to rise with travel speed.

The primary purpose of speed limits is to enhance safety by reducing the risks imposed by drivers’ speed choices. Speed limits enhance safety in at least two ways. By establishing an upper bound on speed, they have a limiting function; the objective is to reduce both the
probability and the severity of crashes. Speed limits also have a coordinating function. Here the intent is to reduce dispersion in speeds (i.e., lessen differences in speed among drivers using the same road at the same time) and thus reduce the potential for vehicle conflicts. A related function of speed limits is to provide the basis for enforcement and sanctions for those who drive at speeds excessive for conditions and endanger others.

In setting speed limits, decision makers attempt to establish a reasonable balance between risk (safety) and travel time (mobility) for a road class or specific highway section. Thus, the posted speed limit should inform motorists of maximum driving speeds under favorable conditions that decision makers consider reasonable and safe for a road class or highway section.

EFFECTIVENESS OF SPEED LIMITS

The principal objective of speed limits is improved safety, but simply posting a speed limit does not guarantee the desired change in driving speeds or a reduction in crashes or crash severity. Recent changes in speed limits in the United States provide an opportunity to study these effects. In 1987 Congress allowed states to raise speed limits from 55 to 65 mph (89 to 105 km/h) on qualifying sections of rural Interstate highways. In the immediately following years, most states that raised limits observed increases on the order of 4 mph (6 km/h) in average speeds and 85th percentile speeds, and increases in speed dispersion of about 1 mph (2 km/h). These speed changes were generally associated with statistically significant increases in fatalities and fatal crashes on the affected highways—a plausible finding because of the strong link between even modest increases in speed at higher speeds and increased crash severity. Although they provided compelling evidence of higher fatalities on Interstate highways, most studies did not examine the issue of broader network effects, such as potential effects on safety from any traffic diversion or redeployment of enforcement personnel. A more limited number of studies that attempted to look at such system effects reported mixed results. One study that examined effects on non-Interstate rural highways found evidence of spillover effects in higher fatalities
on these roads. Two other studies that examined system effects on a county- and statewide basis reported evidence of offsetting reductions in fatalities that resulted in neutral and even positive systemwide net safety outcomes. Additional research and analysis are needed to determine the extent and size of such systemwide effects.

Studies have been conducted following repeal of federal maximum speed limits in 1995; many of them focused on Interstate highways. Most found results similar to the speed limit changes in 1987: modest increases in average speeds and 85th percentile speeds and, in some cases, speed dispersion on highways on which speed limits were raised. Although not consistent across all states, most studies indicated an increase in fatalities on highways on which speed limits were raised. Most studies did not explore any possible system effects, and the results should be considered preliminary because they are generally based on 1 year of data or less.

Most of the recent U.S. literature has focused on the effects of raising speed limits on Interstate highways. In the future, however, circumstances could warrant reductions in speed limits on some Interstates and other major highways. An earlier Transportation Research Board study (1984) of the effects of the national 55-mph (89-km/h) speed limit found that the lower limit reduced both travel speeds and fatalities, although driver speed compliance gradually eroded. The report provides a comprehensive review of studies that examined the effects of lowering speed limits on major highways.

In contrast to the extensive analysis of speed and safety changes on Interstate highways, few studies have examined the effects of changing speed limits on lower-speed, nonlimited-access highways. Those that were identified found little effect on driving speeds or crash rates when speed limits were raised to near the 85th percentile speed or lowered to near the 35th percentile speed in selected speed zones on rural roads and on urban and suburban arterials. The results, however, cannot be generalized to speed zones on all nonlimited-access highways. Further, the lack of observed changes in driving speeds may be explained to the extent that changes in posted speed limits simply legalized existing driver behavior, that is, changed
compliance levels rather than speed behavior. Nevertheless, the findings suggest the difficulty of altering behavior merely by changing the sign.

ROLE OF ENFORCEMENT AND SANCTIONS

Managing speeds through speed limits requires a system of speed laws and a process for establishing reasonable speed limits as well as enforcement, sanctions, and public education, ideally all working together. Enforcement is an integral part of such a system. Even if reasonable speed limits are established through legislation or engineering studies and most drivers comply within a small tolerance, enforcement is still necessary to ensure the conformity of a minority of drivers who will obey traffic regulations only if they perceive a credible threat of detection and punishment for noncompliance.

The main difficulty with the traditional approach to speed enforcement—radar enforcement using a mobile or stationary police vehicle—is its short-lived temporal and spatial effect on deterring speeding. Maintaining the deterrence effect requires a level of enforcement intensity and expense that has proven difficult to sustain because of competing enforcement priorities and limited resources available for speed enforcement.

Targeted enforcement combined with focused publicity campaigns can boost the effectiveness of traditional enforcement methods. Automated enforcement, particularly photo radar, has been shown to be efficient and effective where it has been used for speed control, particularly on high-volume arterials. Photo radar could also be coupled with variable speed limit systems on urban Interstate highways where high traffic volumes can make traditional enforcement methods hazardous. Alternatives to enforcement to achieve desired driving speeds on local roads include physical measures known as “traffic calming” (e.g., speed humps, roundabouts, and raised intersections). Redesigning roads to achieve greater congruity between driver perceptions of appropriate travel speeds and the cues provided by the road itself (e.g., narrowing lanes) may also influence motorists’ speeds. A proper mix of these approaches can enable police to leverage their resources and deploy them efficiently.
Traffic court judges are also important participants in effective speed enforcement. They may overturn speeding violations if they think the speed limits are unreasonable or reduce fines if they believe the sanctions are too harsh. If judges are lenient in their treatment of speeding offenses and routinely dismiss speeding citations, the incentive for the police to enforce the speed limits may be reduced. Thus it is important that traffic court judges—as well as the police and motorists—perceive that speed limits are reasonable and enforceable.

GUIDANCE

On the basis of its review of the purpose and methods of setting and enforcing speed limits, the committee offers the following guidance to responsible decision makers. Its primary focus is on the effects of speed limit policies on safety rather than on travel time, energy consumption, or environmental pollution. The committee attempted to be as specific as possible, but the relevant studies and the data on which the guidance is based fall short of providing sufficient support for quantifying with much precision the effects of changes in speed limits on driving speeds and safety.

General Framework for Establishing Speed Limits

The current general approach—legislated speed limits and administratively established speed zones—is sound. It balances the desirability of uniform speed limits (legislated limits for broad road classes) with the need for exceptions (speed zones) to reflect local differences. The practice of establishing speed limits to reflect a reasonable balance between travel speeds and risks under favorable operating conditions is also sensible.

Making Decisions About Appropriate Speed Limits

Decisions about legislated speed limits reflect trade-offs and judgments about the relative importance of safety, travel time, and feasibility of enforcement. Legislators should consult with traffic engineers, law enforcement officials, judges, public health officials,
and the general public in their deliberations. Consultation, however, cannot ensure that all parties will reach consensus, particularly where multiple interests are involved, such as residents and commuters on residential streets. In addition to safety, final selection of a speed limit should meet the requirements of enforceability and acceptance by the community at large. Provision should also be made to monitor driving speeds and crash experience, and the decision should be reviewed periodically because road conditions, vehicle safety features, driving attitudes, and behavior change over time.

Determination of appropriate speed limits in speed zones should be made on the basis of an engineering study. Traffic engineers normally conduct the study; consultation with law enforcement officials should be standard practice. Elected officials and citizen groups may also become involved when community concerns have been raised about driving speeds. Speed zones should be reviewed periodically—with greater frequency where conditions are changing rapidly, such as developing suburban areas—to determine whether a change in speed limits or boundaries of the speed zone is warranted.

Methods of Setting Speed Limits

Legislated Speed Limits

The strong link between speed and crash severity supports the need for setting maximum speed limits on high-speed roads (e.g., Interstate highways, freeways, high-speed rural multi- or two-lane roads) to place an upper bound on travel speeds to reduce crash probability and severity. The committee refrained from recommending a specific numeric limit, however. Road conditions vary too widely to justify a “one-size-fits-all” approach. Roads, even those in the same class, are not all built to the same design standards, nor are traffic volumes uniform.

In determining appropriate speed limits for each road type, decision makers should be guided by both the likely risks imposed on others by individual driver speed choices and the availability of information to enable drivers to make appropriate speed choices. They should take enforcement practicality into consideration. Decision makers should also request technical information on the following
four factors to help guide their determination of appropriate legis-
lated speed limits for a specific road class:

- Design speed, that is, the design speed of a major portion of the
  road, not of its most critical design features (e.g., a sharp curve);
- Vehicle operating speed, measured as a range of 85th percentile
  speeds taken from spot-speed surveys of free-flowing vehicles at
  representative locations along the highway;
- Safety experience, that is, crash frequencies and outcomes; and
- Enforcement experience, that is, existing speed tolerance (i.e.,
  allowance for driving above the posted speed limit) and level of
  enforcement.

The weight given to these factors, particularly those related to
speed, depends on the type of road. For example, on many rural
Interstate highways, vehicle operating speeds should be a major fac-
tor in setting speed limits. Design speeds provide little additional
information because restrictive design features are not generally pres-
et on these highways; typically drivers can anticipate conditions and
determine appropriate driving speeds. In addition, risks to other road
users are small compared with other highways. Finally, maintaining
high levels of enforcement is difficult on long stretches of rural
Interstate. In contrast, design speeds should carry greater weight in
the determination of speed limits on nonlimited-access rural roads
where restrictive roadway geometry is likely to play an important role
in defining an appropriate driving speed. Poor safety records on these
roads support lower speed limits, but the limits must be reasonable
for conditions; enforcement is limited because of extensive rural road
mileage.

Safety and enforcement considerations should be given higher pri-
ority than design speeds or vehicle operating speeds on many urban
roads, particularly residential streets. Intersections and traffic signals
play a more critical role than design in limiting speed. Driver mis-
judgment about appropriate driving speeds poses high risks to vul-
nerable road users (e.g., pedestrians and bicyclists) on many urban
roads. Neighborhood pressures may result in setting very low speed
limits on residential streets, but often they are not enforced—or
enforcement tolerances are large—and compliance is poor even by some neighborhood residents. Thus, where low speeds are desirable, speed limits must be enforced, or alternatives such as traffic calming should be considered for certain residential streets. More detailed guidance for each of seven road classes plus one category for special speed zones (e.g., school and work zones) is provided in Chapter 6.

**Speed Limits in Speed Zones**

Determination of appropriate speed limits in speed zones should be made on the basis of an engineering study. The most common factor considered in setting speed zone limits is the 85th percentile traffic speed. Setting the speed limit at or near this level can be desirable on some roads because it \((a)\) enables the police to focus their enforcement efforts on the most dangerous speed outliers and \((b)\) is generally at the upper bound of a speed range where crash involvement rates are lowest on certain road types, according to some studies that have examined the relationship between speed and crash probability.

Setting the speed limit primarily on the basis of the 85th percentile speed is not always appropriate. Potential safety benefits may not be realized on roads with a wide range of speeds (i.e., the spread between the slowest and fastest drivers). Basing the speed limit on a measure of unconstrained free-flowing travel speed is not appropriate for urban roads with a mix of road users and high traffic volumes and levels of roadside activity. Traffic engineers should consider an expert-system approach, discussed in Chapter 3, which offers a systematic and consistent method of determining speed limits in these speed zones.

**Differential Speed Limits**

No conclusive evidence could be found to support or reject the use of differential speed limits for passenger cars and heavy trucks. More research and evaluation of the effects of differential speed limits on driving speeds and safety outcomes are needed in states that have adopted them.

Motorists do not appear to decrease speed at night when lower nighttime speed limits are in effect. However, compelling evidence
could not be found to support the elimination of nighttime speed limits in states that have adopted them.

**Variable Speed Limits**

Technology is available to support speed limits that change with conditions, but more experimentation and evaluation are needed to determine the effectiveness of these systems from a safety and traffic efficiency perspective and to learn where variable speed limits can be deployed most usefully. The current high cost of variable speed limit systems restricts their use to Interstate highways and freeways with high traffic volumes or to selected segments of major roads where weather (e.g., fog, visibility) is a frequent problem. Once their effectiveness is more clearly established, broader application of variable speed limit systems should be considered on urban Interstate highways in the United States because they are well suited to addressing temporal changes in traffic volumes, speed, and density on these highways.

**Enforcement and Other Speed Management Strategies**

Policy makers can affect the level of enforcement through resource allocation, but they must recognize that if drivers believe that a speed limit is unreasonable, enforcement will be difficult and expensive. If a low speed limit is posted on a road designed for higher speeds, enforcement problems will be considerable. This occurred on many Interstate highways under the NMSL. When speed limits were raised by 10 mph (16 km/h) on sections of qualified rural Interstate highways in 1987, average traffic speeds increased much less than the change in the speed limit immediately following the change. Apparently many drivers were already exceeding the old speed limits because speeds had crept up since the NMSL went into effect.

Strategic deployment of traditional enforcement methods on roads and at times when speed-related incidents are most common or where road conditions are most hazardous can help focus resources on potential problems. The relative infrequency of crashes, however, can make it difficult to show systematic safety improvements from
targeted enforcement strategies. Planned patrols at varying times and locations can extend deterrence effects temporally and spatially from particular locations, but only after an initial period of continuous enforcement. Patrols must be visible and sufficiently frequent to create a credible deterrent. Police can improve compliance by combining enforcement initiatives with high-profile public information campaigns. Publicity must be followed up by enforcement actions, however, if the approach is to successfully deter speeding. Changing fundamental attitudes about speeding requires a long-term sustained effort.

Automated enforcement, particularly photo radar, can be used to complement traditional enforcement methods, particularly where roadway geometrics or traffic volume makes traditional methods difficult or hazardous. Photo radar is controversial. Its successful introduction requires adoption of legal changes (e.g., resolution of constitutional privacy issues, vehicle owner versus driver liability), funding, and public education. It should be deployed selectively at first—at locations that are hazardous and difficult to patrol with traditional methods and where speeding is a problem—to ensure essential public support. In the near term, speed limits should be set at levels that are largely self-enforcing or at the lowest speed the police are able to enforce.

Speed limits alone will not be effective in all situations. Keeping driving speeds at desired levels in urban areas poses a particular challenge. Traffic calming can be used judiciously on residential streets, but community as well as resident support is important for its success. Systemwide effects must also be considered so that the traffic and safety problems will not simply migrate to other streets. Road redesign has the potential to achieve greater consistency between desired and actual operating speeds. Unfortunately, strict application of current roadway design procedures does not ensure speed consistency. Because of the size of the U.S. road network and the pace of rehabilitation, road redesign is a long-term strategy, and more understanding concerning the overall safety benefits of alternative designs is needed. The approach can yield satisfactory solutions, but additional study of the relationships between operating speeds and roadway geometric elements is necessary.
CONCLUDING COMMENT

Most states chose to raise speed limits on major highways following repeal of the NMSL. The effects of their decisions on driving speeds and safety outcomes, in particular, should be closely monitored. Efforts to mitigate any adverse safety effects through enforcement should be redoubled, and initiatives to promote safety belt use and reduce driving while intoxicated—measures with large and proven safety benefits—should be continued.

Technological advances may offer additional techniques for controlling driving speeds on all types of roads. For example, technology can help establish limits that are more sensitive to actual changes in road conditions and thus provide drivers with better information. Such technology can be installed in the vehicles and highways of the future to monitor and control speed. Finally, it can help improve the efficiency and effectiveness of enforcement. Further development, experimentation, and evaluation are needed for many technologies to realize their potential.

The issue of appropriate driving speeds, however, will persist as long as there are individual drivers making choices about risk and time efficiency. Ultimately, decisions about appropriate speed limits depend on judgments about society’s tolerance for risk, valuation of time, and willingness to police itself. These judgments, in turn, should be reviewed periodically in the light of changes in vehicles and highway conditions and shifts in public perceptions of safety and attitudes toward risk.
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Introduction

In 1995 Congress rescinded the National Maximum Speed Limit (NMSL) of 55 mph (89 km/h), which had been in effect since 1974 following the oil shortages experienced in the preceding year.\(^1\) The National Highway System Designation Act of 1995 returned to the states the prerogative of setting speed limits on major highways.

Following repeal of the NMSL, 49 state legislatures have raised statutory speed limits, often to levels that were in effect before passage of the NMSL (Figure 1-1, Table 1-1). The 55-mph (89-km/h) speed limit was retained only in the predominately urban District of Columbia and Hawaii. The highest speed limits are in western states where congestion is relatively low and the highway infrastructure of more recent construction than in many eastern states. One state—Montana—advocated that drivers themselves determine the safe speed at which to travel. Consequently, Montana does not post day-

---
\(^1\) In 1987 Congress had relaxed the 55-mph (89-km/h) speed limit, allowing states to raise the limit to 65 mph (105 km/h) on qualified sections of rural Interstate highways.
Figure 1-1  Maximum speed limits on Interstate highways as of June 10, 1998 (data from National Highway Traffic Safety Administration and Federal Highway Administration regional offices, state legislatures, and other sources).
Table 1-1  Maximum Speed Limits by State as of June 10, 1998
(Data from National Highway Traffic Safety Administration and Federal Highway Administration Regional Offices, State Legislatures, and Other Sources)

<table>
<thead>
<tr>
<th>State</th>
<th>Pre-NMSL Maximum Speed Limit (mph)</th>
<th>Current Maximum Speed Limit (mph)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Interstate Highway</td>
<td>Primary Highway</td>
</tr>
<tr>
<td>Alabama</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>Alaska</td>
<td>70</td>
<td>65</td>
</tr>
<tr>
<td>Arizona</td>
<td>75</td>
<td>75&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Arkansas</td>
<td>75</td>
<td>70 (65)</td>
</tr>
<tr>
<td>California</td>
<td>70</td>
<td>70&lt;sup&gt;b&lt;/sup&gt; (55)</td>
</tr>
<tr>
<td>Colorado</td>
<td>70</td>
<td>75</td>
</tr>
<tr>
<td>Connecticut</td>
<td>60</td>
<td>65&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Delaware</td>
<td>60</td>
<td>65&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>District of Columbia</td>
<td>60</td>
<td>55&lt;sup&gt;e&lt;/sup&gt; (50)</td>
</tr>
<tr>
<td>Florida</td>
<td>70</td>
<td>70&lt;sup&gt;d&lt;/sup&gt; (65)</td>
</tr>
<tr>
<td>Georgia</td>
<td>70</td>
<td>70&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Hawaii</td>
<td>70</td>
<td>55</td>
</tr>
<tr>
<td>Idaho</td>
<td>70</td>
<td>75</td>
</tr>
<tr>
<td>Illinois</td>
<td>70</td>
<td>65&lt;sup&gt;h&lt;/sup&gt; (55)</td>
</tr>
<tr>
<td>Indiana</td>
<td>70</td>
<td>65 (60)</td>
</tr>
<tr>
<td>Iowa</td>
<td>75</td>
<td>65&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Kansas</td>
<td>75</td>
<td>70</td>
</tr>
<tr>
<td>Kentucky</td>
<td>70</td>
<td>65</td>
</tr>
<tr>
<td>Louisiana</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>Maine</td>
<td>70</td>
<td>65</td>
</tr>
<tr>
<td>Maryland</td>
<td>70</td>
<td>65</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td>Michigan</td>
<td>70</td>
<td>70 (55)</td>
</tr>
<tr>
<td>Minnesota</td>
<td>65</td>
<td>70</td>
</tr>
<tr>
<td>Mississippi</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>Missouri</td>
<td>70</td>
<td>70&lt;sup&gt;i&lt;/sup&gt;</td>
</tr>
<tr>
<td>Montana</td>
<td>Basic Law&lt;sup&gt;j&lt;/sup&gt;</td>
<td>Basic Law&lt;sup&gt;jk&lt;/sup&gt; (65)</td>
</tr>
<tr>
<td>Nebraska</td>
<td>75</td>
<td>75&lt;sup&gt;j&lt;/sup&gt;</td>
</tr>
<tr>
<td>Nevada</td>
<td>Basic Law&lt;sup&gt;j&lt;/sup&gt;</td>
<td>75</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>70</td>
<td>65</td>
</tr>
<tr>
<td>New Jersey</td>
<td>70</td>
<td>65&lt;sup&gt;m&lt;/sup&gt;</td>
</tr>
<tr>
<td>New Mexico</td>
<td>70</td>
<td>75&lt;sup&gt;n&lt;/sup&gt;</td>
</tr>
<tr>
<td>New York</td>
<td>55</td>
<td>65</td>
</tr>
</tbody>
</table>

(continued on next page)
<table>
<thead>
<tr>
<th>State</th>
<th>Pre-NMSL Maximum (mph)</th>
<th>Current Maximum Speed Limit (mph)</th>
<th>Interstate Highway</th>
<th>Primary Highway</th>
</tr>
</thead>
<tbody>
<tr>
<td>North Carolina</td>
<td>70</td>
<td>70°</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>North Dakota</td>
<td>75</td>
<td>70°</td>
<td>65° (55)</td>
<td>55</td>
</tr>
<tr>
<td>Ohio</td>
<td>70</td>
<td>65 (55)</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>Oklahoma</td>
<td>70</td>
<td>70 (55)</td>
<td>65 (55)</td>
<td></td>
</tr>
<tr>
<td>Oregon</td>
<td>75</td>
<td>65 (55)</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>65</td>
<td>65°</td>
<td>65° (55)</td>
<td></td>
</tr>
<tr>
<td>Rhode Island</td>
<td>60</td>
<td>65°</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>South Carolina</td>
<td>70</td>
<td>65°</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>South Dakota</td>
<td>75</td>
<td>75°</td>
<td>65°</td>
<td></td>
</tr>
<tr>
<td>Tennessee</td>
<td>75</td>
<td>70°</td>
<td>65°</td>
<td></td>
</tr>
<tr>
<td>Texas</td>
<td>70</td>
<td>70 (65°)</td>
<td>70 (60°)</td>
<td></td>
</tr>
<tr>
<td>Utah</td>
<td>70</td>
<td>75°</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>Vermont</td>
<td>65</td>
<td>65°</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>Virginia</td>
<td>70</td>
<td>65°</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>Washington</td>
<td>70</td>
<td>70 (60°)</td>
<td>60 (55)</td>
<td></td>
</tr>
<tr>
<td>West Virginia</td>
<td>70</td>
<td>70°</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>Wisconsin</td>
<td>70</td>
<td>65°</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>Wyoming</td>
<td>75</td>
<td>75°</td>
<td>65</td>
<td></td>
</tr>
</tbody>
</table>

Note: Figures in parentheses are speed limits for heavy trucks. Primary highways are part of the federal-aid highway system—highways that are eligible for federal highway funds. The Federal-Aid Primary System comprises interconnecting main roads important to interstate, statewide, and regional travel, consisting of rural arterial routes and their extensions into or through urban areas (see text box). NMSL = National Maximum Speed Limit. 1 mi = 1.609 km.

- Urban Interstates remain 55 mph (89 km/h).
- Rural freeways and expressways only. Other freeways and expressways are at 65 mph (105 km/h). Other city, county, and state roads may go to 65 mph on the basis of engineering and traffic surveys.
- Speed limit increases on suitable multilane limited-access highways will be implemented by Oct. 1, 1998. Differential speed limits may be enacted.
- Only certain segments.
- Only part of Woodrow Wilson Bridge eligible for 55 mph (89 km/h).
- Urban Interstates are 65 mph (105 km/h). Speed limits of some divided highways without controlled access are 65 mph based on engineering and traffic studies.
- Only some urban Interstates are at 65 mph (105 km/h).
Introduction

Approximately 120 mi (193 km) of non-Interstate freeways and expressways will remain at 55 mph (89 km/h) as well as all two-lane state highways.

State can raise any road to 70 mph (113 km/h) with safety study.

A speed that is reasonable and prudent for conditions but with no numeric limit.

No maximum numeric posted daytime limit for passenger vehicles; daytime speed is “reasonable and proper” for conditions. Nighttime speeds for passenger vehicles are 65 mph (105 km/h) on the Interstate and 55 mph (89 km/h) on all other roads. Speed limits for heavy trucks are 65 mph day and night on the Interstate, and 60 mph (97 km/h) day and night on all other roads except for triple truck combinations, which are limited to 55 mph day and night on all roads.

Urban Interstates remain at 60 mph (97 km/h). Speed limits on four-lane expressways are 65 mph (105 km/h) with some exceptions.

In January 1998, state legislation was passed raising speed limits to 65 mph (105 km/h) on approximately 400 mi (640 km) of limited-access highways for an 18-month trial period.

70 mph (113 km/h) on four-lane roads with shoulders; 65 mph (105 km/h) on two-lane roads with shoulders; and 60 mph (97 km/h) on two-lane roads without shoulders.

An additional 340 mi (550 km) of non-Interstate controlled access are 70 mph (113 km/h).

55 mph (89 km/h) on two-lane highway at night, and 55 mph (89 km/h) on gravel roads, day and night.

75 mph (121 km/h) on rural segments of turnpike [50 mph (80 km/h) minimum], 65 mph (105 km/h) on urban segments [40 mph (64 km/h) minimum], 60 mph (97 km/h) on urban Interstates, and 55 mph (89 km/h) on state roads and other highways at night.

65 mph (105 km/h) on major two-lane highways. Forty counties have decided to retain 55 mph (89 km/h).

For cars, 70 mph (113 km/h) in the daytime, 65 mph (105 km/h) at night. For trucks, 65 mph on Interstates in daytime, 60 mph (97 km/h) on primary roads in the daytime, 55 mph (89 km/h) at night. The Texas Transportation Commission approved speed limits lower than the state maximum of 70 mph on about half of the state’s farm-to-market system.

60 mph (97 km/h) on urban Interstates; 65 mph (105 km/h) on four- and two-lane roads; some secondary and mountain roads remain at 55 mph (89 km/h).
time speed limits for passenger vehicles on major highways, but drivers must travel at a reasonable and proper speed for conditions. In many states where speed limits were raised, public officials are closely monitoring related changes in vehicle speeds and safety outcomes.

**SCOPE OF STUDY AND CHARGE**

With such a major policy shift, this study was conceived as an opportunity to review current practice in setting speed limits on all roads, not just major highways, and to provide guidance to state and local governments on both appropriate speed limit and enforcement policies. Of course, speed limits are only one strategy for managing vehicle speeds. Redesigning roads to achieve desired operating speeds and retrofitting neighborhood streets with speed humps and traffic circles are alternative approaches to reducing traffic speeds. These strategies are often considered on streets where compliance with local speed limits is poor. This study touches briefly on such strategies, but they have been widely covered elsewhere.

The primary focus here, in response to the study charge, is on regulating speed through speed limits and enforcement. More specifically, the interdisciplinary committee of experts convened to conduct the study has, in response to the charge,

- Reviewed research to establish what is known about various methods of setting speed limits; the role of speed in safety; the role of road design and function in setting and enforcing speed limits; the effectiveness of speed limits, particularly with regard to safety; enforcement of and compliance with speed limits; and social benefits and costs of speed limits (i.e., trade-offs among safety, travel efficiency, and other factors that affect driver speed choices);
- Considered the effects of new and emerging technologies for speed management and speed enforcement and expected changes in the highway environment (e.g., growing numbers of older drivers); and
- Provided its judgment concerning appropriate changes to current practice on the basis of its findings.

---

2 Technical terms are defined in a glossary, which can be found in Appendix E.
Setting speed limits is complex and frequently controversial. The process is often viewed as a technical exercise, but the decision involves value judgments and trade-offs that are frequently handled through the political process by state legislatures and city councils. Speed limits represent implicit trade-offs among safety, efficiency of travel, and feasibility of enforcement. These trade-offs, in turn, reflect societal norms about appropriate driver behavior, tolerable levels of risk, and acceptable levels of enforcement. In this study alternative methods of establishing speed limits (e.g., legislated mandates, engineering studies) are considered in terms of what is known about the trade-offs among safety, efficiency, and enforceability. What is known and what is not known from available studies and data concerning the effects of changes in speed limits on driving speeds, safety, and travel times are also reviewed.

RESPONSIBILITY FOR SETTING SPEED LIMITS

With two exceptions—during World War II and more recently with the NMSL of 55 mph (89 km/h)—setting speed limits in the United States has been a responsibility of state and local governments. Every state has a basic speed statute, which requires drivers to operate their vehicles at a speed that is reasonable and prudent for existing conditions and hazards. State statutes authorize maximum speed limits that may vary by highway type (e.g., Interstate highways) or location (e.g., urban district) (NHTSA 1997a, vi). Generally, statutory limits apply throughout a political jurisdiction (ITE 1992, 347).

3 The term “risk” as it is used in this report includes both the probability of being in a crash and the severity of the crash.
4 This basic structure is contained in the most recent version of the Uniform Vehicle Code, which provides a model set of motor vehicle laws to encourage uniformity in state traffic regulation (National Committee on Uniform Traffic Laws and Ordinances 1992, 82).
5 There are two types of maximum speed limits: (a) absolute limits and (b) prima facie limits. An absolute speed limit is a limit above which it is unlawful to drive regardless of roadway conditions, the amount of traffic, or other influencing factors. A prima facie speed limit is one above which drivers are presumed to be driving unlawfully but where, if charged with a violation, they may contend that their speed
States and, in most cases, local governments have the authority to establish speed zones where statutory limits do not fit specific road or traffic conditions. Alternative maximum legal speed limits are established by administrative action in the speed zone, typically on the basis of an engineering study, and become effective when the limits are posted and properly recorded (ITE 1992, 347). Speed limits are set to inform motorists of appropriate driving speeds under favorable conditions. Drivers are expected to reduce speeds if conditions deteriorate (e.g., poor visibility, adverse weather, congestion, warning signs, or presence of bicyclists and pedestrians), and many state statutes reflect this requirement.

Speed control regulations—both legislated and administratively established maximum speed limits—provide the legal basis for adjudication and sanctions for violations of the law. State and local officials may also post advisory speed signs, which do not have the force of law but warn motorists of suggested safe speeds for specific conditions at a particular location (e.g., turn, intersection approach) (ITE 1992, 347).

**PURPOSE OF SETTING SPEED LIMITS**

The primary reason for setting speed limits is safety. In setting speed limits, decision makers attempt to strike an appropriate societal balance between travel time and risk for a road class or specific highway section. Thus, the posted legal limit informs motorists of maximum driving speeds that decision makers consider reasonable and safe for a road class or highway section under favorable conditions. In addition, speed limits provide the basis for enforcement. Well-conceived speed limits provide law enforcement officers and courts with an indication of appropriate speeds for favorable conditions and thus help target enforcement and sanctions on those who drive at speeds that are excessive for conditions and likely to endanger others. Speed was safe for conditions existing on the roadway at that time and, therefore, that they are not guilty of a speed limit violation. Approximately two-thirds of the states have absolute speed limits and one-third have prima facie limits or limits of each type (ITE 1992, 347).
limits have also been established for fuel conservation, as they were following the oil crisis in 1973. Finally, speed limits could be enacted to improve air quality—motor vehicles emit more pollutants at high speeds—but speed limits are very rarely established solely for environmental goals.

The broad objectives of speed limits are not always easy to achieve in practice. For example, the basic premise of a speed limit—that it communicates information about a driving speed that decision makers have determined appropriately balances risk and travel efficiency for a particular road section—assumes both that a safe and reasonable speed can be defined and that there is a cause-and-effect relationship between speed limits (as opposed to speed) and safety (ITE 1993, 1). Neither of these assumptions is self-evident.

Drivers, neighborhood residents, traffic engineers, law enforcement officials, and legislators may differ as to what constitutes a reasonable balance between risk and travel efficiency. For example, local governments frequently receive requests to lower speed limits from neighborhood residents who seek to reduce speeding on local streets. Traffic engineers may not find the reduction to be justified by an engineering study. Drivers themselves—depending on their age, risk tolerance, trip purpose, and familiarity with particular roads—may not agree on what speed best balances risk with travel efficiency. However, without some consensus concerning appropriate driving speeds among drivers, the law enforcement community, and the courts, the imposition of speed limits alone is not likely to have much effect on driver speeding behavior.

Moreover, as the experience with the 55-mph (89-km/h) NMSL shows, even when there is a high degree of driver compliance, public attitudes can change over time. Initially there were high levels of support for the 55-mph speed limit, reflecting the national sense of crisis because of fuel shortages. Support eroded, however, as the crisis eased and fuel became more plentiful. In 1986, the year before Congress relaxed the 55-mph limit on rural Interstates, the Federal Highway Administration reported that 76 percent of vehicles exceeded 55 mph on these highways (FHWA 1987, p. 183). Attitudes toward appropriate speed limit levels could change again. For example, as the driving population ages or if aggressive driving
incidents, of which speeding is a component, become more pervasive, some segments of the population could favor lower limits. Or, if vehicles and roads become safer, motorists could favor higher limits, at least on the safest roads.

OVERVIEW OF ISSUES RELATED TO SETTING SPEED LIMITS

Safety

Safety is the most important reason for managing speed through the imposition of speed limits. Traffic safety has significantly improved on U.S. highways over the last several decades. In 1996, the most recent year for which data are available, the fatality rate per 100 million vehicle-mi (100 million vehicle-km) of travel remained at its historic low of 1.7 (1.1) as compared with 2.5 (1.6) in 1986 and 3.2 (2.0) in 1976 (NHTSA 1997b, 15). Since 1992, however, the numbers of fatalities and injuries have slowly crept up, although the fatality rate has remained constant (NHTSA 1997b, 15). Speeding contributes to motor vehicle crashes, but many other driver-related factors affect traffic safety: driving under the influence of alcohol or other drugs, safety belt use, age and attitudes toward risk, and experience of the driver.

The relationship among speed limits, driver speed choice, and safety on a given road is complex. Setting appropriate speed limits and related enforcement strategies is the first step in a chain of events that may affect crash probability and crash severity (Figure 1-2). Presumably, well-conceived speed limit and enforcement policies will

---

6 According to Ricardo Martinez, administrator of the National Highway Traffic Safety Administration (NHTSA), aggressive driving is defined as driving behavior that endangers or is likely to endanger people or property (AASHTO Journal 1997, 8). It includes such driving behaviors as honking, gesturing and screaming, tailgating, running lights, weaving through traffic, improper lane changes, speeding, shoulder running, and even shooting (Highway and Vehicle Safety Report 1997, 3). Incidents of aggressive driving are linked with irresponsible driving behavior, reduced levels of traffic enforcement, and increased congestion and travel, especially in urban areas (AASHTO Journal 1997, 8).
affect a driver’s choice of speed. They may also influence route selection. For example, a driver may divert to a road with a higher speed limit if such an alternative is available. However, driver decisions about speeds and route choice are influenced by many other factors including the characteristics of the driver, the vehicle, the road, and traffic flow; weather; and time of day (Figure 1-2). Speed choices made by individual drivers determine the aggregate distribution of traffic speeds on a particular road section, which in turn affects both the probability and severity of crashes.\(^7\) Finally, over time the safety record of a particular road may influence drivers’ speeds and, in the long term, could result in a change in the speed limit or in enforcement strategies.

A cause-and-effect relationship between speed limits and safety is not straightforward. In this study, what is known about the relationships among speed, crash probability, and crash severity is examined first to help identify the importance and role of speed in traffic safety. Then, the effects of speed limits and changes in these limits as a

\(^7\) Of course, in those situations in which there is only one vehicle on the road, then it is the speed level alone—not the distribution of speeds—that affects crash probability and severity.
strategy for managing driving speed are reviewed to help determine
the effect on driver behavior and safety outcomes. Finally, the impli-
cations of these reviews for methods of setting speed limits as they
relate to safety are discussed.

Road Class

The relationships among speed limits, speed, and safety differ by
road class (see text box). Congested traffic on city streets with low
posted speed limits creates numerous opportunities for vehicle con-
flicts (e.g., stopped and turning vehicles, traffic entering the street).
Numerous crashes may result, but typically they are not severe unless
a pedestrian or a cyclist is struck. Driving on divided, limited-access
highways with substantially higher speed limits under free-flowing
traffic conditions offers an environment with less potential for vehi-
cle conflicts. When crashes do occur, however, they are more likely to
involve injuries or fatalities. If crashes are aggregated over both road
types, speeds appear to be inversely related to crashes (i.e., as speed
increases, crashes decline). However, if crash type and road type are
separated, the true relationships are revealed (i.e., driving slowly on
congested urban roads is associated with large numbers of crashes that
often involve minor injury or property damage only, whereas driving
on high-speed freeways is associated with fewer but more severe
crashes). Where possible in this study, the relationships between speed
limits, speed, and safety are analyzed by road type, and the methods
of setting speed limits for different road classes are discussed.

Driver Perception of Risk

The willingness of drivers to heed and comply with speed limits is influ-
enced by their perception of the riskiness of driving in general and of
speeding in particular. According to a nationwide survey conducted for
Prevention Magazine by Princeton Survey Research Associates, nearly
57 percent of drivers surveyed say they do not observe the speed limit,
that is, they do not always drive at or below the speed limit (1996, 7).
Notwithstanding the limitations of self-reported behavior, one could
legitimately ask why so many drivers exceed posted speed limits.
U.S. Highways by Road Class
(AASHTO 1994, 10–15; TRB 1984, 20–22)

*Interstate highways and freeways* are a type of principal arterial highway characterized by multiple lanes with traffic separated by direction, controlled access (i.e., limited access), and grade separation (rather than intersections). These highways, which can accommodate the highest travel speeds, generally provide direct service between cities and larger towns either between or within states and generate a large proportion of longer trips. Most long-distance commercial and recreational travel occurs on the rural portions of this system. The urban segments also serve local traffic in and around major metropolitan areas.

*Other arterial highways* serve as traffic “arteries” by carrying traffic to and from urbanized areas. These highways also carry large traffic volumes at relatively high speeds, but access is not controlled (i.e., nonlimited access), most intersections are at grade, and access to abutting property is permitted. In rural areas, arterial highways provide for through-travel movement between and within counties. Arterial highways provide for major circulation within metropolitan areas.

*Collector highways* collect and disperse traffic between rural and urban arterial highways and lower-level roads. These highways have at-grade intersections, limited sight distance, and other design limitations. They carry lower traffic volumes at lower speeds.

*Local roads and neighborhood and residential streets* account for the vast majority of road mileage but carry the smallest traffic volumes at low speeds. The primary function of these roads is to provide access to residential areas, individual farms, and businesses; through traffic is discouraged. Pedestrians, bicyclists, and parked vehicles may use these facilities.
In general, motorists do not perceive driving as a life-threatening activity. Millions of Americans drive each day and most complete their trips safely, thus reinforcing the individual driver’s perception that the risks involved in driving are low. With about 180 million licensed drivers, each driving an average of 13,800 mi (22 200 km) per year, driver involvement in a crash, on the average, is one every 131,300 driver-mi (211 300 driver-km), or once every 9.5 years of driving. Driver involvement in a fatal crash is considerably less—one every 44 million driver-mi (71 million driver-km), or about once every 3,200 years of driving.

Motorists have different tolerances for risk, and they travel under a variety of conditions, some of which are more conducive to serious crashes. For example, the probability of driver involvement in a fatal crash is considerably higher on two-lane rural roads, on weekend nights when alcohol consumption is a key factor, and for young (under 25) and older (65 or over) drivers and vehicle occupants. Nevertheless, the common perception, even among drivers who have been in a crash, is that such incidents are rare, unpredictable events largely outside reasonable human control—a view reinforced by the frequent direct feedback of crash-free motor vehicle trips (Evans 1991, 311).

Many motorists believe not only that the personal risk of driving is low but also that they themselves are less likely than others to experience a crash. Most drivers rank their own driving skills and safe driving practices as better than average (Evans 1991, 322–324; Williams et al. 1995, 119; Svenson 1981, 146).

Drivers may perceive their driving capabilities to be above average, but their actual judgments may not be as good as they believe. Drivers often underestimate the risks of traveling at high speeds. Younger drivers, for example, frequently say “I can handle the speed; my reflexes are good.” In addition, drivers often misjudge the speed.

---

8 Estimates of driver involvement in motor vehicle crashes provided by the National Safety Council—18,900,000 driver involvements in 1996—were used for this calculation (National Safety Council 1997, 78). Driver involvements in police-reported crashes, estimated at 12,185,000, are considerably lower (NHTSA 1997b, 94).

9 NHTSA is the primary source for the figures on driver involvements in fatal crashes and vehicle miles traveled (NHTSA 1997b, 15, 94).
at which they are traveling. They have limited capacity to estimate the relative speeds of vehicles in both car-following and car-overtaking situations, and after prolonged travel at higher speeds they are apt to perceive moderate speeds to be even lower than they really are (Várhelyi 1996, 38–39; Recarte and Nunes 1996, 291). Given the tendency of drivers to underestimate or misjudge the effects of speed in driving, it is not surprising that speeding is often ranked by motorists as less serious than other traffic offenses, such as driving while intoxicated or running red lights (Várhelyi 1996, 33–36).

In part because of driver underestimation or misjudgment of the effects of speed in driving, most drivers in the United States do not interpret speed limits as rigid thresholds that must be observed. In addition, drivers do not always concur that speed limits are reasonable for conditions. Thus, they have come to expect enforcement “tolerances” of up to 10 mph (16 km/h), and even greater on roads on which posted speed limits are well below average traffic speeds (TRB 1984, 149). For all these reasons, many drivers appear more concerned with “going with the flow,” or going below the enforcement threshold, than with the risk of a crash or of detection for exceeding the speed limit.

If consistently applied and enforced, speed limits can be an important means of conveying useful information to drivers about appropriate driving speeds. However, as with most information, drivers will heed the message to the extent that it is perceived as important, relevant, and consistent with their prior beliefs (Bettman et al. 1991, 18–19). Of course, speed limits have the force of law and, if enforced, can influence behavior. The more drivers perceive speed limits to be credible and reasonable for conditions, and enforced, the more likely they will be obeyed.

**FACTORS AFFECTING DETERMINATION OF APPROPRIATE SPEED LIMITS**

Those responsible for determining appropriate speed limits—state and local legislators and traffic engineers, often with input from law enforcement officials and community groups—must define limits that are appropriate for different road classes and users.
Roadway Function and Use

Different vehicle speeds and speed limits are appropriate for different road classes. New highways are planned with a speed in mind, known as the design speed, to accommodate the intended function of a particular facility and its expected level of service, subject to the constraints of terrain, development, and other environmental factors (Krammes et al. 1996, 8). Once selected, the design speed influences many critical design decisions, such as the amount of banking on horizontal curves and the length of vertical curves. The design criteria recommended for these critical features by the American Association of State Highway and Transportation Officials (AASHTO) have considerable built-in safety margins; they are often based on worst-case scenarios and performance characteristics of older vehicles (e.g., locked-wheel braking on wet pavements) (Krammes et al. 1996, 14).

Speed limits are often set on the basis of operating speeds determined by spot speed surveys of a sample of free-flowing vehicles traveling under favorable weather and visibility conditions at a particular location on a highway. This speed can exceed design speeds. The disparity, however, is not necessarily cause for concern because of the built-in safety margins in the design values. In addition, many highway features are constructed with more than minimum design values so that the design speed may actually apply to only a small number of critical features on a road segment. As a result, the design speed of a highway is likely to underestimate the “maximum safe speed” over much of its length (Krammes et al. 1996, 14).

10 See glossary for definitions used in this section.
11 The speed limit is often set at the 85th percentile of the speed distribution, that is, the speed at or below which 85 percent of drivers are operating their vehicles. (See glossary and Chapter 3 for a more detailed discussion.)
12 Concerns about liability when posted speed limits based on vehicle operating speeds exceed the design speed of a highway segment, however, may lead to a redefinition of terms to bring about greater consistency among posted speed limits, operating speeds, and design speeds (Fitzpatrick et al. 1997, 59). A recently initiated multiyear study conducted under the auspices of the National Cooperative Highway Research Program will examine the relationships among design speeds, operating speeds, and posted speeds, and will develop appropriate alternatives to speed-based geometric criteria for use in project design.
According to AASHTO-recommended design criteria, the highest-level roads—new freeways and expressways built to expedite through traffic—should be designed for vehicular speeds of 68 to 75 mph (110 to 120 km/h) where environmental conditions are good and traffic volumes are light (AASHTO 1994, 63). Speed limits for these roads are as high as 75 mph in some states (Table 1-1) and may exceed design speeds at certain locations.

At the other end of the spectrum, AASHTO-recommended criteria for local streets serving residential areas suggest designs that accommodate speeds between 19 and 31 mph (30 and 50 km/h), and speed limits are typically established in this range (AASHTO 1994, 429). Certain factors, such as development and street grid patterns with numerous intersections, have a greater influence on actual vehicle speeds than design speed, which has limited practical significance on these streets (AASHTO 1994, 429).

Differences in speed limits by road class also reflect differing objectives with respect to road users. Travel efficiency is a priority on rural Interstate highways and freeways, which are restricted to motorized vehicles, have limited access, and are intended primarily for through traffic. Thus, speed limits are set at the higher end of the traffic speed distribution on these highways. By comparison, access is the primary consideration for motor vehicles on residential streets. Motorists share local streets with pedestrians and bicyclists, who are more vulnerable than vehicle occupants in a collision. Thus, travel efficiency is not the primary consideration in neighborhood travel, and speed limits often correspond to speeds at the lower end of the speed distribution.13

These distinctions may not be as clear on other road classes. For example, travel efficiency is still an important goal on urban Interstate highways, but in many metropolitan areas congestion limits travel speeds for several hours of the day. Through traffic must share urban Interstates with local traffic, whose frequent entries and exits at closely spaced interchanges can interrupt traffic flow, creating

---

13 Speed limits in many urban areas actually correspond to the 30th percentile speed in the speed distribution (Tignor and Warren 1989, 2).
the potential for vehicle conflicts. Thus these highways may be posted with speed limits lower than design considerations alone would warrant. Nonlimited-access, two-lane rural roads and suburban arterials are examples of other road types that have multiple objectives and multiple road users. Many two-lane rural roads can accommodate through travel at high speeds. However, the potential for conflict at intersections and driveways, and between motor vehicles and farm equipment on the road, often requires setting speed limits lower than if travel efficiency were the primary objective. Similarly, the exposure of pedestrians and cross-street traffic to through traffic operating at high speeds on arterials in rapidly developing suburban areas may also warrant lowering speed limits on these roads.

**Vehicle and Driver Characteristics**

In some states, differential speed limits are established for major vehicle classes with different operating characteristics—primarily heavy trucks and vehicles towing trailers (Table 1-1). Differential speed limits reflect longer stopping distances for such vehicles than for passenger vehicles. Some analysts argue that differential speed limits exacerbate actual speed differences among vehicles, creating the potential for conflict by encouraging passing and overtaking maneuvers, thereby degrading safety. State experience with differential speed limits is reviewed in this study.

Drivers have different capabilities to operate vehicles safely at higher speeds. For example, speeding appears to be a factor in the high fatality rate of the youngest segment of the driving population. Drivers aged 15 to 20 years old are involved in more speeding-related fatal crashes than any other age group (NHTSA 1997c, 2). Numerous studies have documented the high risk-taking behavior of young drivers, which involves tailgating and driving at speeds well in excess of the speed limit (Jonah 1986; Evans and Wasielewski 1983; Wasielewski 1984 in Evans 1991, 104, 137). Driving inexperience

---

14 A variation of this approach is differential speed limits for day and night. Historically, crash probability was higher at night than during the day.
may also play a role (Evans 1991, 104). However, without knowing the incidence of speeding by age group in the general population of drivers, it is not possible to determine the extent to which speeding contributes to the probability of fatal crashes for the youngest drivers.

Speeding is not a major factor in the high fatality rates of older drivers. As a group, drivers 65 years of age and older have the second-highest fatality rates of all driver groups but the lowest involvement in speeding-related fatal crashes (NHTSA 1997c, 2). Many older drivers have reduced capacity to handle speed, though, which increases their probability of having a crash. For example, on the average, they have longer reaction times and lessened visual acuity (TRB 1989, 72–73). Their tendency to misjudge the speed of oncoming vehicles when turning at intersections and to drive at lower speeds than the prevailing traffic, in addition to their frailty, contributes to their high fatality and injury rates (NHTSA 1997b, 21).

These and other differences in the behavior and abilities of different driver population groups that relate to speed are difficult to manage through speed limit policies. Highways and speed limits must accommodate a broad spectrum of drivers. Minimum speed limits have been established on some high-speed roads that may deter slow drivers as well as vehicles that cannot maintain adequate speed levels. In certain communities speed limits have been reduced in areas where large concentrations of the elderly reside. Speed limits alone, however, are insufficient to address the highway safety problems of these special populations. Other strategies for addressing their speed-related problems are briefly discussed in the report.

**ORGANIZATION OF REPORT**

Many of the issues raised in this introductory section are addressed in detail in the following chapters. In Chapter 2 the relationship between speed and safety is investigated in more depth to help identify the role of speed in crash causation and injury severity. The relationship of speed to travel time and vehicle operating costs is also considered because drivers make trade-offs among safety, travel time, and other trip-related costs in deciding what speed to travel. Having laid the groundwork for the importance of speed on traffic safety and
travel efficiency, Chapter 3 is focused on speed limits—the primary
method for managing speed addressed in this study. The theoretical
justification for speed limits is elaborated, the strengths and weak-
nesses of the primary methods of setting speed limits are described,
and what is known about the effects of speed limits on driving speeds
and safety is summarized. Speed enforcement and adjudication issues
are examined in Chapter 4, including the relevance of deterrence
theory for speed enforcement and the potential for application of
automated enforcement technologies to augment traditional enforce-
ment methods. In Chapter 5, other speed management strategies are
discussed briefly, including highway design and infrastructure
approaches, highway- and vehicle-related technologies, and inter-
ventions for special driver populations. Finally, the committee’s guid-
ance on appropriate strategies for both setting and enforcing speed
limits is provided in Chapter 6.
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Introduction

The major reason for managing traffic speeds is safety. In this chapter, what is known about the relationships among speed, crash incidence, and crash severity is reviewed. Individual driver decisions about appropriate travel speeds, however, are guided by more than safety considerations. Thus, the relationship of speed to travel time, fuel use, and other vehicle operating costs is also examined. In addition, driver decisions about speed affect other costs, such as vehicle emissions, which contribute to air pollution in metropolitan areas and to atmospheric changes that may increase the risk of global climate change. These costs, which are briefly reviewed, are borne
largely by society as a whole rather than by individual drivers, at least in the United States. The chapter concludes with an assessment of the effects of speed on safety, travel time, and other related costs, and their implications for managing speed.

DETERMINATION OF APPROPRIATE DRIVING SPEEDS—MAKING TRADE-OFFS

How do people decide how fast to drive? Many factors come into play including the characteristics of the road; the amount of traffic on the road; weather conditions and time of day; the speed limit and its enforcement; the length and purpose of the trip; the vehicle’s operating characteristics, such as handling and stopping as well as fuel consumption and emissions; and driver-related factors, such as the propensity to take risks and the pleasure associated with driving fast. Taking these and other factors into consideration, drivers face an important trade-off between travel time and safety. By driving faster, travel time is reduced and the destination is reached sooner if the trip is safely completed. However, as discussed later in this chapter, a driver who chooses to drive very fast relative to other traffic or very fast for existing road conditions may increase the probability of being involved in a crash as well as the severity of the crash. A driver can reduce crash probability and severity by driving more slowly, although driving too slowly relative to other traffic may also increase the probability of crash involvement.

The theory underlying the trade-off between travel time and safety is discussed in more detail in Appendix A. Conceptually the trade-off is straightforward, but practically one could question whether drivers really trade off safety and travel time when making their trips. Some drivers indicate that this trade-off is not foremost in their mind while traveling; others claim that they are not conscious of making this trade-off.

For some drivers in many situations, the choice of driving speed is heavily influenced by speed limits and their enforcement so that the trade-off is, in a sense, made for them. But even in situations where there is little or no speed limit enforcement and many drivers exceed the posted speed limit, few motorists will drive as fast as their vehi-
cles are capable of going. Something other than the fear of speed limit enforcement causes drivers to drive at less than the maximum possible speed. Similarly, when weather conditions such as fog, rain, or snow cause visibility to deteriorate and traction to be reduced, drivers may slow down, often to speeds well below the posted limits. For many drivers faced with these conditions, their choice of a lower speed and increased travel time is almost certainly made with safety in mind. There is reason to believe, therefore, that where speed choice is not constrained by speed limits and their enforcement, the driver does trade off travel time and safety.

Even when visibility and weather conditions are good, drivers may still make trade-offs. Rather than making them continuously, however, they may rely on rules of thumb based on driving experience. For example, motorists may well rely on experience with particular roads or types of roads to select a driving speed that has proven to be a reasonable trade-off for them in the past. Only when they encounter new conditions or conditions they face infrequently would they be conscious of explicitly making such a trade-off. In this chapter what is known about the key factors affecting drivers’ choice of speeds is reviewed.

RELATION OF SPEED TO SAFETY

The relation of driving speed to safety is investigated first because of the importance that most drivers place on completing their trips safely. The link between speed and safety is complex. Thus an in-depth review of the literature on this topic was commissioned to help shed light on the relationship of speed to crash causation and injury severity. The results of that review, which can be found in its entirety as Appendix B, are summarized in the following sections.¹

¹ These sections also draw on a second review, discussed more extensively in Chapter 3 and presented in its entirety as Appendix C.
Speed and the Probability of Crash Involvement

One of the more widely cited sources of statistics on speed and crashes is the Fatal Analysis Reporting System (FARS) administered by the National Highway Traffic Safety Administration (NHTSA), the federal agency charged with regulating automotive safety. In 1996 NHTSA reported that speeding was a contributing factor in 30 percent of all fatal crashes on U.S. highways in that year (NHTSA 1997a, 1). In addition to the 13,000 lives lost in these speeding-related crashes, 41,000 people were reported critically injured at an estimated economic cost to society of nearly $29 billion (NHTSA 1997a, 1). Thus speeding is singled out as “one of the most prevalent factors contributing to traffic crashes” (NHTSA 1997a, 1).

These figures must be interpreted with caution. The definition of speeding is broad; for the purposes of coding crash-related information, speeding is defined as “exceeding the posted speed limit or driving too fast for conditions” (NHTSA 1997a, 1). The determination of whether speeding was involved in a fatal crash is based on the judgment of the investigating police officer; fatal crashes receive a thorough investigation. Even if speeding is listed as a contributing factor in a crash, it may not have been the primary cause. Furthermore, and perhaps most important, without knowledge of the incidence of speeding in the driving population, the fatal crash data

---

2 Economic costs include productivity losses, property damage, medical costs, rehabilitation costs, travel delay, legal and court costs, emergency service costs, insurance administration costs, premature funeral costs, and costs to employers. They do not include any estimate of the value of lost quality of life associated with deaths and injuries, that is, what society is willing to pay to prevent them.

3 To ensure reporting consistency, FARS analysts, who are state employees contracted and trained by NHTSA, retrieve information about the crash from the police crash report and other sources and put it in a standardized coding format. For each crash, information is recorded at four levels—by crash, vehicle, driver, and person. Speed appears in two places—(a) on the crash-level coding sheet where the speed limit is recorded, and (b) on the driver-level coding sheet where speed-related violations are recorded. Typical violations, noted in the 1996 FARS Coding Manual, include driving at a speed greater than reasonable or prudent or in excess of the posted maximum, towing a house trailer at more than 45 mph (72 km/h), or driving too slowly so as to impede traffic.
cannot be properly interpreted. For example, a recent study suggests that driver compliance with posted speed limits is poor, particularly for limits less than 45 mph (72 km/h) on nonlimited-access highways (Parker 1997, 43). The proportion of those driving above the posted speed limit—hence “speeding” by NHTSA’s definition—typically exceeds the share of speeding drivers (approximately 20 percent according to FARS) involved in fatal crashes.4 The literature review attempts to examine the evidence that speeding is linked to the probability of being involved in a crash.

**Theoretical Issues**

At least three theoretical approaches link speed with crash involvement: (a) the information processing approach, (b) the traffic conflict approach, and (c) the risk-homeostasis motivational approach.

The first approach views the driver as an information processor with a limited capacity to process information. As driving speed increases, the rate at which the driver must process information about the highway and its environment increases directly, even though the total amount of information the driver has to process may stay constant. At higher speeds there is less time for the driver to process information, decide, and act between the time the information is presented to the driver (e.g., a child is running into the road) and the time when action must be taken to avoid a crash.5 A crash is likely to occur when the information processing demands exceed the attentional or information processing capabilities of the driver (Shinar 1978).6 Unexpected events dramatically increase information pro-

---

4 Note that the 20 percent figure refers to the share of drivers involved in speeding-related fatal crashes as a percentage of drivers involved in all fatal crashes, whereas the 30 percent figure cited earlier refers to the share of speeding-related fatal crashes as a percentage of all fatal crashes.

5 More specifically, as speed increases, the distance covered during the driver’s perception-reaction time and the minimum distance required for braking both increase. For a vehicle on a level roadway, minimum braking distance increases with the square of the speed (see glossary definition of braking distance).

6 Although drivers can increase their level of attention and concentration with increasing speed, a heightened level of attention cannot be maintained for long periods because it is fatiguing.
cessing requirements and hence the probability of a crash. This approach leads to the conclusion that “speed kills”; as more drivers increase their speed, the probability of information overload increases along with the potential for crashes.

The second approach—the traffic conflict approach—assumes that crash probability is related to the potential for conflict among vehicles traveling in traffic. More specifically, the probability of an individual driver being involved in a multiple-vehicle crash increases as a function of the deviation of that individual driver’s speed from the speeds of other drivers. Drivers with speeds much faster or much slower than the median traffic speed are likely to encounter more conflicts (Hauer 1971). This relationship leads to the conclusion that “speed deviation kills” and the prediction that on roads with equivalent average traffic speeds, crash rates will be higher on roads with wider ranges of speed. The theory, as formulated, relates only to two-lane rural roads (Hauer 1971, 1).

A third approach—the risk-homeostasis motivational approach—looks at speed and crash involvement from the perspective of driver perception of risk. From this point of view, drivers are neither passive information processors nor reactors to potential traffic conflicts. Rather they adjust their speed according to the risks they perceive (Taylor 1964) to maintain a subjectively acceptable level of risk (Wilde et al. 1985). The issue is not the link between speed and crash probability but between actual and perceived risk. Thus, driving

---

7 The number of conflicts between vehicle pairs is represented by the number of passing maneuvers. The number of passing maneuvers a driver must make increases with his driving speed; the number of times a driver is passed by other vehicles increases as he reduces speed. Hauer (1971) showed that the distributions of the two functions (i.e., the number of times passing and the number of times being passed) have a minimum at the median traffic speed. The findings relate only to rural roads between intersections (Hauer 1971, 1).

8 There is mixed empirical support for Wilde’s risk-homeostasis theory. For example, Mackay (1985) found that British drivers of newer and heavier cars drove faster than drivers of older and lighter cars (with the exception of sport cars), and Rumar et al. (1976) found that drivers with studded tires drove faster than those without such tires on curves in icy but not in dry conditions. O’Day and Flora (1982), however, found that restrained occupants actually had lower impact speeds in tow-away crashes than unrestrained occupants, suggesting that drivers have different risk tolerances.
at high speeds per se is not dangerous. Rather, the danger comes from driving at a speed inappropriate for conditions, stemming from a misperception of the situational demands or a misestimation of the vehicle’s handling capabilities or the driver’s skills. This approach would predict that, under most circumstances, drivers who increase speed do not necessarily increase the risk of their crash involvement.

**Review of Empirical Data**

Several studies reviewed in this section (Table 2-1), many dating back to the 1960s, have tested the theories about the relationship between driving speed and crash involvement by analyzing actual vehicle speeds and crash data on different classes of roads. Speed is defined in several ways in these studies. It can relate to the speed of a single vehicle or to the distribution of speeds in a traffic stream. In the former case, the term speed deviation is used when referring to the deviation of an individual driver’s speed from the average speed of traffic. In the latter case, when referring to the distribution of speeds in a traffic stream, three measures of speed are typically considered: the average speed, the 85th percentile of the speed distribution, and the dispersion in travel speeds. Speed dispersion, in turn, can be quantified by the variance, standard deviation, 10-mph pace, or range (high minus low) of a sample of speed measurements.\(^9\) In many studies, the standard deviation is approximated as the 85th percentile speed less the average speed.\(^{10}\)

With several measures of speed, interpreting the results of these studies is often difficult. Validity of the speed measures can also be a problem. For example, it is nearly impossible to obtain a reliable measure of true precrash speeds for crash-involved vehicles because crashes are not planned events. Thus, precrash speeds must be estimated, but there is no way of validating their accuracy. In attempting to isolate the effect of speed, many studies assume that everything else remains equal. Of course, crash occurrence and injury severity are

---

\(^9\) See definitions in glossary.

\(^{10}\) The 85th percentile minus the average speed roughly corresponds to one standard deviation (\(S\)), which is the positive square root of the variance (\(S^2\)).
Table 2-1 Selected Studies of the Relationship Between Speed and Crash Probability

<table>
<thead>
<tr>
<th>Authorship and Date of Study</th>
<th>Road Class and Speed Limit Levels</th>
<th>Analysis</th>
<th>Major Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solomon (1964)</td>
<td>Main rural roads, U.S.; three-fourths were two-lane rural roads with speed limits of 55 to 70 mph (89 to 113 km/h) on 28 out of 35 sections</td>
<td>Compared speeds of crash-involved vehicles with speeds of non-crash-involved vehicles</td>
<td>Found U-shaped relationship between crash involvement and travel speeds. Lowest crash involvement rates at speeds slightly above average travel speeds. Highest crash involvement rates at speeds well above and well below average traffic speeds</td>
</tr>
<tr>
<td>Cirillo (1968)</td>
<td>Rural and urban Interstate highways, U.S.; no speed limits given</td>
<td>Compared speeds of crash-involved vehicles with speeds of non-crash-involved vehicles; limited to daytime travel and certain multiple-vehicle crash types (i.e., rear-end and angle collisions and same-direction sideswipe crashes)</td>
<td>Same finding as Solomon, but crash involvement rates were lower for all travel speeds suggesting importance of roadway geometry to crash probability (i.e., higher design standards on Interstate highways than on rural two-lane roads)</td>
</tr>
<tr>
<td>RTI (1970); West and Dunn (1971)</td>
<td>State and county highways in Indiana with speed limits greater than or equal to 40 mph (64 km/h)</td>
<td>Compared speeds of crash-involved vehicles with speeds of non-crash-involved vehicles; separated out crashes involving turning vehicles</td>
<td>Found same U-shaped relationship between travel speed and crash involvement, but the relationship was less extreme, particularly at low speeds, when crashes involving turning vehicles were removed from the analysis</td>
</tr>
</tbody>
</table>

(continued on next page)
### Table 2-1 (continued)

<table>
<thead>
<tr>
<th>Authorship and Date of Study</th>
<th>Road Class and Speed Limit Levels</th>
<th>Analysis</th>
<th>Major Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lave (1985)</td>
<td>Six U.S. highway types—rural and urban Interstates, arterials, and collectors; data from 50 states</td>
<td>Analyzed relationship between average traffic speed, speed dispersion (measured as 85th percentile speed minus 50th percentile speed), and two nonspeed measures—traffic citations per driver and access to medical care—on fatality rates</td>
<td>Speed dispersion significantly related to fatality rates for rural Interstates and rural and urban arterials. After controlling for speed dispersion, average traffic speed not significantly related to fatality rates for any road type</td>
</tr>
<tr>
<td>Garber and Gadiraju (1988)</td>
<td>Higher-speed roads [i.e., with average traffic speeds of 45 mph (72 km/h) or above], including rural and urban Interstates, expressways and freeways, rural and urban arterials, and rural collectors in Virginia</td>
<td>Analyzed relationship between crash rates and average traffic speed, speed variance, design speed, and posted speed limits</td>
<td>Crash rates increased with increasing speed variance on all road classes. No correlation between crash rates and average traffic speeds when data were disaggregated by road class</td>
</tr>
<tr>
<td>Study</td>
<td>Settings</td>
<td>Methodology</td>
<td>Findings</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Harkey et al.</td>
<td>Rural and urban roads with posted speed limits of between 25 and 55 mph</td>
<td>Compared speeds of crash-involved vehicles with speeds of non-crash-involved vehicles</td>
<td>Found same U-shaped curve as Solomon and Cirillo; crashes limited to weekday, nonalcohol, nonintersection involvements</td>
</tr>
<tr>
<td>(1990)</td>
<td>(40 and 89 km/h) in North Carolina and Colorado</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fildes et al.</td>
<td>Two urban arterials with speed limits of 37 mph (60 km/h) and two rural</td>
<td>Compared free-flowing travel speeds and self-reported crash histories of drivers who participated in a road safety survey</td>
<td>Found no evidence of Solomon's U-shaped relationship. Those traveling at very fast speeds were more likely to report previous crash involvement than those traveling at slower speeds. Self-reported crash involvements were lowest for those traveling at speeds below average traffic speeds and highest at speeds above the average with no advantage at the average</td>
</tr>
<tr>
<td>(1991)</td>
<td>undivided roads with speed limits of 62 mph (100 km/h), Australia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baruya and Finch</td>
<td>Urban roads with average traffic speeds ranging from 21 mph (33 km/h) to</td>
<td>Analyzed relationship between personal injury crashes, speed levels, and speed dispersion, defined as the coefficient of variation of the speed distribution</td>
<td>Both speed level and speed dispersion affected crashes. Increased crashes were associated with increasing average traffic speeds. Decreased crashes were associated with reductions in speed dispersion at increasing speeds. The net effect, however, was an increase in personal injury crashes with increasing speeds</td>
</tr>
<tr>
<td>(1994)</td>
<td>33 mph (53 km/h), Great Britain</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kloeden et al.</td>
<td>Speed zones with 37-mph (60-km/h) speed limits in metropolitan Adelaide,</td>
<td>Compared speeds of casualty crash-involved vehicles with speeds of control vehicles traveling in the same direction, at the same location, time of day, day of week, and time of year under free-flowing traffic in daylight and good weather</td>
<td>Found statistically significant increase in probability of involvement in a casualty crash with increasing travel speed above, but not below, the speed limit. Probability of crash involvement at speeds below the speed limit was not statistically different from traveling at the speed limit</td>
</tr>
<tr>
<td>(1997)</td>
<td>Australia</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
influenced by other driver behaviors (e.g., drinking, not using safety belts) and characteristics (e.g., age), vehicle characteristics (e.g., size and weight), and road design (e.g., limited- or nonlimited-access highways). To the extent that these contributory variables are not taken into account, results of the studies must remain highly qualified.

**Correlational Studies**

This category of studies attempts to determine whether there is a link between speed and crash probability. In the benchmark study conducted by Solomon (1964), travel speeds of crash-involved vehicles obtained from police reports were compared with the average speed of free-flowing traffic on two- and four-lane, nonlimited-access rural highways. Solomon found that crash-involved vehicles were overrepresented in the high- and low-speed areas of the traffic speed distribution. His well-known U-shaped curve (Figure 2-1) showed that crash involvement rates are lowest at speeds slightly above average traffic speeds. The greater the deviation between a motorist’s speed and the average speed of traffic—both above and below the average speed—the greater the chance of involvement in a crash. The correlation between crash involvement rates and deviations from average traffic speed gave rise to the often-cited hypothesis that it is speed deviation, not speed per se, that increases the probability of driver involvement in a crash. Hauer’s subsequent theory of traffic conflict (1971) provided a theoretical basis for Solomon’s findings.11

Solomon’s U-shaped relationship was replicated by Munden (1967) using a different analytic method on main rural roads in the United Kingdom, by Cirillo (1968) on U.S. Interstate highways

---

11 Some have interpreted these results to suggest that it is as unsafe to drive below as above the average traffic speed. This ignores the fact that drivers involved in a crash at higher speeds are at greater risk of injury than those driving at lower speeds, a relationship that Solomon confirms in his analysis of the relation between speed and crash severity (see subsequent section).
Effects of Speed
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12 Cirillo limited her study to rear-end and angle collisions and same-direction side-swiipe crashes involving two or more vehicles traveling between 9 a.m. and 4 p.m. on the assumption that the effect of deviation from average traffic speeds on crash in{}\text{volvement could best be determined by examining crashes involving vehicles traveling in the same direction (Cirillo 1968, 71). Thus, head-on, single-vehicle, and pede}{}\text{striant crashes were not included.}

13 Unfortunately, Harkey et al.'s results cannot be compared with Solomon's results because the former excluded intersection involvements.
particularly Solomon’s, have been criticized for their dependence on crash reports\textsuperscript{14} for the precrash speeds of the crash-involved vehicles, which could bias the results (White and Nelson 1970, 67).\textsuperscript{15} Solomon’s study has also been criticized for unrepresentative comparative traffic speed data,\textsuperscript{16} lack of consistency between the crash and speed data,\textsuperscript{17} and mixing of crashes of free-flowing with slowing vehicles, which could explain high crash involvement rates at low speeds.\textsuperscript{18}

The Research Triangle Institute (RTI) together with Indiana University (RTI 1970) addressed several of these issues by using speed data based, in part, on traffic speeds recorded at the time of the crash.\textsuperscript{19} They examined crashes on highways and county roads with speed limits of 40 mph (64 km/h) and above and found a similar but less pronounced U-shaped relationship between crash involvement

\textsuperscript{14} Solomon’s study relied on estimates by the crash-involved driver or by the police or other third parties contained in police reports (Solomon 1964), which are frequently criticized as unreliable.

\textsuperscript{15} The authors demonstrated mathematically that errors in estimating speeds of the crash-involved vehicles could result in overestimates at the extreme speed deviations and underestimates in the middle speed interval, resulting in the U shape (White and Nelson 1970, 70–71).

\textsuperscript{16} Spot speed surveys were taken at one location for each highway section, which state highway department engineers selected as being representative of the average traffic speed for the entire section. Crashes, however, occurred at many different locations along a section where average traffic speeds may or may not have been comparable with those at the speed survey location (Kloeden et al. 1997, 10).

\textsuperscript{17} The speed observations were made over a 12-month period ending in 1958, whereas the crash data were gathered over a 4-year period, also ending in 1958 (Solomon 1964, 7). Although expansion procedures were used and cross checks made to extend the speed data, the data collection issues remain troubling.

\textsuperscript{18} It was argued that if slowing or turning vehicles had been removed, the crash-involvement rates for vehicles moving at slow but free-flow speeds would have been lower (\textit{Accident Reconstruction Journal} 1991, 16).

\textsuperscript{19} A system of on-line digital computer and magnetic loop detectors was installed in the pavement of an Indiana highway, which computed vehicle headways, speeds, lengths, and volumes (West and Dunn 1971, 52). By tracing vehicle trajectories and speeds between detectors, changes in speed fluctuations resulting from a crash could be identified and the crash-involved vehicles pinpointed (West and Dunn 1971, 53). The data from this instrumented highway comprised about half of the sample of crash involvements investigated in the study (Cowley 1987, 11).
and speed. Thus, the RTI study appears to confirm the critical role of deviation from average traffic speeds for crash-involved vehicles.

Deviation from average traffic speeds, however, is not the only factor linking speed with crash involvement. It does not explain, for example, the significant fraction of speeding-related driver involvements in fatal crashes involving only one vehicle—nearly 50 percent in 1996. In fact, when Solomon’s data are disaggregated by crash type, the U-shaped relationship is only fully replicated for one crash type—nighttime head-on collisions (Cowley 1980 in Cowley 1987, 9) (Figure 2-2).

Several studies have provided alternative explanations for the high crash involvement rates found by Solomon at the low end of the speed distribution, whereas others have simply not found the association. For example, West and Dunn (1971) investigated the relationship between speed and crash involvement, replicating Solomon’s U-shaped relationship. However, when crashes involving turning vehicles were removed from the sample, the U-shaped relationship was considerably weakened—the curve became flatter—and the elevated crash involvement rates that Solomon had found at the low end of the speed distribution disappeared; crash involvement rates were more symmetric above and below mean traffic speeds (Figure 2-3).21 West and Dunn’s analysis supports the conclusion that the characteristics of the road—numerous intersections or driveways on undivided highways, for example—are as responsible for creating the potential for vehicle conflicts and crashes as the motorist’s driving too slowly for conditions.22

20 According to FARS 1996 data, nearly 70 percent of speeding-related fatal crashes involved a single vehicle. The lower driver involvement figure is used here to be consistent with Solomon’s definition of crash involvement.

21 Solomon, too, found that rear-end and angle collisions accounted for a substantial proportion of total crash involvements at lower speed ranges, suggesting the presence of stopping and turning vehicles, even though the study sections had been selected so that crossroads and driveways were at a minimum (Solomon 1964, 36).

22 The one exception to this finding is the analysis conducted by Harkey et al. (1990) relating crash involvement to deviation from average traffic speeds on lower-speed rural and urban roads. Crash involvements were limited to weekday, nonalcohol, and nonintersection crashes. The analysis shows the same U-shaped curve as Solomon’s even though intersection involvements were excluded (Harkey et al. 1990, 48). This study, however, suffered from the precrash speed measurement problems mentioned earlier.
Figure 2-2  Vehicle crash involvement rates by crash type (Cowley 1980 in Cowley 1987). Disaggregation of Solomon data for nonlimited-access rural highways. 1 mph = 1.609 km/h.
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A more recent Australian study (Fildes et al. 1991), which examined crash involvement rates as a function of speed on urban arterials as well as on two-lane rural roads, found no evidence of the U-shaped relationship. Crash involvement rates rose linearly as a function of speed; crash involvements were lowest at speeds below average traffic speeds and highest at speeds above the average with no advantage at the average (Fildes et al. 1991, 60) (Figure 2-1). Furthermore, the researchers did not find evidence of very low-speed driving that had been apparent in both the Solomon and Cirillo data (Fildes et al. 1991, 60). The results are based on small sample sizes

23 Posted speed limits were 37 mph (60 km/h) on the urban arterials and 62 mph (100 km/h) on the rural roads (Fildes et al. 1991, 5–6).

Figure 2-3  Vehicle crash involvement rates including and excluding turning vehicles (West and Dunn 1971, 53–54). 1 mph = 1.609 km/h.
and self-reported crash involvement, although Shinar notes that there is little reason to believe that slow-moving drivers would underreport their crashes. The findings point to a linear and positive association between crash probability and the speed of crash-involved vehicles.

A very recent Australian study (Kloeden et al. 1997) that examined the relationship between speed and the probability of involvement in a casualty crash lends support for some of the results reported earlier by Fildes et al., at least for speeds above the average speed of traffic. Using a case control approach, the authors compared the speeds of cars involved in casualty crashes (the case vehicles) with the free-flowing speeds of cars not involved in crashes but traveling in the same direction at the same location, time of day, day of week, and time of year (the control vehicles) (Kloeden et al. 1997, i). Data collection was focused on weekday, daylight crashes—to exclude most alcohol-related crashes—in speed zones with a 37-mph (60-km/h) speed limit in the Adelaide metropolitan area (Kloeden et al. 1997, i). Precrash speeds were determined using crash reconstruction techniques (Kloeden et al. 1997, 30). The data showed a steady and statistically significant increase in the probability of involvement of the case vehicles in a casualty crash with increasing speed above, but not below, the 37-mph speed limit, which roughly approximated the average traffic speed. The risk approximately doubled with each 3-mph (5-km/h) increase in speed above the limit (Kloeden et al. 1997, 38). The probability of casualty crash involvement at speeds below 37 mph was not statistically different from the probability at the speed limit (Kloeden et al. 1997, 38). The absence of a significant association between speed and crash involvement at speeds below the average traffic speed may well be the result of the study design. The analysis excluded all but injury crashes; crashes at lower speeds tend to be less severe. In addition, case vehicles were confined to those

24 See discussion of this report in Appendix B.
25 Casualty crashes are defined as crashes that involve transport of at least one person from the crash scene by an ambulance.
26 In contrast to the results reported by Fildes et al., the relationship between speed and crash involvement above the speed limit is nonlinear.
with free-flow speeds prior to the crash, thus excluding the speeds of slowing vehicles that may have “caused the crash.”

Several studies have attempted to analyze the relationship between crash involvement and measures of the distribution of speeds in a traffic stream, thereby avoiding the problem of estimating the pre-crash speeds of individual vehicles. On the basis of data from 48 states, Lave (1985) developed models for a range of road classes (e.g., Interstates, arterials, collectors) to investigate the relationship between average traffic speed, speed dispersion, and fatality rates, attempting to hold constant some of the other factors that affect highway fatality rates using standard statistical techniques. He found that speed dispersion was significantly related (in a statistical sense) to fatality rates for rural Interstates and rural and urban arterials (Lave 1985, 1162). After controlling for speed dispersion, average traffic speed was not found to be significantly related to fatality rates for any road type (Lave 1985, 1162). A series of analyses spawned by Lave’s study, many of which contained a larger set of explanatory variables (e.g., driver age, alcohol use), confirmed the importance of speed dispersion to fatality rates but also found that average traffic speed is an important determinant. None of the studies discussed in this paragraph examined differences in roadway design features or traffic levels within road class, which could affect traffic speeds and crash rates.

27 Lave defined speed dispersion as the difference between the 85th percentile speed and the average traffic speed. These measures are aggregated over the period used to collect the speed data and thus may not reflect the distribution of traffic speeds at the time of the crashes. The other variables included a measure of enforcement—traffic citations per driver—and access to medical care.

28 Speed dispersion, measured as the difference between the 85th percentile and average traffic speed, was statistically significant at the 5 percent level of confidence for the models for these road classes but not for the others. With the exception of rural Interstates, where the variables in the models explained 62 percent of the variation in fatality rates for 1981 and 52 percent for 1982, the variables in the models for the other road classes explained one quarter or less of the variation in the fatality rate (Lave 1985, 1161).

A related study by Garber and Gadiraju (1988) found, as Lave had, that average traffic speeds are not significantly related to fatality rates. Garber and Gadiraju examined the relationship between crash rates, speed dispersion, average traffic speed, and other measures that influence speed—design speed and posted speed limits—on several different classes of roads in Virginia. They found that crash rates declined with an increase in average traffic speeds when data for all road classes were combined (Garber and Gadiraju 1988, 26). The correlation disappeared when the data were disaggregated by road class, suggesting that the aggregated analysis simply reflected the effects of the different design characteristics of the roads being studied (e.g., lower crash rates on high-speed Interstates). When crash rates were modeled as a function of speed dispersion for each road class, however, crash rates increased with increasing speed dispersion (Garber and Gadiraju 1988, 28). The minimum speed dispersion occurred when the difference between the design speed of the highway, which reflects its function and geometric characteristics, and the posted speed limit was small [i.e., ≤ 10 mph (16 km/h)] (Garber and Gadiraju 1988, 23–25).

**Evidence by Road Class**

The studies just reviewed suggest that the type of road may play an important role in determining driver travel speeds and crash proba-

---

30 Garber and Gadiraju quantified speed dispersion using speed variance as the measure. Similar to Lave’s treatment, this measure is based on aggregate data, which may or may not correspond to the distribution of traffic speeds and speed variance at the time of the crashes.

31 They examined higher-speed roads [i.e., average traffic speeds of 45 mph (72 km/h) or above], including rural and urban Interstate highways, expressways and freeways, rural and urban arterials, and rural collectors (Garber and Gadiraju 1988, 15).

32 Kloeden et al. (1997) point out, however, that the relationship between crash rates and speed dispersion could also reflect different design features of the roads being studied. For example, better-designed roads have lower crash rates because provision is made for overtaking and turning vehicles (or is not an issue on Interstate highways and freeways), thereby mitigating the circumstances that lead to speed dispersion (e.g., platoons forming behind slow-moving vehicles) (p. 23).
bility. Thus, what is known about speed and crash probability by road class was also examined.

**Limited-Access Highways**

Most studies have focused on high-speed roads. By design, limited-access highways provide the least opportunity for vehicle conflicts and thus should have the lowest crash rates of all road classes. Cirillo’s study (1968)—the only study focused specifically on limited-access Interstate highways—bears out this judgment. Crash involvement rates were lower across the board than those reported for other road types, except at very low speeds (Figure 2-1). Cirillo found, as Solomon had before, an association between crash involvement rates and deviation from average traffic speeds even on Interstate highways. More specifically, crash involvement rates were higher in the vicinity of interchanges where differences in vehicle speeds were greatest and, thus, the potential for vehicle conflicts was highest (Cirillo 1968, 75). Not surprisingly, the effect was greater near interchanges on urban Interstate highways because of higher traffic volumes, making merging and diverging more difficult, and because of more complex and less adequate design of some urban interchanges (Cirillo 1968, 75). This finding points to the effect of traffic density as well as speed dispersion on crash rates.

Two other studies reinforce the importance of traffic speed dispersion to crash involvement on Interstate highways. Lave (1985, 1162) found a statistically significant relationship between increasing traffic speed dispersion and fatality rates on rural but not on urban Interstate highways. Garber and Gadiraju (1988, 28–29) found that crash rates increased as traffic speed dispersion increased on both rural and urban Interstate highways.

**Nonlimited-Access Rural Highways**

The potential for vehicle conflicts is considerably greater on undivided highways, particularly high-speed nonlimited-access highways. Vehicles entering and exiting the highway at intersections and driveways, and passing maneuvers on two-lane undivided highways, increase the occurrence of conflicts between vehicles with large speed differences and hence increase crash probability. Solomon’s study
(1964) provides strong evidence for these effects on two- and four-lane rural nonlimited-access highways. High crash involvement rates are associated with vehicles traveling well above or below the average traffic speed; at low speeds, the most common crash types are rear-end and angle collisions, typical of conflicts at intersections and driveways (Solomon 1964, 36). West and Dunn’s analysis (1971) pinpointed the important contribution of turning vehicles to crash probability on these highways. When turning vehicles were excluded from the analysis, crash involvement rates at low speeds were not as high as those found by Solomon (Figure 2-1); they were more symmetric with crash involvement rates at high speeds (Figure 2-3). The study by Fildes et al. (1991) showed a gradual increase in crash probability for vehicles traveling above, but not below, average traffic speeds on two-lane rural roads (Figure 2-1).

The previously cited studies by Garber and Gadiraju (1988) and Lave (1985) provide additional support for the contribution of speed dispersion to traffic conflicts and crash involvements on rural nonlimited-access highways. Garber and Gadiraju (1988, 28–30) found a high correlation between increasing speed dispersion and crash rates on rural arterial roads, but the model included only these two variables. Lave’s rural arterial model, which attempted to control for more variables, found a weak but statistically significant relationship between traffic speed dispersion and fatality rates for only 1 year of data (wider dispersions were associated with higher fatality rates) (Lave 1985, 24). Neither study found any significant relationships between average traffic speeds and crash or fatality rates for this road class.

Solomon’s study provides some support for the role of speed per se in crash involvement on high-speed, nonlimited-access rural highways. He found that the percentage of single-vehicle crashes, which are more common on high-speed roads generally (NHTSA 1997b, 51), increased sharply as a function of the speed of the crash-involved vehicles (Solomon 1964, 36).33

---

33 Single-vehicle involvements represented a small proportion of all crash involvements at lower speeds, but they increased sharply at speeds in excess of 50 mph (80 km/h). At speeds exceeding 70 mph (113 km/h), they accounted for up to half of all crash involvements (Solomon 1964, 36).
Together, these studies suggest that speed dispersion, created in part by the characteristics of rural nonlimited-access highways, contributes significantly to increased crash probability for this road class. The level of speed also appears to affect crash probability for certain crash types, such as single-vehicle crashes.

Urban Roads and Residential Streets
This category encompasses a wide variety of situations, from high-speed urban arterials to low-speed local streets. In theory, traffic speed dispersion and the potential for vehicle conflicts are likely to be high on urban roads, particularly on heavily traveled urban arterials. The highest levels of driver noncompliance with speed limits are in urban areas where an average of 7 out of 10 motorists exceed posted speed limits (Tignor and Warren 1990, 84). Numerous intersections, high levels of roadside activity, high traffic volumes, and insufficient following distances in congested traffic all contribute to increased crash probability. Offsetting these effects to some extent is the fact that congestion tends to reduce driving speeds, thus lessening the severity of the crashes that do occur.

Some studies of the relationship between speed and crash probability on urban arterials found a link between speed deviation and crash involvement for vehicles that travel at speeds well above average traffic speeds. The primary evidence comes from the two Australian studies—Kloeden et al. (1997) and Fildes et al. (1991). Neither study, however, found that crash probability increased for those traveling below average traffic speeds. In fact, Fildes et al. found that crash involvement rates were lower for vehicles traveling below average traffic speeds, providing support for the importance of speed itself to crash probability.

Lave found a low correlation between his measure of speed dispersion and fatality rates in his model for urban arterials and reported that the correlation was statistically significant for only 1 of 2 years of data (Lave 1985, 1162).34 A small study of vehicle-pedestrian

34 The model only explained about 17 to 18 percent of the variation in fatality rates (Lave 1985, 1162).
crashes at an urban intersection in Helsinki, for which vehicle speeds were actually videotaped, found that the majority of crash-involved drivers (8 of 11) were driving faster (30 mph or 48 km/h) than the average traffic speed (24 mph or 39 km/h) or the speed limit (25 mph or 40 km/h), thus also providing some confirmation of the role of speed deviation in urban crashes (Pasanen and Salmivaara 1993). Finally, a recent study of traffic speeds and personal injury crashes on urban roads in Great Britain, which classified roads by speed-related variables, found that measures of speed dispersion and speed levels have counterbalancing effects (Baruya and Finch 1994, 228).35 Crashes increase with the average speed of traffic,36 but at higher speeds, the dispersion in speeds is less, thereby reducing crash involvements. The net effect, however, is negative; the effect of increasing crash involvement with higher speeds appears to overwhelm any reduction in crash involvement from more uniform travel speeds (Baruya and Finch 1994, 229).

The results of these studies suggest but do not prove that speed dispersion plays a role in crash probability on urban streets, particularly on urban arterials, and that many other factors, including speed itself, affect crash occurrence.

Unfortunately, no studies that examine the relationship between speed and crash probability on residential streets could be found.

Causal Studies

The correlational studies are useful for identifying speed-related variables associated with crash probability. However, they fail to establish a cause-and-effect relationship. In another type of study, generally referred to as clinical studies, detailed analyses of individual crashes

---

35 The roads were categorized using nonhierarchical cluster analysis into four groups with average traffic speeds ranging from 21 to 33 mph (34 to 53 km/h). Unfortunately the speed data were collected in 1992 and 1993, whereas the crash data were collected from 1983 to 1988 (Baruya and Finch 1994, 220–221).

36 Geometric design differences among the different roads studied did not appear to play a significant role in the model as a correlate of crash frequency (Baruya and Finch 1994, 228).
are conducted to determine the contribution of causal factors, such as speed, to crash occurrence. These studies enable more definitive statements to be made about the contribution of speeding to crash involvement. Their primary failing is the absence of any adjustment for exposure, that is, for any measure of the incidence of speeding in the general driving population relative to the crash-involved driver. Without such a measure, it is difficult to gain perspective on the relative importance of speeding as a highway safety problem.

Results of Clinical Studies
The role of speeding as a crash cause was probably first analyzed in a detailed and comprehensive manner in Indiana University’s Tri-Level Study (Treat et al. 1977). Speed was defined as causal if it met two conditions: (a) it deviated from the “normal” or “expected” speed of the average driver for the site conditions, and (b) it “caused” the crash, that is, the crash would not have occurred had the speed been as expected. On the basis of this definition, the study estimated “excessive speed” to be a definite cause in 7 to 8 percent of the crashes and a probable cause in an additional 13 to 16 percent of the crashes. Speed was identified as the second most common factor contributing to crash occurrence, second only to “improper lookout” (i.e., inattention) (Treat et al. 1977 in Bowie and Walz 1994, 32).

Bowie and Walz (1994) integrated three large data files to obtain more reliable estimates of the role of speed in crash causation. Although they were based on different data sets and methodologies, the three sources yielded similar estimates, with “excessive speed” reported as being involved in approximately 12 percent of all crashes and more than 30 percent of fatal crashes (Bowie and Walz 1994, 31).

---

37 The crashes dated from 1970 to 1975 and were confined to state, county, and municipal roads in Monroe County, Indiana (Treat et al. 1977).

38 These files included the census of all fatal crashes from FARS; 1 year of data from all police-reported crashes from six states in NHTSA’s Crash Avoidance Research Data File (CARDfile), which had been specifically developed to analyze the factors involved in crash causation; and a subset of the crashes analyzed in depth from the Tri-Level Study. The full range of road classes was represented.
A more recent study of fatal crashes,\(^{39}\) analyzed for crash causation and crash avoidance opportunities, found that aggressive driving, excessive speed, and loss of control were involved in 19 percent of those crashes (Viano and Ridella 1996, 132). The second most frequently cited crash cause—responsible for 11 percent of the fatal crashes—was labeled “rocket-ship.” It involved single-vehicle, frontal-impact crashes with the “vehicle leaving the road at a very high speed.” Because the analysis was confined to fatal crashes of belted occupants—and unbelted occupants are more highly represented in fatal crashes—the percentage of speeding-related fatal crashes in the population at large is certain to be higher.

Crash data from police crash reports from 1991 to 1995 were examined in a recent Canadian study (Liu 1997) to determine the role of speed in crashes. A speed-related crash was defined as one in which the driver was reported by the investigating officer to be both “exceeding the speed limit and driving too fast for conditions” (Liu 1997, 67). Although the definition is conservative, it is appropriate because police reports are not as reliable as professional, in-depth crash investigations. On the basis of this definition, Liu found that speed was a causal factor in 9 to 11 percent of all crashes and 12 to 15 percent of all casualty crashes (Liu 1997, 67).

Despite different data files, different definitions of speeding and excessive speed, and different and often subjective techniques for making judgments about crash causation, the studies consistently found that speeding or excessive speed contributes to a relatively small but significant percentage of all crashes and a higher percentage of more severe crashes.

**Behavioral Data on Speeding**

Relatively little is known about the behavioral aspects of speeding, at least in the United States. Some data are available from FARS about

---

\(^{39}\) The crashes actually occurred during an 18-month period from 1985 to 1986 throughout the United States, during which time the insurance industry undertook an incentive program to increase safety belt use by providing a $10,000 insurance policy in case of death while restrained in a crash. The cases were well documented by insurance adjusters and safety engineers (Viano and Ridella 1996, 125).
a subset of the driving population: those involved in fatal speeding-related crashes. Speeding appears to be linked with other driver characteristics and behaviors. For example, young drivers (ages 15 to 20) are overinvolved\textsuperscript{40} in speeding-related fatal crashes (NHTSA 1997a, 2). Moreover, a high percentage of youthful drivers involved in speeding-related fatal crashes were also intoxicated and not wearing their safety belts at the time of the crash (NHTSA 1997a, 2, 5).

Speeding-related fatal crashes also appear to be largely a phenomenon of single-vehicle crashes. In 1996 single-vehicle fatal crashes represented 68 percent of all speeding-related fatal crashes according to FARS data. The next highest percentages were head-on (12 percent) and angle (10 percent) crashes. Single-vehicle fatal crashes are also highly associated with alcohol use, unbelted drivers, and nighttime driving (NHTSA 1997b, 56).

Speeding-related fatal crashes are also linked with road class. In 1996, for example, 17 percent of all speeding-related fatal crashes occurred on Interstate highways and freeways, according to FARS data. Fifty-four percent occurred on non-Interstate rural roads—approximately equally divided between primary arterials and major collectors and other rural roads. The remaining 29 percent occurred on non-Interstate urban roads, the majority on local urban streets. Road design appears to play a role in the link between speed and fatal crash involvement, but making a definitive connection depends on knowing the incidence of speeding by road class, data for which are unavailable.

\textbf{Summary}

Although the evidence is not conclusive, speed appears to contribute to crash occurrence. Theory, empirical data drawn from correlational studies, and causal analyses of crashes provide evidence that both speed and speed dispersion are associated with crash involvement. Crash involvement rates rise as a function of speed for certain crash

\textsuperscript{40} Overinvolvement is based on the percentage of young drivers in the population, not on the exposure of young drivers.
types, such as single-vehicle crashes. Deviation from the average traffic speed is also associated with crash involvement. At high speeds, deviation from average traffic speeds not only increases crash probability but also the risk of a severe crash because of the close link between speed and injury severity discussed in the following section. At lower speeds, roadway characteristics—the presence of intersections, turning vehicles, and the presence of pedestrians and bicyclists—create the potential for conflict and crash involvement, but crashes may be less severe.

Limited data are available to analyze speed-safety relationships by road class. Deviation from average traffic speeds appears to play a role in crash involvement on Interstate highways, particularly near interchanges on urban Interstates, and to a greater extent on rural non-limited-access highways where high vehicular speeds and poorer road design combine to increase crash probability. Less is known about the role of speed and speed dispersion on urban roads. Given the character of many urban streets—numerous intersections, roadside activity, and the presence of pedestrians and bicyclists—the potential for conflict is great, but congestion often restrains speed and lessens crash severity. The studies that have examined these relationships suggest that speed dispersion does indeed play a role in crash probability on urban streets, particularly on urban arterials, but that many other factors, including speed itself, are likely to affect crash probability. Very little is known about the role of speed and speed dispersion on residential streets.

The clinical studies are unanimous in their finding that “excessive speed,” that is, driving too fast for conditions, contributes to a significant share of all crashes and a higher share of severe crashes. As the following section shows, the evidence for the effect of speed on crash severity is far more conclusive.

**Speed and Crash Severity**

The relationship between speed and crash severity is more straightforward than the link between speed and crash probability. Once a crash has occurred—a vehicle has hit another vehicle or a stationary object—the vehicle undergoes a rapid change in speed. The vehicle
Effects of Speed
deCELERATES RAPIDLY BUT VEHICLE OCCUPIANTS CONTINUE TO MOVE AT THE VEHICLE’S SPEED PRIOR TO IMPACT UNTIL THEY ARE STOPPED IN A SECOND COLLISION BY STRIKING THE INTERIOR OF THE VEHICLE, BY IMPACT WITH OBJECTS EXTERNAL TO THE VEHICLE IF EJECTED, OR BY BEING RESTRAINED BY A SAFETY BELT OR AN AIRBAG THAT DEPLOYS (EVANS 1991, 247). THE GREATER THE SPEED AT WHICH OCCUPIANTS MUST ABSORB THE ENERGY RELEASED BY THE VEHICLE AT IMPACT, THE GREATER THE PROBABILITY AND SEVERITY OF INJURY.

THE VEHICLE’S RAPID VELOCITY CHANGE IN A CRASH, WHICH IS OFTEN REFERRED TO AS DELTA-V, IS thus an important measure of crash severity. The probability that a crash will result in an occupant injury increases nonlinearly with impact speed. The energy released at impact, in turn, is determined by the speed at which the vehicle was traveling at the time of the crash. The power relationship between impact speed and the energy released in a crash—the energy release is proportional to the square of the impact speed—is responsible for the sharp rise in injury probability for the vehicle occupants.41 For example, an 18 percent increase in impact speed in a collision—from 55 to 65 mph (89 to 105 km/h)—results in nearly a 40 percent increase in the energy that must be absorbed by the vehicle occupants. Actual effects may differ because several factors can mitigate the duration and rate of the deceleration and hence the injury to the vehicle occupants. These measures include vehicle mass (the greater the vehicle weight relative to the weight of the other vehicle involved in a collision, the less the energy that must be absorbed and the injury to the occupants of the heavier vehicle),42 the energy-absorbing characteristics of the vehicle other than the mass, and the restraints on the vehicle occupants—safety belts and airbags—which enable them to “ride down” the impact forces (EVANS 1991, 221).

SOLOMON’S 1964 STUDY INVESTIGATED THE RELATIONSHIP BETWEEN SPEED AND CRASH SEVERITY IN REAL-WORLD CRASHES. USING THREE MEASURES OF CRASH SEVERITY—DEATHS, INJURIES, AND PROPERTY DAMAGE PER INVOLVEMENT—the study showed that the higher the speed, the greater the injury probability.

41 The equation that describes the release of kinetic energy as it relates to vehicle mass and speed is as follows: kinetic energy = 0.5 × mass × (velocity)^2.

42 Vehicle mass, however, is less relevant when the vehicle strikes a fixed object.
fatalities, injuries, and property damage (Solomon 1964, 11–14). Injury severity levels at high speeds were much greater than at lower speeds. For example, up to about 45 mph (72 km/h), 20 to 30 persons were injured and about 1 person killed per 100 crash-involved vehicles (Solomon 1964, 12). At 65 mph (105 km/h), 70 persons were injured and 6 persons killed per 100 crash-involved vehicles. The rate increased dramatically at very high speeds. Of course, Solomon’s study was conducted before federal safety standards were introduced for motor vehicles. Consequently, fatality and injury rates are lower in absolute terms today. However, the association between higher speeds and higher crash severity levels that Solomon found has been borne out in subsequent studies.

Several other researchers have confirmed the consistent relationship between speed and injury severity in crashes. Using data from the National Crash Severity Study, an intensive investigation of approximately 10,000 crashes from 1977 to 1979, O’Day and Flora (1982) found that the probability of a fatality increased dramatically with Delta-V. A driver crashing with an impact speed of 50 mph (80 km/h) was twice as likely to be killed as one crashing with an impact speed of 40 mph (64 km/h) (O’Day and Flora 1982 in TRB 1984, 39). At impact speeds above 50 mph, the probability of death exceeded 50 percent.

Using NHTSA’s National Analysis Sampling System (NASS), which contains data on a nationally representative sample of police-reported crashes of all severity levels, Joksch (1993) also found a very consistent relationship between Delta-V and the probability of death for drivers involved in car-to-car collisions. Fitting curves to crash data from 1980 to 1986 with known and estimated Delta-Vs, he obtained very similar functions: the probability of a fatality is related to Delta-V to the fourth power (Joksch 1993, 104).

43 For example, at speeds of 73 mph (117 km/h) and greater, nearly 130 persons were injured and 22 persons were killed per 100 crash-involved vehicles (Solomon 1964, 12). The fatality estimates should be interpreted with care because of the small numbers of crash involvements. However, the same trend is evident for the injury data, where the sample is larger.
Bowie and Walz (1994) examined the crash severity relationship for nonfatal injuries using somewhat more recent NASS data (from 1982 to 1989) and the Abbreviated Injury Scale (AIS). The AIS system rates injury levels from 1 (for a minor injury) to 6 (for an injury that is not currently survivable). The results (Figure 2-4) showed a dramatic increase in injury severity as Delta-V increased, confirming that real-world crash experience follows the laws of physics (Bowie and Walz 1994, 34). Combining several different crash files, the authors also compared injury severity levels with the distribution of injuries in speeding-related crashes. They found that the share of speeding-related crashes increased with increasing injury level. Ten percent of

![Figure 2-4](image-url)  Injury rates by crash severity, NASS (1982–1986) and Crashworthiness Data System (1988–1989) (Bowie and Walz 1994, 33). Rates are based on the number of vehicle occupants at a known Delta-V level injured at a specific AIS level divided by the total number of vehicle occupants involved in crashes at that level of Delta-V times 100. AIS 2+ injuries range from moderate to fatal; AIS 3+ injuries range from serious to fatal. Data are limited to tow-away crashes involving passenger cars and light-duty trucks. 1 mph = 1.609 km/h.
noninjured vehicle occupants, 17 percent of occupants sustaining incapacitating injuries, and 34 percent of fatally injured occupants were involved in speeding-related crashes (Bowie and Walz 1994, 34).

The relationship between speed and crash severity is perhaps most dramatically demonstrated for vehicle crashes with pedestrians, the most vulnerable road users. The study of vehicle-pedestrian crashes in Helsinki (Pasanen and Salmivaara 1993) showed that the risk of death for a pedestrian increased rapidly from very low speeds (15 mph or 24 km/h) to about 50 mph (80 km/h), where death was almost certain (Pasanen and Salmivaara 1993, 308). A European review of several studies of vehicle-pedestrian crashes confirmed these results. It concluded that 5 percent of pedestrians are likely to die if they are struck by a vehicle traveling at 20 mph (32 km/h) and that risk levels rise sharply with speed—to a 45 percent probability of fatality for the pedestrian at 30 mph (48 km/h) and an 85 percent probability of fatality at 40 mph (64 km/h) (ETSC 1995, 11).

In summary, all of the studies that have investigated the link between vehicle speed and injury severity have found a consistent relationship. As driving speed increases, so does the impact speed of a vehicle in a collision. Increased impact speed, in turn, results in a sharp increase in injury severity because of the power relationship between impact speed and the energy released in a crash.

RELATIONSHIP OF SPEED TO TRAVEL TIME

In addition to safety, travel time is a major factor affected by speed that influences drivers’ choice of an appropriate driving speed. The importance and cost of travel time as a function of speed were amply illustrated by the recent experience of the 55-mph (89-km/h) National Maximum Speed Limit (NMSL). A review of the NMSL (TRB 1984) estimated that in 1982 motorists were spending about 1 billion extra hours on highways posted at 55 mph because of slower driving speeds compared with speeds on these highways in 1973, the year before the NMSL was enacted (TRB 1984, 120). Most of this additional travel time was expended by passengers in personal vehicles (TRB 1984, 119). Frequently it involved small increments in travel time for individual trips.
Of course, any analysis of the time cost of travel has to take into account the cost savings from reduced crashes and averted fatalities and serious injuries from driving at lower speeds. When travel time costs were compared with estimated lives saved and serious injuries averted by the 55-mph (89-km/h) travel speed, the time cost worked out to about 40 years of additional driving time per life saved and serious injury avoided (TRB 1984, 120). The average remaining life expectancy of motor vehicle crash victims in 1982 was about 41 years. Thus, the number of years of extra driving time closely approximated the number of years of life saved.44 Although the study committee concluded that making a comparison between the value of a year of life and the value of a year of driving time was not meaningful, it did provide one framework for assessing the central trade-off between travel time and safety involved in the decision to retain or relax the 55-mph speed limit (TRB 1984, 120).

Travel time costs are not equally distributed either by road type or road user. For example, the 55-mph (89-km/h) NMSL exacted the highest travel time costs for users of rural Interstate highways. At the time of the introduction of the NMSL, these highways had the highest speeds, among the lowest crash rates, and carried the majority of long-distance travel, particularly commercial travel. Lowering speeds on these roads was estimated to cost motorists and truckers alike 100 years of additional driving per life saved—about four times as much as on all other affected roads (TRB 1984, 123). The travel time costs to motorists on other road classes were estimated to have much smaller effects, in part a reflection of the role of congestion and roadway geometry in limiting travel speeds on these nonlimited-access highways.45 Given these results, it was not surprising that the relaxation of the NMSL first occurred on rural Interstate highways.

44 A more recent analysis of the time-safety trade-off of raising speed limits on qualified sections of rural Interstate highways in 1987 found that the 65-mph (105-km/h) limit cost at least as much time as it saved when the years lost to deaths, injuries, and travel delays were compared with the travel time saved (Miller 1989, 73).

45 The comparable figures were 31 years of driving per life saved on urban Interstate highways and freeways, 28 years on rural arterials, and 14 years on rural collectors (TRB 1984, 123).
Travel time costs also tend to be unevenly distributed by road user. Most of the additional travel time attributed to the NMSL, for example, was borne by motorists engaged in personal travel. However, the value of this travel depends on trip purpose and length. For example, more highly valued work-related travel is relatively insensitive to changes in speed limits and accounts for a sizeable share of all local personal vehicle travel—most recently estimated at 32 percent in 1990 (FHWA 1992). However, commuting trips typically are short—the average trip length is about 11 mi (18 km)—and average trip time is about 22 min (VNTSC 1994). Thus, slower speeds generally result in adding small time increments. For many work trips, congestion is likely to have more effect on driving speeds and travel time than are reductions in speed limits.

Most personal travel (68 percent in 1990) is for shopping, family and other personal business, and social and recreational purposes. Because many of these trips are discretionary and do not have the same economic purpose as work travel, the time value of these trips is lower than for work travel, and, by extension, the incremental cost of reduced driving speeds from lower speed limits is also lower. Fortunately, most of these trips are short.

Particular groups of road users—commercial truckers and other business travelers—may be more adversely affected by reduced driving speeds attributable to lower speed limits. These groups drive more miles than the average motorist and often use high-speed roads. The economic cost of increased travel time for these user groups, particularly from lost productivity, can be substantial.46

RELATION OF SPEED TO FUEL USE AND OTHER VEHICLE OPERATING COSTS

The primary motivation for the NMSL was to conserve energy by reducing driving speeds. Today, because of low fuel prices, driver concern for fuel economy plays a much smaller role in determining appropriate driving speeds.

---

46 In the case of the NMSL, however, the lower speed limit did have some benefits for truckers, such as lower fuel and maintenance costs.
The most recent study of fuel efficiency (West et al. 1997 in Davis 1997, 3-50), based on a small sample of 1988 to 1995 model year automobiles and light-duty trucks, shows a clear relationship between fuel economy and driving speed. Under steady-state, cruise-type driving conditions, fuel economy peaks at about 55 mph (89 km/h) and then declines at higher speeds, reflecting primarily the effect of aerodynamic drag on fuel efficiency (Figure 2-5). At lower speeds, engine friction, tires, and accessories (e.g., power steering) reduce fuel efficiency (TRB 1995, 63).

Fuel efficiency also varies as a function of vehicle class. Sport utility vehicles, minivans, and pickup trucks—which represent a growing share of the U.S. passenger vehicle fleet—have poorer fuel economy, on

![Figure 2-5 Fuel economy as a function of speed, model year 1988–1995 automobiles and light-duty trucks (Davis 1997, 3-51). 1 mph = 1.609 km/h; 1 gal = 3.8 L.](image)

Data on fuel economy as a function of speed for heavy trucks are older and more sparse. The available information suggests that fuel economy for heavy-duty diesel trucks declines sharply at speeds above about 50 mph (80 km/h), largely because of the effect of aerodynamic drag (TRB 1995, 125).
the average, than all but the heaviest automobiles for a wide range of speeds (Davis 1997, 3-52). Similarly, their fuel economy peaks at lower speeds, on the average, than does that of most passenger vehicles.

Other vehicle operating costs, such as tire wear, are also likely to increase as a function of speed. Relative to fuel costs, however, these other operating costs are small; speed-related changes in their costs are not readily discernible by the average driver. Thus, they are not likely to affect motorists’ choice of appropriate driving speeds.

**RELATION OF SPEED TO EMISSIONS**

Speed is clearly linked with vehicle emissions that contribute to pollution of the atmosphere, particularly to the degradation of metropolitan air quality. According to current models, volatile organic compounds (VOCs)—an ozone precursor—and carbon monoxide (CO) are highest at very low speeds associated with heavily congested stop-and-go traffic and rise again with high-speed, free-flow highway driving (TRB 1995, 49–52). At high speeds, increased power demands on the engine cause CO and VOC emissions to increase, but at exactly what speed this occurs and by how much emissions are increased are unclear (TRB 1995, 122). Emissions of oxides of nitrogen (NOx), another ozone precursor, are thought to increase gradually at speeds well below free-flow highway driving, but again there is considerable uncertainty about the speeds at which this increase begins and the rate of increase (TRB 1995, 122).

Data on emissions of heavy trucks as a function of speed are far more limited. The available data suggest that exhaust emissions of VOC and NOx from heavy-duty diesel vehicles rise at high speeds (TRB 1995, 122). Detailed data on diesel particulate emissions as a function of speed are unavailable. This is particularly troubling because particulate concentrations pose a significant health risk, and heavy-duty diesel vehicles are the primary source of highway vehicle particulate emissions (TRB 1995, 129).

In addition to being a source of pollutants that degrade metropolitan air quality, transportation in general and motor vehicles in particular are the largest source of carbon dioxide (CO2) emissions, one of the principal greenhouse gases associated with global warm-
ing.\textsuperscript{48} In 1994, motor vehicles accounted for about one-quarter of all U.S. CO\textsubscript{2} emissions (TRB 1997, 83). The United States, in turn, is the largest emitter of CO\textsubscript{2}, accounting for one-quarter of global emissions (TRB 1997, 84).

CO\textsubscript{2} emissions—a by-product of any engine that burns fossil fuels—are closely linked with fuel economy and thus speed. At high speeds, where fuel economy is poor, vehicles emit more CO\textsubscript{2}.

Vehicle speeds are also associated with noise; noise levels rise at higher vehicle speeds. Sonic pollution is of greatest concern to those living near freeways and on residential streets with higher-speed traffic.

Despite the link between driving speeds and adverse environmental effects, U.S. drivers do not directly pay for the costs that this pollution imposes on society.\textsuperscript{49} Thus they are not apt to consider environmental costs in their choice of an appropriate driving speed.

\textbf{SUMMARY}

In this chapter, the role of speed has been considered as it relates to the major factors motorists take into account in determining appropriate driving speeds. The relation of speed to safety—a major concern for most drivers—is complex. Driving speed is clearly linked with crash severity. Injury severity in a crash rises sharply with the speed of the vehicle in a collision, reflecting the laws of physics. At equivalent impact speeds, injury severity for pedestrians, the most vulnerable of road users, is dramatically greater than for vehicle occupants. Furthermore, the incidence of speeding as a contributing factor in crashes is higher the more severe the crash. The strength of the relationship between speed and crash severity alone is sufficient grounds for managing speed.

\textsuperscript{48}Unlike most other vehicle emissions, CO\textsubscript{2} is not toxic. Along with other greenhouse gases, its effect in the upper atmosphere is to trap heat and warm the earth; hence the term greenhouse effect.

\textsuperscript{49}Drivers do pay for the cost of pollution controls on vehicles, emission inspections, and improved fuels.
Speed is also related to the probability of being in a crash, although the evidence is not as compelling. Theory, the results of empirical studies, and clinical analyses of crash causation all link speed with crash probability. However, crashes are complex events, and isolating the effect of speed from all the other factors that contribute to crash probability to establish causality unequivocally is not practicable. Moreover, the concept of speed itself is complex. Crash involvement has been associated with the dispersion in traffic speeds—in particular, with the deviation of an individual driver’s speed from the average speed of traffic at both higher and lower speeds than the average. Those who drive at high speeds, well above the average speed of traffic, pose the greatest safety concern to themselves and others because of the clear link between speed and crash severity. Crash involvement has also been associated with a driver’s speed of travel. For example, single-vehicle crash involvement rates have been shown to rise with travel speed.

The relationships among speed, speed dispersion, and crash probability also appear to vary by road class. However, data are limited for many road types, and thus the observations that can be drawn are suggestive rather than conclusive. Speed dispersion poses an important safety concern on high-speed, nonlimited-access highways, such as rural, two-lane, undivided highways; wider speed dispersions are associated with higher crash involvement rates. Crash probability is also associated with speed dispersion on Interstate highways, particularly on urban Interstates near interchanges. The potential for vehicle conflict is high on most urban streets, where pedestrians and parked vehicles augment normal vehicle conflicts. On these roads, however, lower driving speeds reduce injury severity if a collision occurs. Vehicle-pedestrian crashes are an exception, because pedestrian injuries tend to be severe even at low impact speeds. Both speed and speed dispersion appear to play a role in crash likelihood on urban arterials; speed deviation above average traffic speeds and higher speeds in general are closely linked with crash probability on these roads. Little is known about the relationship between safety and speed on residential streets.

Crash probability also varies by crash type. Speed dispersion is a contributing factor in the occurrence of multiple-vehicle rear-end
and angle collisions, particularly for those driving well below average traffic speeds. Driving at high speeds is associated with a greater incidence of single-vehicle crashes.

Travel time is another major factor affected by speed that influences motorists' selection of an appropriate driving speed. However, travel time costs are not equally distributed either by road class or by road user. The highest travel-time costs occur on high-speed roads, particularly Interstate highways and freeways, where speed regulation, if enforced, can increase driving time under free-flowing traffic conditions. Commercial truckers and business travelers are heavy users of these types of roads and typically drive more miles than the average motorist. Consequently, the economic cost of increased travel time and lost productivity from speed reduction measures can be substantial for these road users.

Currently, fuel and other vehicle operating costs play a relatively minor role in motorists' selection of an appropriate driving speed. The relationship between speed and fuel use is unambiguous—fuel economy is inversely related to driving speeds above about 55 mph (89 km/h) for passenger vehicles, on the average, and at somewhat lower speeds for light and heavy trucks. After more than a decade of low fuel costs, however, drivers have little incentive to consider fuel costs in their choice of speed.

Driving speed is clearly linked with vehicle emissions that contribute to metropolitan air pollution and emissions of CO₂, a greenhouse gas closely associated with global warming. High driving speeds are also associated with noise pollution. U.S. drivers, however, have never directly paid for these costs. Thus, at present, the choice of an appropriate driving speed is not affected by consideration of environmental costs.

These findings have several implications for managing speed. First, the unambiguous relationship between speed and crash severity alone is sufficient justification for controlling driving speeds. Second, if they are enforced, speed limits—the most common method of managing speed—can help restrict travel speeds, particularly at the very high speeds where the injury consequences of crashes are the greatest. Third, deviation of driving speeds from the average speed of traffic is associated with crash involvement. Thus, speed limit policies should attempt to minimize speed dispersion.
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The preceding chapter provided evidence of a close link between speed and safety. Speed is directly related to injury severity in a crash, reflecting the laws of physics. The link between speed and the probability of being in a crash is weaker, reflecting the fact that motor vehicle crashes are complex events that can seldom be attributed to a single factor.

The evidence presented, however, is sufficiently strong to reaffirm the need for managing speed. In this chapter, one of the primary
methods of managing drivers’ choice of speed—the imposition of speed limits—is discussed. Speed limits are part of a speed management system, which involves laws and a process for setting reasonable speed limits as well as enforcement, sanctions, and publicity. The chapter begins with an explanation of why regulatory intervention is justified. After a brief history of speed regulation, the major methods of establishing speed limits are introduced and their strengths and weaknesses summarized. The application of speed limits to different road classes and roadway environments is considered next. A review of what is known about the effect of speed limits on driver behavior and safety follows, drawing heavily on studies of recent changes in speed limits both in the United States and abroad. The chapter ends with a discussion of the implications of these findings for speed limit policies.

REGULATING SPEED—A THEORETICAL JUSTIFICATION

Drivers continually make choices about appropriate driving speeds, making their own assessment concerning the amount of risk they are willing to bear. Because drivers have a strong incentive to complete their trips safely, one could ask why they should not be left to choose their own travel speeds. There are three principal reasons for regulating drivers’ speed choices: (a) externalities,¹ that is, the imposition of risks and uncompensated costs on others because of inappropriate speed choices made by individual drivers; (b) inadequate information that limits a motorist’s ability to determine an appropriate driving speed; and (c) driver misjudgment of the effects of speed on crash probability and severity.

The strongest case for regulatory intervention can be made on the grounds of externalities. Drivers may not take into account the risks imposed on others by their choice of an appropriate driving speed.

¹ Externalities are defined as the “effect that occurs when the activity of one entity (a person or a firm) directly affects the welfare of another in a way that is not transmitted by market prices” (Rosen 1995, 91).
For example, drivers who choose to drive very fast relative to other traffic or very fast for existing road conditions in exchange for a shorter trip time may accept the higher risk of death or injury for themselves, but their choice almost certainly increases the risk of death and injury for other road users. Even a single-occupant, single-vehicle crash imposes medical and property damage costs that are not entirely paid for by the driver. Other externalities in the form of higher fuel consumption or higher emissions resulting from higher driving speeds are not directly paid for from current fuel or vehicle operating taxes. Such externalities are the major theoretical justification for the imposition of speed limits. (Speed limits, of course, are not the only possible regulatory response.) The externalities—particularly the risks to others—may be relatively small on lightly traveled Interstate highways but quite large on streets adjacent to schools or in highly congested areas. The differences in the effects of the externalities are important to consider in setting appropriate speed limits on different types of roads.

Regulatory intervention is also justified if drivers are systematically making “wrong” choices because of a lack of information or an inability to understand the information presented to them. (A wrong choice is defined as a choice that is different from the choice drivers would make if they had and understood all the relevant information.) For example, some drivers may not correctly judge the capabilities of their vehicles (e.g., stopping, handling) or anticipate roadway geometry and roadside conditions sufficiently to determine appropriate driving speeds. These circumstances may not be as relevant for experienced drivers driving under familiar circumstances, although these drivers can make inappropriate decisions because of fatigue or other factors. Inexperienced drivers, or experienced drivers operating in unfamiliar surroundings, are more likely to underestimate risk and make inappropriate speed choices. For example, even experienced drivers may not make informed choices when faced with entirely new driving circumstances, such as the southerner confronting snow or the easterner confronting a winding mountain road with no shoulders.

Another reason for regulatory intervention, which is related to the issues of information adequacy and judgment, is the tendency of some drivers to underestimate or misjudge the effects of speed on
crash probability and severity. For example, drivers may have a good sense of the relationship between driving speed and travel time, but they may not have as good an appreciation of the effect of speed on crash probability and crash severity. As noted in Chapter 1, there is some evidence that drivers systematically overestimate their driving skills and underestimate the risks of driving, particularly at higher speeds. Other drivers may simply be indifferent to speed regulations and will drive as fast as they can, ignoring the risks their speed choices impose on others. The justification for imposing speed limits, however, still leaves open the question of how the limits should be set, the topic of the following section.

METHODS OF SETTING SPEED LIMITS

Brief History of Speed Regulation

The idea of regulating the speed of motor vehicle travel has a long history. In fact, the first speed regulations predated the invention of the automobile by some 200 years. The town of Newport, Rhode Island, prohibited the galloping of horses on major thoroughfares in an effort to prevent pedestrian deaths; Boston, Massachusetts, limited horsedrawn carriages to a “foot pace” on Sundays to protect churchgoers (Ladd 1959). In 1901 Connecticut was the first state to impose a maximum speed limit of 8 mph (13 km/h) in cities (Labatut and Lane 1950).

A review of early speed legislation suggests that the primary purpose of regulating speed was to improve public safety (Parker 1997, 1); another goal was uniformity in state speed regulations (UVC 1967, 436). The Uniform Vehicle Code (UVC), first published in 1926, provided the framework for speed control as it is known today. The original code contained (a) a basic rule requiring motorists to operate at speeds reasonable and prudent for conditions and (b) maximum general speed limits\(^2\) in business and residential districts and other specific situations (e.g., grade crossings, in the vicinity of

---

\(^2\) These maximum limits were established as prima facie limits (UVC 1967, 437).
schools) (UVC 1967, 428, 437–438). The 1934 version of the UVC broadened the maximum speed limits to cover more general situations (e.g., urban districts) and introduced the concept of speed zones, wherein state agencies would determine alternative maximum speed limits at particular highway locations on the basis of engineering and traffic investigations (UVC 1967, 437, 446).³

With the rise of the traffic safety movement during the 1930s, the National Safety Council organized a Committee on Speed Regulation in 1936 to study the speed problem. Its report (NSC 1941) reiterated the framework laid out by the UVC—a basic rule, maximum general speed limits, and authority for establishing speed zones on the basis of a traffic engineering study. The committee recommended that state legislatures adopt uniform speed legislation based on this framework (NSC 1941, 5, 15). Above all it recommended a balanced approach toward speed control, directed at speed “too fast for conditions” rather than at speed in excess of some arbitrary general limit (NSC 1941, 4). At the time the committee was conducting its work, cars were capable of reaching speeds of 80 to 100 mph (129 to 161 km/h), but the general statewide speed limit in many states was 35 to 45 mph (56 to 72 km/h) (Joscelyn and Elston 1970, 32).

With the tremendous growth in motor vehicle travel and further improvements in the highway system and the automobile during the 1930s and 1940s, the motoring public clamored for speeds higher than the maximum posted limits, which were frequently ignored because they were considered below those deemed reasonable by motorists (The American City 1950). In response, traffic engineers began to advocate an approach to setting speed limits (described subsequently) that is based on operating speeds as well as other factors. This method attempts to define a safe speed but also accommodates drivers’ desire for a reasonable speed.

³ The 1926 UVC had previously recommended that local authorities be empowered to increase speed limits on through highways under their jurisdiction (UVC 1967, 450).
Considerations in Establishing Speed Limits

**General Speed Limits Versus Speed Zones**

In any discussion of speed limits, it is important to distinguish between general limits, which apply statewide or even nationwide, and limits in speed zones, which apply to a particular section of road. The former are set by legislation—by state statute, municipal ordinance, or Congress (ITE 1992, 347). Typically, general or legislated limits apply to a category of highway (see glossary)—a freeway or an arterial, for example—and reflect the design characteristics of the particular road class. They also differ by area, distinguishing rural from urban or local roads. By definition, general speed limits represent a compromise; they may be well suited for some roads but are either “too high” or “too low” for others (Harwood 1995, 89).

Speed limits in speed zones, on the other hand, are established by administrative action and are intended to be determined on the basis of an engineering study (ITE 1992, 347). The limits are tailored for a specific length of road where the general limit is deemed to be inappropriate. Guidance is abundant on how to conduct the requisite engineering assessment of the traffic, road, and land use conditions that should be considered in establishing an appropriate speed limit in a speed zone (Harwood 1995, 89).

**Uniformity**

One might ask why speed zones are not established for every road segment, thereby tailoring speeds to the particular characteristics of the road and the location. Besides creating obvious resource problems because of the requirement to both undertake the necessary engineering studies and post signs on each highway section, a system of frequently changing speed limits would create confusion for the driver (Harwood 1995, 90). It could encourage a patchwork of different speed limits that may or may not be consistent across road classes and locations (Figure 3-1). The current system of statutory limits with speed zones as exceptions has the merit of encouraging uniformity and consistency of speed limits across a broad range of highways.
Objectives of Speed Limits

The primary purpose of speed limits is to enhance safety by reducing the risks imposed by drivers’ speed choices. Speed limits enhance safety in two ways. They have a limiting function. By establishing an upper bound on speeds, the objective is to reduce both the probability and severity of crashes. Speed limits also have a coordinating function—to reduce dispersion in driving speeds (Lave 1985); more uniform speeds are associated with fewer vehicle conflicts. Another function of speed limits, which is related to their coordinating function, is to achieve an orderly flow of traffic and improve traffic flow efficiency. Once established, well-conceived speed limits help determine a reasonable standard for enforcement. Historically, speed limits have also been established for energy conservation purposes during times of national crisis.
Those who set speed limits attempt to balance road user safety and travel efficiency, among the many other factors that determine drivers’ speed choice. Determining the optimal trade-off between these objectives depends, in part, on the function of the road. On limited-access facilities built to move traffic efficiently, greater emphasis may be placed on minimizing travel time without compromising safety. On local roads, where the primary function is access to abutting property, speed limits may be set to accommodate access rather than the efficient movement of traffic (Harwood 1995, 90).

**Informational Content and Reasonableness**

Whatever trade-offs are made between safety and travel time in establishing speed limits, posted limits ought to convey information to drivers. According to current practice, the numerical value on the sign advises the motorist of the maximum speed at which a driver can lawfully proceed under favorable conditions (e.g., good weather, daylight, and free-flowing traffic). Drivers are expected to reduce their speeds as these conditions change. The maximum speed limit should be related to the actual risk characteristics of the road (e.g., curvature, lane width) if drivers are to perceive the speed limit as credible and if adequate levels of voluntary compliance are to be achieved (Fildes and Lee 1993, 22). State and local governments do not have the resources—nor do they perceive it as a good use of resources—to apprehend and penalize large numbers of out-of-compliance drivers. Routine violation of speed limits by the majority of drivers may breed contempt not only for speed limits but also for other traffic regulations. As a general proposition, then, speed limits should be set at levels that are largely self-enforcing so that law enforcement officials can concentrate their efforts on the worst offenders. This goal, however, may not be achievable on all road classes (e.g., local streets) where lower driving speeds are desirable but speed compliance is poor. These roads may be candidates for other speed management strategies, such as traffic calming.
Primary Methods of Setting Speed Limits

The process of setting speed limits is often viewed as a technical exercise. However, the decisions concerning appropriate limits require value judgments and trade-offs that are appropriately handled by the political process—by Congress in the case of setting national speed limits and by state legislatures and city councils in determining general limits for highways under their respective jurisdictions. In this section, the major methods of determining speed limits are described. The section begins with a description of the methods most appropriate for setting statutory or legislated speed limits and continues with a discussion of the methods appropriate for setting speed limits in speed zones (Table 3-1).

Statutory Limits

Statutory national speed limits were imposed twice in U.S. history, both during times of national crisis. A federal speed limit of 35 mph (56 km/h) was imposed during World War II. More recently, Congress established the NMSL of 55 mph (89 km/h) during the energy crisis of 1973 to reduce reliance on imported oil. In both cases, the objective was to reduce energy costs rather than transportation costs. Safety benefits and travel time costs were a by-product rather than an intrinsic part of the initial determination of an appropriate speed limit.4

Following repeal of the NMSL in 1995, most state legislatures acted to raise speed limits on highways subject to the 55-mph (89-km/h) speed limit. Many states reverted to the maximum general speed limits in effect for these highways before the NMSL was enacted. Other states established new speed limits on these highways. Legislative decisions typically were accompanied by public input and technical support provided by state departments of transportation (DOTs). Before posting speed limit increases, many state

---

4 Benefit-cost considerations, particularly the trade-offs between loss of life, injury costs, and time savings, were more directly considered and debated when Congress decided to allow states to raise speed limits on rural Interstates in 1987.
Table 3-1  Characteristics of the Primary Methods of Setting Speed Limits

<table>
<thead>
<tr>
<th>Speed Limit Method</th>
<th>Most Common Application</th>
<th>Relation to Safety</th>
<th>Appropriateness by Road Class</th>
<th>Ease of Implementation</th>
<th>Relation to Enforcement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statutory limits</td>
<td>General limits</td>
<td>Trade-offs among safety, travel time, and other objectives are politically determined</td>
<td>Statutory limits typically are established by road class and sometimes by location (e.g., rural)</td>
<td>Difficult to achieve consensus on national limits except during times of crisis—easier to establish at state and local level</td>
<td>Can be difficult to enforce if limits are set arbitrarily</td>
</tr>
<tr>
<td>Optimum speed limits</td>
<td>General limits or speed zones</td>
<td>Safety is balanced with other objectives (e.g., travel time) to minimize social highway transport costs</td>
<td>Theoretically, should be adaptable for any road class</td>
<td>No known practical application—difficult to quantify key variables</td>
<td>If implemented, could be difficult to enforce because socially optimal speed limits are typically lower than what individual drivers would select</td>
</tr>
<tr>
<td>Engineering study method with speed limits set near the 85th percentile speed</td>
<td>Speed zones</td>
<td>Not necessarily a safe speed for all road classes; it depends, for example, on the dispersion of speeds between the slowest and fastest drivers</td>
<td>May not be as appropriate for urban roads, particularly residential streets, with greater mix of road users and functions than major arterials and freeways</td>
<td>Well-established methodology for determining 85th percentile speed</td>
<td>Helps establish a reasonable target of out-of-compliance drivers for enforcement</td>
</tr>
<tr>
<td>Expert system–based approach</td>
<td>Speed zones</td>
<td>Variable speed limits</td>
<td>Freeways</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-------------</td>
<td>----------------------</td>
<td>----------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Helps identify many factors, in addition to vehicle operating speeds, that may affect safety</td>
<td>Probably most useful and appropriate for roads in urban areas where speed limits based solely on 85th percentile speed may be inappropriate</td>
<td>Complex system to develop, requiring knowledgeable experts and computer capability</td>
<td>System has been used to target photo enforcement (i.e., where recommended program limit is substantially below drivers’ preferred operating speeds)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not fully demonstrated—some indication that more uniform speeds reduce crashes</td>
<td>Because of expense, most appropriate for highest-class roads with large traffic volumes</td>
<td>Limited experience in United States—new technologies are being introduced</td>
<td>Systems are often combined with photo radar enforcement</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
DOTs conducted engineering surveys of candidate state highways for speed limit increases, examining design speeds, pavement condition, traffic congestion, crash data, and existing travel speeds, among other factors, to determine where the limits could be safely raised. Many states are monitoring driving speeds and crash experience to determine whether further changes in speed limits should be legislated. At least one state, New Jersey, has raised speed limits on a trial basis pending the results of a study of the overall effect of the legislated increases.\(^5\)

Statutory speed limits also have a long history at the local level. Many local governments have set speeds by statute or ordinance on local roads. In recent years, citizen concerns about speeding, particularly on neighborhood streets, have led to lower speed limits and other measures to manage driver speeds in residential areas.

The concept of legislated speed limits has appeal from a policy perspective. The trade-offs between safety, travel time, and other costs implicit in setting speed limits involve value judgments that are often best resolved by the political process. On the other hand, legislated speed limits can be arbitrary. The recent NMSL, for example, had been criticized for not appropriately reflecting differences in geography and local traffic conditions.

**Optimum Speed Limits**

In the early 1960s Oppenlander proposed a scientifically based procedure for regulating vehicle operating speeds to set speed limits at an optimal level from a societal perspective (Oppenlander 1962). The

---

\(^5\) The legislation, enacted Jan. 19, 1998, raised speed limits to 65 mph (105 km/h) on 400 mi (644 km) of highways but requires the Commissioner of Transportation in consultation with the Attorney General and the authorities (i.e., New Jersey Highway Authority, New Jersey Turnpike Authority, and South Jersey Transportation Authority) to conduct an 18-month study of speeds, crash rates, fatalities, enforcement, air quality, and other issues to evaluate fully the effect of the 65-mph speed limit. They are requested to submit recommendations to the legislature as to whether the number of miles of highways eligible for 65 mph should increase, decrease, or remain the same [P.L. 1997, Chapter 415 (3)].
method recognized that individual drivers do not always select driving speeds that take into account the risks imposed on others by their choice. For example, driving at high speeds can increase the likelihood of a severe crash, which may involve other road users; it also results in added fuel consumption and higher emission levels, costs that are not entirely borne by the individual driver or even other highway users (MacRae and Wilde 1979, 136–137). Because of these external costs, the optimum speed for an individual driver is different from the socially optimum speed.

Oppenlander’s approach attempted to define costs per mile of travel as a function of speed for four cost categories: (a) vehicle operation, (b) travel time, (c) crashes, and (d) service (i.e., comfort and convenience) (Oppenlander 1962, 78). The cost curves were developed from studies of vehicular travel on various types of highways for different traffic situations, travel conditions, and types of motor vehicles (Oppenlander 1962, 78). The “optimal speed” was determined by solving for the minimum point on the total cost curve, which represented the minimum social cost of highway transport for a particular set of conditions (Oppenlander 1962, 78). The approach is most appropriate for establishing general speed limits for different road classes. However, it can also be used for setting speed limits in speed zones by adjusting optimal speeds to reflect the specific physical and environmental features of a given highway segment.

Marcellis (1962) attempted to apply Oppenlander’s theory for different types of travel (rural and urban), for different types of roads (two- and four-lane), and for different types of vehicles (passenger cars and commercial vehicles) during daytime and nighttime travel. He found an optimal speed that minimized the cost of traffic movement for each of these conditions.6 The recommended application of his results was the establishment of general speed limits (Marcellis 1962, 1).

6 For example, he found large differences, up to 11 mph (18 km/h), between the optimal speeds of passenger cars and commercial vehicles. There were also large differences in optimal speeds by area. In rural areas, the optimal speed for passenger cars was 50 mph (80 km/h); in urban areas optimal speeds decreased with an increase in the number of stops per mile from 41 to 29 mph (66 to 47 km/h). Lesser differences were found for optimal speeds on two- versus four-lane rural highways, and even smaller differences were found between daytime and nighttime optimal speeds (Marcellis 1962, 1, 59).
A more recent variant of this approach (Jondrow et al. 1982) determines the socially optimum speed by starting with the private optimum speed and then adjusting it to account for external costs. The potential benefit of this approach is that it is based on the driver’s judgment about the values of trip time, gasoline costs, and, most important, the value of life. It does not impose externally derived valuations of these parameters. The shortcoming is that it assumes a single representative driver, which implies that all drivers have the same preferred optimum speed.

Although conceptually appealing, optimum speed limits have never been used in practice. One problem, which is typical of most benefit-cost analyses, is the difficulty of quantifying key variables. Considerable work has been done on valuation of travel time as well as on the costs of injury and mortality, but there is no clear consensus on these estimates. Another issue is implementation. In their analysis, MacRae and Wilde (1979) attempted to estimate an optimum national speed limit—a preliminary estimate was between 55 and 60 mph (89 and 97 km/h). However, when consideration was given to recommending such a limit, it was not clear that the optimum limit would achieve its goal. Successful implementation of the approach depends on driver compliance and perception that the speed limit is reasonable and on the level of enforcement activity.

**Engineering Study Method**

The most common method for determining speed limits in a speed zone sets the limit on the basis of an engineering study. The study requires data collection and analysis in the determination of an appropriate limit. The data include measurement of prevailing traffic speeds, crash data, and information on highway, traffic, and roadside conditions not readily apparent to drivers.\(^7\)

---

\(^7\) Many roadside and roadway features are readily apparent to drivers and have already been taken into account in the speed they choose to drive. The factors that are not so readily apparent and that may warrant a lower speed limit include hidden intersections or driveways, lane drops, and other unexpected conditions.
A recent survey of state and local governments (Fitzpatrick et al. 1997) found that the 85th percentile speed is the most widely used factor for determining the level at which to set the limit. Other frequently considered factors included crash experience, roadside development, roadway geometry, and maximum speed limits set by state statute or local ordinance (Fitzpatrick et al. 1997, 52). Typically, the speed data—more specifically the 85th percentile speed—provide the first approximation of the speed zone limit (ITE 1992, 348). The limit may be adjusted from this value on the basis of the other factors.

Setting the speed limit near the 85th percentile, that is, the speed at or below which 85 percent of drivers operate their vehicles, assumes that most drivers are capable of judging the speed at which they can safely operate (Krammes et al. 1996, 7, 12). The 85th percentile speed is determined through spot speed studies of free-flowing traffic (i.e., traffic unimpeded by other vehicles), which yield a distribution of speeds from which the 85th percentile is calculated (Krammes et al. 1996, 7) (Figure 3-2). The implication for enforcement is that no more than 15 percent of motorists will be out of compliance. In practice, typical enforcement tolerances of between 5 and 10 mph (8 and 16 km/h) above posted limits further narrow the enforcement band.

As early as 1941, the report of the Committee on Speed Regulation (NSC 1941, 13) advocated determining critical or maximum safe speeds by observing the operating speeds at or below which 80 or 90 percent of drivers travel under normal weather and daylight conditions. Although the method was recommended for establishing

---

8 At least two additional measures of speed dispersion are available for calculating operating speed as a basis for setting speed limits. The first is the pace speed, which is defined as the 10-mph (16-km/h) range encompassing the greatest percentage of all the speed observations at a particular site. It is described by both the speed value at the lower end of the range and the percentage of all vehicles that are within the range and thus is an alternative indicator of speed dispersion (see glossary). The second is the skewness of the speed distribution. Research by Taylor (1965) found a strong relationship between the rate of occurrence of crashes and a skewed (i.e., non-normal) speed distribution on rural state highways. Hence, he argued that the appropriate speed for a speed zone should be based on changing the speed distribution from a nonnormal to a normal distribution by a “before” and “after” analysis of the actual speed distribution within the zone (Taylor 1965, 51).
appropriate speed limits in speed zones, it was also advocated as a way of determining proper values for general speed limits, particularly on rural highways. A 1960 survey of the member departments of the American Association of State Highway Officials found that the majority set speed limits in speed zones primarily on the basis of the 85th percentile speed, although a few departments used the 90th percentile speed; such factors as design speed, geometric characteristics, crash experience, traffic volumes, and development were secondary considerations (Sub-Committee on Speed Zoning 1969 in Joscelyn and Elston 1970, 99). The 85th percentile speed was accepted because traffic engineers often found that this was the upper limit of the 10-mph (16-km/h) pace (Carter 1949 in Joscelyn and Elston 1970, 94). Setting the speed limit near this point would encourage most drivers to travel at more uniform speeds, thus minimizing opportunities for vehicle conflict (Baerwald 1953 in Joscelyn

9 Speed limits on rural highways in some midwestern states were set at 50 mph (80 km/h), which the committee thought could be raised somewhat for daytime travel. Other states had not posted numerical limits for rural highways because of concerns about the adequacy of enforcement efforts. Speed limits based on operating speeds were perceived to be useful both in determining reasonable speed limits and for enforcement (NSC 1941, 14, 16).
and Elston 1970, 105). In addition, experience indicated that the 85th percentile speed appeared to be reasonable from a law enforcement standpoint (Tennessee Department of Highways 1968 in Joscelyn and Elston 1970, 99).

Analytic support for setting speed limits near the 85th percentile speed came from a series of traffic safety studies (Solomon 1964; Cirillo 1968; RTI 1970) whose strengths and weaknesses were discussed in the preceding chapter. The studies found that crash involvement rates on certain road classes were lowest for vehicles traveling in a speed range whose upper bound was about one standard deviation above average traffic speeds, or approximately at the 85th percentile speed.\(^{10}\) Thus, the 85th percentile speed not only represents the upper bound of the preferred driving speed of most drivers, but, according to some studies, for some roads it also corresponds to the upper bound of a speed range where crash involvement rates are lowest.\(^{11}\)

Setting the speed limit near the 85th percentile speed has great appeal from a behavioral and an enforcement perspective. However, it is less clear that the 85th percentile speed necessarily corresponds to the lowest crash involvement rates on all road classes. The safety benefits may well depend on the range of speeds. The narrower the speed dispersion—the less the spread between the average speed and the 85th percentile speed—the greater the safety benefits. This principle was illustrated with the imposition of the NMSL in 1973. The lower speed limit resulted in a considerable narrowing of the spread between the slowest and fastest drivers in 1974, contributing to the substantial reduction in fatalities in that year (Figure 3-3) (Godwin 1988, 25).\(^{12}\)

---

\(^{10}\)The relationship between crash involvement rates and deviation from average traffic speeds can also be used to establish minimum speed limits, particularly on limited-access highways designed for high-speed driving. Some states have set minimum speed limits on these highways at one standard deviation below the average traffic speed, or approximately at the 15th percentile speed.

\(^{11}\)According to most of these studies, crash involvement rates are lowest from about the 50th to the 85th percentile speed (Figures 2-1, 2-3).

\(^{12}\)In addition, the fuel shortages of the time caused people to travel less, and, because of high levels of motorist compliance, average speeds declined. Reduced travel and reduced speeds both affected safety.
Also, the 85th percentile speed is not stationary. Monitoring data collected on speeds, including the 85th percentile speed, following the relaxation of speed limits on some rural Interstates in 1987 showed an increase in 85th percentile speeds both for states that raised and states that retained the 55-mph (89-km/h) speed limit (Godwin 1992, 4). Data collected by the Insurance Institute for

---

13 Between 1986 and 1988, 85th percentile speeds changed by 1.7 mph (2.7 km/h) in 55-mph (89-km/h) states and by 3.2 mph (5.1 km/h) in 65-mph (105-km/h) states for which reliable data were available (Godwin 1992, 4). The increase in 85th percentile speeds in 55-mph states was attributed to higher-speed driving by motorists from other states accustomed to the 65-mph limit (Godwin 1992, 7). It could also have reflected a general relaxation in driver compliance with and enforcement of the 55-mph speed limit. However, because average speeds did not change as much in 55-mph states as 85th percentile speeds, speed dispersion [measured by the estimated standard deviation (85th percentile speed minus average speed)] was larger in these states than in 65-mph states (Godwin 1992, 4).
Highway Safety (Retting and Greene 1997) suggest that a similar “speed creep” phenomenon may be occurring in the wake of the repeal of the NMSL in 1995. Both 85th percentile speeds and speed dispersion (measured as the speed standard deviation) have increased (Retting and Greene 1997). The key issues of concern from a safety perspective are whether speeds will continue to increase with driver expectations of an enforcement tolerance and what effect these changes will have on crash frequency and crash severity. The findings from a review of studies on this topic are reported later in the chapter.

A final concern with setting the speed limit at the 85th percentile speed is that it may not be appropriate for all classes of roads. For example, property access, community concerns, and pedestrian safety are important factors in setting appropriate speed limits on many urban roads, particularly residential streets. Thus, basing speed limits on the 85th percentile speed—a measure of unconstrained free-flowing travel speed—will not be as appropriate on these streets as on major arterial highways where travel efficiency is the primary road function (Harwood 1995, 90). However, compliance with speed limits on urban roads is already poor, suggesting that setting the limits too low may create a greater enforcement burden or demand a greater tolerance for noncompliance. Lowering travel speeds, particularly on residential streets, may require other speed management strategies.

**Expert System–Based Approach**

Several states in Australia have developed an expert system–based approach to setting speed limits in speed zones. Victoria was the first state to embark on this approach in 1987 as the result of its comprehensive review of all aspects of speed management. The goal was to

---

14 Research on driver speed behavior on a sample of U.S. roads found that, on the average, 7 out of 10 motorists exceeded the posted speed limit in urban areas. Many of the current speed limits in these areas correspond to the 30th percentile speed (Tignor and Warren 1989, 2).
develop a more uniform and consistent approach to setting speed limits within speed zones (Donald 1994, 284).15

The decisions and judgments required to establish speed limits were thought to be particularly amenable to an expert system approach. Expert systems are computer programs that mimic an expert’s thought processes to solve complex problems in a given field (Donald 1994, 287). The problem must have a well-defined knowledge base, “experts” must be able to verbalize their knowledge and experience in the form of tasks to be undertaken and decisions to be made, and outcomes must be limited in number and clearly defined (Donald 1994, 287).

Development of the Victoria expert system VLIMITS, which was undertaken by the Australian Road Research Board (ARRB), began with field measurements at over 60 sites. Experts then reviewed the field data to elicit decision rules for determining appropriate speed limits for various road classes and traffic conditions. This “expert judgment” was reduced to a personal computer program, which leads the user through a series of question-answer menus that ultimately results in a recommended speed limit for a particular road section. VLIMITS was revised and updated in 1992. At the same time, development of related versions of the program—NLIMITS and QLIMITS—was begun for use in New South Wales and Queensland, respectively (Donald 1994, 293).16 The ultimate objective is to develop a single countrywide speed zone program.

The most recent version of the system takes the user through a five-step process (Figure 3-4), which includes (a) environmental characterization of the area (e.g., urban, rural), (b) roadway and roadside factors (e.g., divided highway, number of lanes), (c) a first approximation of a speed limit based on a and b, (d) special activities (e.g., school zone) or other factors that might modify the final zoning (e.g., zone length, adjacent zone speed limits), and (e) 85th per-

15 Similar to the United States, Australia uses general speed limits supplemented by speed zones where the general speed limits are not considered suitable for the particular road and traffic conditions.

16 Development costs for NLIMITS, the more recent system, were $51,800 U.S. (Coleman et al. 1996, 48).
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The output of this process is a recommended speed zone value; specific factors may also be flagged for further consideration. The system is programmed not to allow a value higher than the general speed limit established for the particular road class under consideration (Coleman et al. 1996, 48).

The expert system approach includes all the factors covered in the engineering study method. The main difference is the process. The expert system approach makes the factors and the decision rules involved in determining an appropriate speed limit more explicit.

The computer-based advisor\(^\text{17}\) is used primarily to assist regional road authorities to determine appropriate speed limits in speed

---

\(^{17}\) System developers have moved away from calling the program an expert system, because it does not “learn” from its previous experience. Rather, the current system
zones. Program results are not intended to be automatically adopted but to provide advice to those who must make the final decision. The system is also used by Local Council Authorities to respond to neighborhood requests, generally for lowering speed limits. Two additional uses in Victoria are by the Royal Automobile Club, primarily to respond to member complaints about unreasonable speed limits, and by the Victoria Police Department, who use it as a guide in selecting locations for speed cameras (personal communication, D. Donald, ARRB, Sept. 4, 1997).

In practice, on higher-speed roads, the computer advisory system recommends a speed limit that is close to the 85th percentile speed in most cases (Coleman et al. 1996, 48). The system appears to be most useful on roads where the 85th percentile speed is seen as an inappropriate basis for setting speed limits. Heavily trafficked urban areas with a mix of road users, including bicyclists and pedestrians, and heavy roadside activity (e.g., parking, access to businesses) fall into this category, and here the system—using a common set of criteria—is likely to recommend a lower speed limit more compatible with the needs of all road users. However, lower speed limits require high levels of enforcement to ensure compliance. In Victoria, as in other Australian states, photo radar is heavily used to enforce lower limits (personal communication with D. Donald, ARRB, Sept. 11, 1997).

Other Methods of Setting Speed Limits

Basic Law Limits
Another approach to setting speed limits is to leave it up to the driver to determine a reasonable and prudent travel speed. This is the current policy for passenger vehicles in Montana on Interstate highways during daylight hours. With the repeal of the NMSL, the

---

18 There are nighttime speed limits for passenger vehicles of 65 mph (105 km/h) on Interstate highways and 55 mph (89 km/h) on all other roads. Heavy trucks must obey 65-mph speed limits day and night on Interstate highways, and 60-mph (97-km/h) speed limits during the day and 55-mph speed limits at night on all other roads.
state reverted to its former law or “basic rule,” which affirms that “vehicles shall be driven in a careful and prudent manner, depending on the conditions at the time and place of operation.” The issue, of course, is how drivers and law enforcement officials interpret “careful” and “prudent” (Figure 3-5).

**Variable Speed Limits**

Even when speed limits are made explicit, drivers are expected to adjust their speeds on the basis of actual conditions. Variable speed limits offer drivers guidance on appropriate maximum and minimum speed limits on the basis of real-time monitoring of prevailing traffic and roadway conditions, using dynamic information displays to inform motorists of the appropriate limits (Parker and Tsuchiyama 1985). Variable message signs, which provide information to motorists about speeds for specific conditions (fog, high crosswinds, work zones), have been in use for some time. Development of a new generation of technologies as part of the Intelligent Transportation Systems program has given new impetus to implementation of variable speed limit systems. Variable speed limits are now being used more widely, particularly on motorway systems in some European countries. For example, the Germans have an extensive system of variable speed limits, primarily to manage traffic flow under adverse environmental conditions on the autobahns. The systems have reportedly been successful in reducing crash rates (Coleman et al. 1996, 24). The Dutch (Van den Hoogen and

---

19 Minimum fines for violation of the basic rule were increased to $70, and the level of enforcement was increased. The number of fines for violations of the basic rule increased by 88 percent to more than 5,700 for the first 9 months of 1996 compared with the same period in 1995 (Montana Department of Transportation and Montana Highway Patrol 1996, 19, 41).

20 Variable speed limits and other speed management approaches are reviewed in detail in Appendix D in the section entitled “Automated Speed Management.”

21 The highway-related part of this program, whose primary objective is more efficient use of the existing roads, is focused on equipping both vehicles and highways with electronic controls to provide the driver with more real-time information on traffic conditions, among other objectives.
Smulders 1994) and, more recently, the British (TRL 1997) have introduced variable speed limits on a pilot basis on major motorways. Their primary purpose is to improve traffic flow in congested conditions by equalizing speeds in all lanes. Preliminary results indicate that, when the variable speed limits are in effect, traffic speeds are

---

22 Finland has also installed and is in the process of monitoring the effectiveness of a system of variable speed limit signs and message boards on a 9-mi (14-km) experimental section of a motorway to warn drivers of ice and other hazardous conditions (Pilli-Sihvola and Taskula 1996).

23 Variable speed limits are most effective, however, before traffic becomes heavily congested. Under heavily congested conditions, the limits are unable to affect stop-and-start driving (TRL 1997).
more uniform and—in the British pilot—automobile crashes are reduced (Van den Hoogen and Smulders 1994; TRL 1997). The results are promising, but more time is needed to determine whether these improvements can be sustained. Variable speed limit systems are not yet widely in use in the United States, but limited applications are being developed as part of the Intelligent Transportation Systems program.24

**Special Situations**

Speed limits are also developed for special situations.

*Advisory Speeds*

Engineers post advisory speeds to help drivers select safe speeds at hazardous locations, such as horizontal curves, intersections, exit ramps, or steep downgrades. The hazardous location warrants a lower speed than the general or posted speed limit, but rather than lowering the limit at each such location, traffic engineers post an advisory speed sign instead. Advisory speeds are not legally enforceable except under the basic speed law, which states that motorists must operate at speeds that are reasonable and prudent for conditions. Research suggests that advisory speeds have modest to little effect on driver speeds, particularly for drivers who are familiar with the road (Graham-Migletz Enterprises, Inc. 1996, 5). One reason for poor compliance is that posted advisory speeds are often set unrealistically low; the current criteria for setting advisory speeds on curves, for example, are based on vehicles and tests from the 1930s (Chowdhury et al. 1998, 32).

---

24 For example, the Nevada Department of Transportation in conjunction with the U.S. Department of Transportation is developing a variable speed limit system that reflects actual traffic speeds and weather conditions on a section of Interstate highway that is frequently subject to adverse weather. Deployment of the system will be accompanied by a monitoring effort to assess effects on driving speeds and crash experience. A similar system, called Travel Aid, was recently installed at Snoqualmie Pass near Seattle, Washington, to display weather-appropriate speed limits for motorists in an effort to reduce the large number of crashes on this stretch of road (Highway and Vehicle Safety Report 1998, 8).
Nighttime Speed Limits
At least four states—Montana, North Dakota, Oklahoma, and Texas—have different nighttime speed limits on certain classes of highways. The report of the Committee on Speed Regulation (NSC 1941) strongly advocated the imposition of nighttime speed limits from a public education perspective to impress on motorists the need to drive more slowly because of poorer visibility (NSC 1941, 18). The higher incidence and severity of crashes at night have also been used to support lower nighttime speed limits (Solomon 1964, 10, 13). Today, more crashes of all types occur during daylight hours—or in dark but lighted conditions—than at night under unlighted conditions or at dawn or dusk (NHTSA 1997, 47). Thus, special nighttime limits are much less common. Moreover, such limits are considered difficult to enforce. Drivers show little inclination to decrease speeds in nighttime conditions.25 Finally, lighting of highways, vehicles, and signs has improved.

School and Work Zone Speed Limits
Special regulatory speed limits are often used in school and work zones. Many jurisdictions establish special speed limits for streets in the vicinity of schools during certain hours of the day in response to the public perception that lower speeds improve safety (Graham-Migletz Enterprises, Inc. 1996, 5). Studies of the effectiveness of school zone limits, however, have generally found poor driver compliance, particularly when the limits are set very low, and no relationship between pedestrian crashes and the special limits (Graham-Migletz Enterprises, Inc. 1996, 5).

In recent years transportation departments have begun to use regulatory speed limits, rather than advisory speed warnings, in work zones. Similar to school zone limits, however, work zone speed limits alone26 have not proved very effective in reducing vehicle speeds

25 Data collected on free-flow average and 85th percentile speeds at six sites with speed limits ranging from 25 to 55 mph (40 to 89 km/h) found a 0- to 3-mph (5-km/h) difference for daytime, nighttime, and dawn and dusk driving (Harkey et al. 1990, 44).

26 Several studies found that the presence of law enforcement officers in work zones was effective in reducing motorist speeds (Graham-Migletz Enterprises, Inc. 1996, 6).
in work zones, and only limited evaluations of their effects on safety have been conducted (Graham-Migletz Enterprises, Inc. 1996, 5–7).

**APPLICATION OF SPEED LIMITS**

Establishing appropriate speed limits depends to a great extent on the class of road involved and its design features, traffic density, geographic location and land use, and to a lesser extent on the type of vehicles using the road. In this section, what is known about each of these factors and their effect on establishing suitable speed limits to encourage appropriate driving speeds is discussed.

**Roadway Functional Class and Geometric Characteristics**

Roadway functional class and geometric design features are among the characteristics with the greatest effect on driving speeds and the determination of appropriate speed limits. Research has shown that drivers tend to travel at higher speeds on highways with better geometric design characteristics regardless of posted speed limits (Garber and Gadiraju 1988, 20–21). Moreover, speed dispersion was shown to decrease when the difference between design speed—a surrogate for geometric design characteristics—and posted speed limits is low; the lower the speed dispersion, the lower the crash rates, controlling for type of highway (Garber and Gadiraju 1988, 23, 28).

Hence, one approach to establishing appropriate speed limits is to design or redesign roads so that their function and design characteristics are more apparent to drivers and more closely aligned with desired motorist driving speeds. The Dutch Government has officially adopted a policy and implementation program known as sustainable road safety, one of whose primary goals is prevention of traffic crashes by rationalizing the road system. A long-term approach, the program attempts to distinguish roads more clearly by their primary function (e.g., traffic flow, traffic distribution, access) and to encourage more homogeneous use of each road, preventing large differences in vehicle speed and even separating different types of traffic where necessary (Transport Research Centre 1996, 6). The theory is that a more uniform and predictable traffic system should
enhance motorists’ ability to determine appropriate driving speeds, thereby reducing the incidence of speeding and other traffic conflicts that may lead to crashes.

Similar efforts to bring road design more closely in line with desired vehicle speeds are under consideration in the United States, although the extent of mileage and the diversity of conditions on U.S. highways will likely preclude as comprehensive an approach as in the Netherlands. Specifically, efforts to identify geometric design characteristics that influence motorists’ speeds on low-speed urban streets [i.e., below 40 mph (64 km/h)] and on two-lane rural highways—roads with some of the highest crash rates—are being pursued.  

**Traffic Density**

Traffic density is also a key factor affecting drivers’ choice of speeds and the determination of appropriate speed limits. On freeways, for example, speed-flow analyses show that average traffic speeds are relatively constant for a wide range of traffic volumes, slowing modestly until conditions reach breakdown levels (TRB 1998, 3-10). On two-lane rural highways, which have more limited capacity and more restricted geometric design features, travel speeds tend to deteriorate more rapidly with increasing traffic volumes.

In its report, the Committee on Speed Regulation of the National Safety Council advocated setting speed limits for average traffic conditions where the speed limit is prima facie, thereby allowing some leeway for higher speeds when traffic is light and other conditions are favorable (NSC 1941, 15). Where a maximum speed limit is used, however, the recommendation was to set the speed limit for light traffic conditions to avoid an unreasonably low limit (NSC 1941, 15). Today, most speed limits are set for favorable conditions—light traffic, dry pavement, and daylight.  

---

27 These approaches are discussed at greater length in Chapter 5.

28 In fact, policy guides for setting speed limits in speed zones require that speed studies be conducted during off-peak traffic hours during the day in fair weather conditions when traffic speeds are unimpeded.
judgment and slow down when high traffic volumes, poor weather and visibility, or other adverse conditions are present.

By using variable speed limit systems, speed limits can be adapted on a real-time basis to different traffic and environmental conditions (e.g., wet weather, reduced visibility). Although drivers already adapt their speeds to different traffic conditions, variable speed limits can provide more uniform guidance on appropriate speeds for conditions and fine-tune this guidance even on a lane-by-lane basis. Currently, the high cost of variable speed limit systems—between $0.6 million and $1.6 million U.S. per mi ($0.4 million and $1 million U.S. per km)—limits their use to high-volume or high-crash locations where environmental or traffic conditions create large fluctuations in desired speeds (Coleman et al. 1996, 57).

**Geographic Location and Land Use**

Determination of the appropriate balance between risk and travel time in setting speed limits will vary by land use as well as road class. For example, on many rural freeways and on some nonlimited-access rural roads, vehicles can travel long distances largely under free-flowing traffic conditions, where the opportunities for vehicle conflict (e.g., intersections, restricted sight distance) are limited and enforcement is difficult. These conditions suggest that vehicle operating speeds and travel efficiency should be more important in the determination of speed limits for these highways than for other road classes.

Urban freeways have many of the characteristics just described. However, peak-period traffic congestion, more entering and exiting traffic, and generally more frequent interchanges suggest the need for somewhat lower speed limits than on rural freeways. Variable speed limits would be appropriate for this road class to manage temporal changes in traffic demands and speeds.

Many nonlimited-access rural roads, particularly two-lane roads, have restrictive roadway geometry (e.g., sharp curves). Moreover, drivers may not always be able to anticipate appropriate speeds. Speed limits should reflect these poorer conditions. Appropriate use of speed zones and advisory speed warnings can alert the driver to problem areas or to particularly hazardous locations.
Determining appropriate speed limits on nonlimited-access roads in urban areas poses a more complex problem. Urban roads often have more than one function—access as well as traffic flow. Potential for vehicle conflicts is high because of roadside development and activities, intersecting streets and driveways, parking, traffic signals, and general traffic density. Urban roads also serve a broad range of users, including pedestrians and bicyclists in addition to motor vehicles. Thus, speed limits must meet the objectives of this broader group of road users. Speed limits that give priority to travel efficiency will not be valid for all urban streets.

As a solution, many European countries have adopted blanket urban speed limits for built-up city areas where access is the primary objective [e.g., 19-mph (30-km/h) zones in the Netherlands, Denmark, and Germany], sometimes in combination with car-free zones in central cities. These speed limit zones appear to have successfully reduced speeds and crashes within the zones, at least when implemented with complementary policies, such as publicity campaigns, engineering measures, and increased enforcement. With some exceptions, U.S. cities do not have the density of European town centers. Moreover, compliance with urban speed limits in the United States is already poor (Tignor and Warren 1989). Adoption of blanket limits would be difficult without more enforcement effort or a large enforcement tolerance.

Another approach, which was recommended by the 1941 report of the NSC Committee on Speed Regulation, is to establish special higher speed zones for arterial roads whose primary function is the distribution of traffic through a metropolitan area with lower general limits for specific core business and residential areas (pp. 49–50). However, this approach does not resolve the difficulty of enforcing low urban speed limits. Slowing traffic by engineering and traffic measures (e.g., speed humps, lane narrowing, turn prohibi-

29 There is some evidence, however, that part of the decrease in crashes is due to the decrease in traffic volumes in the zones and diversion of traffic outside the zones. This diversionary effect needs to be studied further to assess the net safety effects of urban speed zones. See the discussion in Appendix C.
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Traffic calming, known as traffic calming, has been advocated as an alternative approach to managing speed, particularly in residential areas. Setting appropriate speed limits on roads in rapidly developing urban fringe areas presents a special problem. The driving environment in these areas is complex; traffic volumes and roadside development create the potential for vehicle conflicts and conditions that frequently approximate more congested inner-city roads. Several studies have shown that drivers—particularly motorists exiting freeways who had been driving at highway speeds—have difficulty adapting to the more complex environment and reducing their speed (Várhelyi 1996, 25–26; Casey and Lund 1992, 135). However, lowering speed limits in fringe areas to reflect this environment appears to have little effect on average speeds or the uniformity of speeds; rather, it increases the percentage of out-of-compliance drivers (Ullman and Dudek 1987, 45; Thornton and Lyles 1996, 70).

Vehicle Characteristics

Several states have adopted differential speed limits on highways with heavy-truck traffic to reflect the different operating characteristics of heavy trucks and passenger vehicles (Table 1-1). Differential speed limits are widely used in Europe, where speed governors have been required on all heavy vehicles since January 1994 (ECMT 1996, 32).

Contrary to the perception of many motorists, passenger vehicles travel, on the average, 1 to 5 mph (2 to 8 km/h) faster than trucks on U.S. roads representing a range of different conditions and speed limits.

---

30 This approach is discussed in more detail in Chapter 5.
31 As Ullman and Dudek point out, lower speed limits were not accompanied by any increased enforcement or public notification, which could have changed driver compliance levels (p. 49).
32 Heavy trucks typically are defined as those weighing at least 26,000 lb (12 000 kg).
33 As of January 1, 1994, heavy goods vehicles over 12 tonnes entering into circulation in European Union member states must be fitted with a device that limits speed to 56 mph (90 km/h) and that limits passenger transport vehicles over 10 tonnes to 62 mph (100 km/h) (ECMT 1996, 32).
its (Harkey et al. 1990, 43–44). In urban areas, truck speeds are consistently about 3 mph (5 km/h) slower than car speeds (Tignor and Warren 1989, 2). Differential speed limits recognize the different performance characteristics of these vehicles by establishing lower speed limits for heavy trucks, although in many cases the speed limit differential is 10 to 15 mph (16 to 24 km/h) (Table 1-1).

Advocates of lower speed limits for heavy trucks point to their lower acceleration, more limited maneuverability, and longer stopping distances from a given speed\(^{34}\) relative to passenger vehicles. At higher speeds, these features in combination with the heavy weight of large trucks may increase crash probability and most certainly increase the severity of crashes that do occur. Opponents of differential speed limits maintain that the speed differences introduced by lower limits for trucks are likely to increase the potential for vehicle conflicts from lane changes and passing maneuvers and thus increase crash probability.

Several studies have been conducted on the effects of differential speed limits on speed and safety on U.S. highways, particularly since 1987 when Congress allowed states to raise the maximum speed limit to 65 mph (105 km/h) on qualifying sections of rural Interstate highways.\(^{35}\) States that raised speed limits were faced with the decision of whether to set the limits uniformly for all vehicles.

Several studies reported that average truck speeds were lower in states with differential speed limits (Baum et al. 1991a, 6; Harkey and Mera 1994, 54). More important, speed dispersion increased for vehicles of all types on roads with differential speed limits, and these speed differences resulted in more interaction among vehicles and thus greater potential for conflict (Harkey and Mera 1994, 55; Garber

\(^{34}\) An offsetting factor in some situations, however, is the higher position of the truck driver’s eyes because of the higher position of the seat in the vehicle, enabling the driver to see farther and thus to begin to brake sooner if needed.

\(^{35}\) On a recent Federal Highway Administration Study Tour for Speed Management and Enforcement Technology, no studies could be found of the effect of differential speed limits on speed and safety in the countries visited, which included the Netherlands, Germany, Sweden, and Australia (Coleman et al. 1996, ix).
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Changes in speeds associated with differential speed limits, including average speeds and measures of speed dispersion, were statistically significant only for speed limit differentials of at least 10 mph (16 km/h). Interestingly, greater speed differences on highways with differential limits of 10 mph were also associated with a significant reduction in the number of trucks traveling at very high speeds [i.e., greater than 70 mph (113 km/h)] (Baum et al. 1991a, 6; Harkey and Mera 1994, 55). On balance, however, the evidence supports the hypothesis that differential speed limits of 10 mph or greater tend to increase speed differences in the traffic stream.

The effects of less uniform driving speeds on safety are inconclusive. The studies that examined crash data (Garber and Gadiraju 1991; Harkey and Mera 1994) found that a greater percentage of crashes were rear-end and two-car collisions on roads with differential speed limits. But differences between highways with differential speed limits and highways with uniform speed limits in the total number, rate, and severity of crashes were not statistically significant, suggesting no safety advantage to the former (Garber and Gadiraju 1991, 36–39; Harkey and Mera 1994, 57). The results are not robust because of methodological shortcomings in study design (e.g., problems with site selection and representativeness, matching of speed with crash data). Thus, a strong case cannot be made on empirical grounds in support of or in opposition to differential speed limits.

---

36 Harkey and Mera measured speed dispersion by calculating the standard deviation of speed and the coefficient of variation [i.e., standard deviation divided by the average and expressed as a percentage (pp. 12, 22)]. Garber and Gadiraju measured speed dispersion using speed variance—the square of the standard deviation in speed (p. 19). Baum et al. (1991a) measured speed dispersion by observing differences in vehicle speeds at different percentiles—85th, 90th, and 95th—for states with and without differential speed limits. They did not find a statistically significant increase in speed dispersion in states with differential speed limits (p. 6).

37 Garber and Gadiraju (1991) only found significant differences (i.e., at the 95 percent confidence level) for two-vehicle, nontruck-nontruck crashes (pp. 34–35).

38 For example, Harkey and Mera collected detailed speed data on matched pairs of highways with and without differential speed limits, but the crash data were drawn from a single broad road category—mainline rural Interstates.
EFFECTIVENESS OF SPEED LIMITS

How effective are speed limits at managing traffic speeds? Two important indicators of effectiveness are traffic flow efficiency and safety (Joscelyn and Elston 1970, 106).

The effect of speed limits on traffic flow efficiency can be estimated by examining speed distributions and flow rates before and after speed limits have been established or changed. For example, a major objective of variable speed limits is to smooth traffic flows as traffic becomes more congested. The effectiveness of variable speed limits could be demonstrated by more uniform traffic flows and more even lane use, and such effects have been found (refer to preceding discussion of variable speed limits). It has not been demonstrated, however, that the changes have resulted in increased capacity. In heavily congested traffic, speed limits probably have little effect on traffic efficiency because most vehicles are traveling below the speed limit.

Most effort has been focused on assessing the effect of changes in speed limits on safety; a large body of literature exists on this topic. However, empirically establishing a relationship (or the absence of one) presents a difficult task. Studies of behavior change in real-world conditions are inherently messy, and the studies of driver responses to speed limit changes are no exception. The studies must disentangle numerous factors that contribute to driver choice of speed, using data that are often imprecise and general. For example, study data on speed distributions are often highly aggregated. Ideally, speed distribution data must be closely linked with crash data to understand both whether and how actual speed changes—as opposed to changes in speed limits—have affected crash probability and outcomes. Even when speed data are good, isolating the effect of the speed change from all the other factors that affect traffic safety (e.g., changes in traffic volume, alcohol use) to establish a causal link between changes in speed limits, speeds, and crashes is extremely dif-

39 This section draws heavily on a literature survey of the effect of changes in speed limits on speed distributions and highway safety especially commissioned for the study committee, which is presented in its entirety as Appendix C.
ficult. In addition, few studies have analyzed the effects of alternative enforcement levels in combination with speed limit changes (Finch et al. 1994, 5) to assess how a key determinant of driver speed choice—enforcement—may interact with a change in the speed limit. Finally, coverage can be a problem. Many studies simply examine the direct effects of speed limit changes on those highways where the limits have changed. However, because highways form a network, where a change on one part of the system is likely to affect other system links, a comprehensive analysis should take into consideration traffic diversion and spillover effects to obtain a complete understanding of the net safety effects (McCarthy 1994, 355–356). Recognizing these limitations, the following discussion focuses on the most methodologically sound studies of recent changes in speed limits both in the United States and abroad.

Review of U.S. Studies of Changes in Speed Limits

Numerous studies of the effects of the imposition of the NMSL on speed and safety were conducted in 1974. These studies are not included here because they were extensively reviewed in an earlier assessment of the effects of lowering speed limits on major highways (TRB 1984). The TRB study of the effects of the 55-mph (89-km/h) speed limit found that the lower limit reduced both travel speeds and fatalities, although driver speed compliance gradually eroded.

In recent years, there have been two major changes in speed limits in the United States. In 1987 Congress allowed states to raise the NMSL on qualifying sections of rural Interstate highways to 65 mph (105 km/h) from 55 mph (89 km/h). Forty states raised their limits accordingly and numerous studies were conducted, nationally and at

---

40 The diversion effect refers to shifts in travel to roads where speed limits have been raised. The spillover effect refers to the adjustments resulting from the diversion effects. For example, if increased speed limits on rural Interstates have diverted traffic from roads with lower speed limits, then the remaining traffic on these lower-speed roads may be able to travel faster. The net effect on safety is ambiguous, however; the reduced traffic on the lower-speed road improves safety, but the higher speed may not.
the state level, to determine the effects of this change on traffic safety. In 1995 Congress repealed the NMSL entirely. As of the writing of this report, 49 states have raised maximum speed limits and many are monitoring the effects on speed and safety.

**Review of Studies of 1987 Change in NMSL on Rural Interstate Highways**

This review included both national and state studies of the effect of the speed limit changes. For the most part, it concentrated on studies that examined at least 2 years of postchange experience.

**Effect of Speed Limit Changes on Driver Speeds**

Most studies that examined the effect of speed limit changes on speed distributions provided information on several key speed measures, including average traffic speeds, 85th percentile speeds, and speed dispersion (typically defined in these studies as the difference between 85th percentile speeds and average traffic speeds).41 Some of the key national studies reviewed for this report (Table 3-2) found that raising rural Interstate speed limits resulted in higher average and 85th percentile speeds on the affected highways and an increase in speed dispersion of about 1 mph (2 km/h).42 Figure 3-6 shows the National Highway Traffic Safety Administration’s (NHTSA’s) estimate of the change in the distribution of travel speeds on rural Interstate highways between 1986 and 1990 for the 18 states that raised speed limits and continued to monitor speed data (NHTSA

---

41 This definition of speed dispersion can be traced to the 1970 Research Triangle Institute study, one of the most careful efforts to examine the relationship between crash involvement rates and speed deviations from the average traffic speed by relating the speed of vehicles involved in crashes to the actual distribution of speeds in the traffic stream at the time of the crash. Analysis of the speed data collected for that study found that one standard deviation was approximately ±7 mph (11 km/h) from the average traffic speed, following a normal distribution, the same as the 85th and 15th percentile speeds, respectively (West and Dunn 1971, 54–55).

42 Average speeds increased on the order of 4 mph (6 km/h) or less for a 10-mph (16-km/h) increase in the speed limit. Eighty-fifth percentile speeds increased by roughly the same magnitude (see Appendix C).
### Table 3-2  Summary of Selected National Studies on Speed and Safety Effects of 1987 Speed Limit Changes on Rural Interstate Highways

<table>
<thead>
<tr>
<th>Authorship and Date of Study</th>
<th>Data and Analysis Method</th>
<th>Major Findings—Speed</th>
<th>Major Findings—Safety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Garber and Graham 1989</td>
<td>40 states that raised speed limits by mid-1988 Pooled time series regression (1976–1988)</td>
<td>No speed data</td>
<td>In 65-mph states, 15 percent median increase in fatalities on rural Interstates among the 40 states, controlling for exposure and other variables; 5 percent median increase in fatalities on rural non-Interstates</td>
</tr>
<tr>
<td>McKnight et al. 1989</td>
<td>Twenty 65-mph states; eight 55-mph states Quasi-experimental ARIMA models Before/after analysis (1982–1988)</td>
<td>65-mph states: 48 percent increase in speed (measured as speeds &gt; 65 mph) on rural Interstates; 9 percent increase in speed on other 55-mph roads 55-mph states: 18 percent increase in speed on rural Interstates; 37 percent increase in speed on other 55-mph roads</td>
<td>65-mph states: 22 percent increase in fatal crashes on rural Interstates; 1 percent increase in fatal crashes on other 55-mph roads 55-mph states: 10 percent increase in fatal crashes on rural Interstates; 13 percent increase in fatal crashes on other 55-mph roads</td>
</tr>
</tbody>
</table>

(continued on next page)
### Table 3-2 (continued)

<table>
<thead>
<tr>
<th>Authorship and Date of Study</th>
<th>Data and Analysis Method</th>
<th>Major Findings—Speed</th>
<th>Major Findings—Safety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baum et al. 1991b</td>
<td>Forty 65-mph states; eight 55-mph states Before/after odds ratio (1982–1986 versus 1989)</td>
<td>No speed data</td>
<td>65-mph states: 19 percent increase in fatalities on rural Interstates relative to other rural roads, taking into account changes in exposure and vehicle occupancy 55-mph states: no effect on odds ratio (changes on rural Interstates relative to changes on other rural roads)</td>
</tr>
<tr>
<td>NHTSA 1989</td>
<td>Thirty-eight 65-mph states; ten 55-mph states Before/after (1986–1988) Regression trend analysis (1975–1988)</td>
<td>3.0-mph increase in average speeds in 65-mph states 3.5-mph increase in 85th percentile speeds in 65-mph states 0.7-mph increase in estimated speed standard deviation (85th percentile minus average speed) in 65-mph states</td>
<td>65-mph states: 35 percent increase in fatalities between 1986 and 1988; 18 percent increase in fatality rates on rural Interstates 55-mph states: 9 percent increase in fatalities between 1986 and 1988; 0 percent increase in fatality rates on rural Interstates</td>
</tr>
<tr>
<td>Source</td>
<td>States and Speed Limits</td>
<td>Before/after Analysis</td>
<td>Methodology</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------------</td>
<td>-----------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>NHTSA 1992</td>
<td>Thirty-eight 65-mph states; ten 55-mph states</td>
<td>1986–1990</td>
<td>Regression analysis with comparison series (1975–1990)</td>
</tr>
</tbody>
</table>

(continued on next page)
Note: ARIMA = Autoregressive Integrated Moving Average. See Appendix C for discussion of methodology and more detailed discussion of study results. Equivalences between miles per hour mentioned in the table and kilometers per hour are as follows:

<table>
<thead>
<tr>
<th>mph</th>
<th>km/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7</td>
<td>1.1</td>
</tr>
<tr>
<td>3.0</td>
<td>4.8</td>
</tr>
<tr>
<td>3.4</td>
<td>5.5</td>
</tr>
<tr>
<td>3.5</td>
<td>5.6</td>
</tr>
<tr>
<td>4.1</td>
<td>6.6</td>
</tr>
<tr>
<td>55</td>
<td>89</td>
</tr>
<tr>
<td>65</td>
<td>105</td>
</tr>
</tbody>
</table>

\(a\) Speed analysis based on nine 65-mph states and seven 55-mph states.

\(b\) Speed analysis based on eighteen 65-mph states and eight 55-mph states.
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It shows a shift toward higher average traffic speeds and a wider speed dispersion, with more vehicles traveling at higher speeds. Actual speed effects, however, differed widely by state, suggesting the need for better control of other factors (e.g., weather) that may have affected driver speed changes.

The studies manifested two additional limitations. First, those that used comparison groups to examine the speed effects in states that raised the speed limit [65-mph (105-km/h) states] versus those

Figure 3-6 Estimated changes in the distribution of rural Interstate travel speeds between the fourth quarter of 1986 and the fourth quarter of 1990 in the 18 states that raised speed limits in 1987 (NHTSA 1992, 13). 1 mph = 1.609 km/h.

1992, 12). It shows a shift toward higher average traffic speeds and a wider speed dispersion, with more vehicles traveling at higher speeds. Actual speed effects, however, differed widely by state, suggesting the need for better control of other factors (e.g., weather) that may have affected driver speed changes.

The studies manifested two additional limitations. First, those that used comparison groups to examine the speed effects in states that raised the speed limit [65-mph (105-km/h) states] versus those

43 Changes were approximated using average and 85th percentile speed data provided by the 18 states, assuming a normal distribution of travel speeds on rural Interstates (NHTSA 1992, 12). From 1986 to 1990, reported average speeds for the 18-state group increased from 60.6 to 64 mph (98 to 103 km/h); 85th percentile speeds increased from 66.6 to 70.7 mph (107 to 114 km/h); and standard deviations, measured as the difference between 85th percentile and average speeds, increased from 6.0 to 6.7 mph (9.7 to 10.8 km/h).
that did not [55-mph (89-km/h) states] made the critical assumption that the only difference between the two groups of states was the speed limit change. However, an examination of states that retained the lower 55-mph limit shows that the majority (the exceptions are Alaska and Hawaii) are located in the eastern United States, where population density, levels of congestion, and traffic volumes are different from those of the states that raised speed limits. Second, to the extent that the studies examined the effects of raising the speed limit on speed distributions on other roads (i.e., the spillover effects on 55-mph highways in 65-mph states and on speed distributions on Interstate and non-Interstate highways in 55-mph states), the results are mixed.44

Effect of Speed Limit Changes on Safety
Conceptually, increased average traffic speeds are associated with greater crash severity. These findings appear to be borne out by national (Table 3-2) and state studies of the safety effects of raising speed limits to 65 mph (105 km/h) on rural Interstate highways. The studies generally found that raising the speed limit led to an increase in both rural Interstate fatalities and fatal crashes. Increased crash severity, even from modest increases in speed levels, is plausible because of the sharp increase in injury severity associated with increased vehicle speeds at impact.

Similar to the findings concerning the effects of speed limit changes on driving speeds, the safety effects were not uniform. For example, Garber and Graham, authors of a widely cited study (1989) that attempted to control for many other variables affecting highway safety,45 found a 15 percent overall increase in fatalities on rural Interstate highways for the 40 states that had raised speed limits.

44 For example, McKnight et al. (1989) found that in 55-mph (89-km/h) states, the percentage of drivers exceeding 65 mph (105 km/h) on rural Interstates increased by 18 percent and increased on other 55-mph highways by 37 percent. In 65-mph states, however, there were 48 and 9 percent increases, respectively. Traffic diversion could explain the large difference in the 65-mph states but not the difference in the 55-mph states.

45 The other variables included data on economic performance, seasonal effects, weekend travel, safety belt laws, and a time trend to capture the effect of changes in vehicle miles traveled.
However, the data for individual states showed that fatalities increased in 28 states and either decreased or were unchanged in 12 states.\textsuperscript{46} Similar cross-state heterogeneity was found in other studies.\textsuperscript{47} In addition, the studies reported mixed effects for fatalities and fatal crashes on non-Interstate roads in 65-mph (105-km/h) states.

These results, particularly the differences among states, are not surprising given the many differences in state geographic and traffic conditions and the difficulties in modeling the effects in small states with relatively few fatalities. Garber and Graham conclude that the preponderance of the statistical evidence supports a finding of increased fatalities on rural Interstate highways in most states but acknowledge the need to identify and control for other factors that may explain the heterogeneity of effects (Garber and Graham 1989, 15–16, 18).

The importance of controlling for factors that could affect highway safety other than speed limits was well illustrated by a series of follow-up studies conducted by Baum et al. (1991b) on the fatality consequences of the 65-mph (105-km/h) speed limits. Their study controlled for changes in vehicle miles traveled and vehicle occupancy. Without these adjustments, the study indicated that the odds of a fatality on a rural Interstate in 65-mph states in 1989 increased 29 percent over a base period (1982 to 1986). With the adjustments, the fatality risk increased by 19 percent (Baum et al. 1991b, 171). Similarly, estimates by NHTSA of increased fatalities for states that raised rural Interstate speed limits in 1987 dropped by one-third after travel increases were taken into account (NHTSA 1989, 1). The results illustrate the potential for biased estimates of speed limit effects when significant causal variables are omitted from the analysis.

The effects of a change in speed limits may spill over to other roads. Some studies have suggested that these network effects result

\textsuperscript{46} The increase was statistically significant in 10 states and the decrease in 2 states (Garber and Graham 1989, 15).

\textsuperscript{47} For example, Baum et al. (1989) found an overall 18 percent increase in fatalities on rural Interstates in 65-mph (105-km/h) states. However, a state-by-state analysis showed that fatality levels decreased in 14 of the 38 states analyzed.
in increased fatalities even on roads where speed limits are not changed (Garber and Graham 1989). Others suggest that network effects can offset the adverse effects of higher Interstate speed limits and result in a neutral (McCarthy 1994) or even positive (Lave and Elias 1994) systemwide net safety effect. Lave and Elias suggest two reasons for offsetting effects. First, when speed limits were raised on qualifying rural Interstate highways in 1987, state highway patrols were able to shift their resources from monitoring these highways, as the NMSL had required, to patrolling other less safe roads. Second, some traffic may have diverted from less safe, nonlimited-access roads to the safer, but now higher-speed, rural Interstate highways.

Lave and Elias (1994) looked for evidence of these effects. They found general support for increased flexibility in deployment of enforcement resources in police testimony (p. 50) and for the occurrence of traffic diversion in comparative data on traffic growth by road type in states that had raised or retained rural Interstate speed limits (pp. 52–53). Using Garber and Graham’s data set and model but substituting statewide fatality rates for Interstate fatalities as the dependent variable, Lave and Elias estimated that the new speed limits reduced statewide fatality rates by 3.4 to 5.1 percent (p. 61). Two subsequent comments—Griffith (1995) and Lund and Rauch (1992)48—took issue with the use of statewide data as too broad a measure of network effects and questioned the validity of the traffic volume data. Garber and Graham’s analysis had found evidence that spillover effects from higher rural Interstate speed limits on rural non-Interstate highways offset traffic diversion effects in most states. They reported a net median 5 percent increase in rural non-Interstate fatalities in those states in which speed limits had been raised (Garber and Graham 1989, 18).

McCarthy (1994) used county-level data to examine diversion and spillover effects as well as direct effects of raising speed limits to 65 mph (105 km/h) on selected rural Interstate highways in California. The author found statistically significant increases in total, fatal, and

48 This comment critiqued an earlier version of the Lave and Elias (1994) article.
injury crashes in counties where the speed limits had been raised (McCarthy 1994, 362). In counties where speed limits had not been raised, there was no evidence of spillover effects and some evidence of improving highway safety. The net effect across all counties showed no safety decrement. The author concluded that overall safety on California roads had not been compromised by the speed limit increase, but negative effects were experienced in the counties with rural Interstate highways where speed limits had been raised (McCarthy 1994, 362–363).

The issue of systemwide effects, particularly the selection of an appropriate analysis unit, is an important topic that requires further research and analysis.

Review of Studies Following Repeal of the NMSL in 1995

With repeal of the NMSL in 1995, the federal government no longer requires that states monitor driving speeds. However, several states that raised speed limits voluntarily collect speed and crash data on highways where the limits were raised. Reports based on these data have been released in several states and are focused primarily on Interstate highways where speed limits were raised first. NHTSA provided a report to Congress on the effects of the changes in the first year following repeal of the NMSL (NHTSA 1998).49 Finally, the Insurance Institute for Highway Safety (IIHS) released an assessment of the effects of speed limit increases on motor vehicle occupant fatalities during 1996 (Farmer et al. 1997).50

49 The NHTSA study addresses the effects of higher speeds on fatalities (not fatality rates) for three groups of states: (a) 11 states (Arizona, California, Delaware, Illinois, Massachusetts, Montana, Nevada, Oklahoma, Pennsylvania, Texas, and Wyoming) that raised speed limits in late 1995 and early in the first quarter of 1996, (b) 21 states that raised speed limits in late 1995 and early in the first quarter of 1996, and (c) 18 states plus the District of Columbia that did not raise speed limits (NHTSA 1998, v).

50 The IIHS study is focused on 12 states that raised maximum speed limits to at least 70 mph (113 km/h) between Dec. 8, 1995, and April 1, 1996: Arizona, California, Kansas, Mississippi, Missouri, Montana, Nevada, Oklahoma, South Dakota, Texas, Washington, and Wyoming. The comparison group included 18 states that either did not raise maximum speed limits in 1996 or raised them on less than 10 percent of urban Interstate mileage (Farmer et al. 1997, 3).
All of the studies are preliminary. At the time this report was written, most studies had accumulated only 1 year of data. Crash data, in particular, are limited; information on crash rates are often missing or preliminary, and with only 1 year of data, it is difficult to know whether the reported changes in crashes, crash rates, fatalities, and injuries represent a new trend or simply reflect normal year-to-year variations. Thus, drawing definitive conclusions from these studies is premature. However, the data they provide are provocative and worth a brief discussion here.

Effect of Speed Limit Changes on Driver Speeds
Most studies of speed limit changes in individual states tracked data on changes in speed, including average speeds and 85th percentile speeds, before and after the new speed limits came into effect.51 A few studies (Retting and Greene 1997; Pezoldt et al. 1997; Davis 1998; Montana Department of Transportation and Montana Highway Patrol 1996) also provided data on speed changes at the high end of the speed distribution [i.e., greater than 70, 75, and 80 mph (113, 121, and 129 km/h)]. Some state studies compared speed parameters on highways on which speed limits had been raised with those that had not.

Average speeds typically increased 1 to 3 mph (2 to 5 km/h) despite larger increases in the speed limit—a minimum of 5 mph (8 km/h). The relatively small changes in average speeds compared with the change in the speed limit may reflect poor driver compliance levels with the lower limit in effect before the change.

Eighty-fifth percentile speeds also generally increased by 1 to 3 mph (2 to 5 km/h). Thus, speed dispersion—at least as measured by the aggregate difference between the 85th percentile and the average speed—remained relatively unchanged 1 year after repeal of the NMSL. Retting and Greene (1997) found somewhat larger increases in speed standard deviations at selected locations (i.e., Riverside,

51 The NHTSA study (1998) did not report speed data. IIHS tracked speed data for selected locations in a separate study (Retting and Greene 1997).
California, and Houston, Texas) where careful “before” and “after” speed monitoring was conducted.52

A few studies found a large percentage of drivers violating the new speed limits. This suggests that some drivers expect the same enforcement tolerances of 5 to 10 mph (8 to 16 km/h) at the higher speed limits. For example, speed measurements taken on three urban freeways and one urban Interstate in Riverside, California, found that, 1 year after the speed limit was raised to 65 mph (105 km/h), 41 percent of drivers exceeded 70 mph (113 km/h)—up from 29 percent immediately before the change (Retting and Greene 1997, 43).53 Thus, there is some evidence that, when speed limits are raised, the distribution of traffic speeds not only shifts rightward with higher average speeds but also outward with a greater dispersion in speeds, at least at the high end of the speed distribution. Data from Montana on speed distributions on Interstate highways before and up to 9 months after the change in speed limits, although preliminary, provide a good illustration of the shifts for the full range of speeds (Figure 3-7). Following the speed limit change, the range in driving speeds widened initially, and average and 85th percentile speeds reportedly increased (Montana Department of Transportation

---

52 Retting and Greene (1997) found that speed standard deviation had increased from 6.2 to 6.5 mph (10 to 10.5 km/h) on three urban freeways (non-Interstate) and one urban Interstate highway in Riverside immediately before and 12 months after the speed limit was raised to 65 mph (105 km/h) for cars; the limit remained at 55 mph (89 km/h) for trucks (p. 43). The increase was larger for the same time comparison on urban freeways in Houston. Speed standard deviation increased from 5.9 to 6.8 mph (9.5 to 10.9 km/h) on four urban freeways (non-Interstate) and one urban Interstate highway where the speed limit was raised to 70 mph (113 km/h) for cars and to 60 mph (97 km/h) for trucks; lower nighttime speed limits—65 mph for cars and 55 mph for trucks—were in effect (pp. 43–44).

53 Retting and Greene (1997) also found that 14 percent of the drivers in Riverside exceeded 75 mph (121 km/h) 1 year after the speed limit was changed, up from 8 percent before the change (p. 43). Fifty percent of drivers on urban Interstates and freeways in the Houston metropolitan area were traveling faster than 70 mph (113 km/h) 1 year after the speed limit was raised to that level, compared with 15 percent immediately before the new maximum speed limit took effect (Retting and Greene 1997, 44); 17 percent exceeded 75 mph 1 year after the speed limit change compared with 4 percent immediately before (Retting and Greene 1997, 44).
Figure 3-7  Daytime traffic speed distribution on Interstate highways, Montana, 1995 versus 1996 (Montana Department of Transportation and Montana Highway Patrol 1996, 13). 1 mph = 1.609 km/h.

and Montana Highway Patrol 1996, 10, 15). Increased skewness or dispersion in speed distributions has been associated with a higher risk of crash involvement (Solomon 1964; Taylor 1965; Cirillo 1968; Harkey et al. 1990). Higher average speeds and 85th percentile speeds are clearly associated with greater crash severity.
Effects of Speed Limit Changes on Safety

Unfortunately, data to confirm or refute changes in safety attributable to changes in speed limits are presently limited. According to NHTSA, in the first year of experience with higher speed limits, states that increased speed limits experienced approximately 350 more fatalities on Interstate facilities than would have been expected on the basis of historical trends, or about 9 percent above expectations (NHTSA 1998, v). NHTSA regards the 9 percent increase as a lower bound. The agency noted that the estimated fatality increase follows historical patterns of similar increases associated with raising the speed limit, although the increase was not as large as in 1987 (NHTSA 1998, iii). All states that had increased speed limits in 1996 had statistically significant increases in Interstate fatalities compared with those states that had not increased speed limits (NHTSA 1998, 22). Only the “early change” group showed a statistically significant upward trend relative to historical trends (NHTSA 1998, 27). NHTSA concluded that without information on increased travel on higher-speed roads, shifts in travel, changes in average and top vehicle speeds, and other traffic safety factors, it was unable to determine how these other factors may have contributed to the increase in Interstate fatalities (NHTSA 1998, v). It is not clear that travel data can ever be collected that would allow changes in exposure to be separated from changes in risk. The NHTSA study did not address the issues of diversion and spillover effects to determine net safety effects because the data were preliminary and limited.

54 The study compared fatalities in 1996 with historical trends since 1991 for the three analysis groups (NHTSA 1998, v).
55 The current calculations use total Interstate fatalities for estimating absolute and percentage changes. However, if much less than 100 percent of Interstate mileage was affected by increased speed limits, then the baseline number of fatalities used in the denominator for computing the percentage change would be too large, and the percentage change would be too small. Also, the current analysis did not include any spillover effects on non-Interstate roads (i.e., higher speeds and crashes on these roads), which, if found and linked to raising speed limits, would increase the fatality effect (NHTSA 1998, 30).
56 Estimates of vehicle miles traveled are not tabulated according to posted speed limits. Thus, it is impossible to identify a suitable baseline of highways and travel
IIHS researchers found a larger safety decrement in their analysis of the initial experience with speed limit increases. They reported a statistically significant 16 percent increase in occupant fatalities and nearly a 17 percent increase in fatality rates for a 9-month period in 1996 on Interstate highways and freeways in 12 states that had raised maximum speed limits to 70 mph (113 km/h) by March 1996 (Farmer et al. 1997, 5, 9). In contrast, occupant fatalities had increased 4 percent on Interstate highways and freeways in the 18-state comparison group. (Comparable data were not reported for fatality rates.) Spillover effects, however, were small; no statistically significant differences were reported for occupant fatalities on roads other than Interstates and freeways for the two groups (Farmer et al. 1997, 10). This finding is not surprising, because many states raised speed limits on limited-access highways first. Thus, the net safety effect that was attributed to the speed limit increase was a 6 percent increase in total occupant fatalities on all roads combined (Farmer et al. 1997, 10).

The IIHS study is limited to a short period. The data were insufficient to analyze the effects of speed limit changes separately for each state. In addition, the comparison group approach assumes comparability between the two study groups, and, without controls for other factors that may have affected fatality rates, the estimates may be biased.

Studies from individual states were limited by data availability. NHTSA's review of findings from 10 states that provided data concluded that there is some evidence of a link between higher speed limits and increases in crashes, but the effects did not follow a consistent pattern in all states (NHTSA 1998, 52). In many states, the data on road sections where speed limits were raised as a basis on which to compare fatality outcomes (NHTSA 1998, 11–12).

57 A comparison of the effect of speed limit increases on rural and urban Interstate highways and freeways yielded mixed results. Speed limit increases on rural Interstates were associated with a statistically significant 11 percent increase in occupant fatalities; no statistically significant changes were found for speed limit increases on urban Interstates and freeways (Farmer et al. 1997, 9).

58 California, Idaho, Iowa, Michigan, Missouri, Montana, Nebraska, New Mexico, Texas, and Virginia.
data appeared to confirm IIHS’s finding of a significant increase in crash severity on roads where speed limits were raised. In California, for example, fatal crashes and fatal crash rates increased on freeways where speed limits had been raised to 65 and 70 mph (105 and 113 km/h).\(^5^9\) In Texas the effect was confined to fatal and serious injury crashes on urban Interstates where the speed limit was raised from 65 to 70 mph.\(^6^0\) Idaho had sharp increases in speed-related crash rates on urban Interstates where speed limits were raised to 70 mph but no corresponding increase on rural Interstates where they were raised to 75 mph (121 km/h) (Idaho Department of Transportation 1997).

Data from New Mexico are interesting for what they reveal about the importance of enforcement to driver compliance with speed limits. On two rural Interstate highways where speed limits were raised from 65 to 75 mph (105 to 121 km/h), speeds [i.e., average speeds, 85th percentile speeds, and the percentage of drivers exceeding 80 mph (129 km/h)] increased and so did crash frequency and severity.\(^6^1\) The increase in incapacitating injuries in multiple-vehicle crashes—mainly rear-end and sideswipe crashes—was linked to increases in

\(^{5^9}\) Fatal crash rates on California freeways increased 22 percent [from 0.4 to 0.5 per 100 million vehicle-mi (100 MVM) (0.2 to 0.3 per 100 million vehicle-km); from 330 to 403 fatal crashes] 11 months after speed limits had been raised from 55 to 65 mph (89 to 105 km/h) compared with the same 11 months before the new limits were introduced. Similarly, fatal crash rates on freeways increased 12 percent [from 1.5 to 1.7 per 100 MVM (0.93 to 1.1 per 100 million vehicle-km); from 165 to 185 fatal crashes] 11 months after speed limits had been raised from 65 to 70 mph (105 to 113 km/h) compared with the same 11 months before the new limits were introduced (California Department of Transportation, provisional data as of Dec. 31, 1996).

\(^{6^0}\) Average monthly serious crash frequencies (defined as crashes in which at least one person was killed or suffered an incapacitating or nonincapacitating injury) increased from 36 (Jan.–Sept. 1995) to 52 (Jan.–Sept. 1996). Serious crash rates increased from 13.6 to 18.8 per 100 MVM (8.5 to 11.7 per 100 million vehicle-km) for the same periods (Pezoldt et al. 1997, 21). Increases in serious crash frequencies and rates were statistically significant. A subsequent review by the Texas Department of Transportation (unpublished data, May 16, 1997), however, attributed most of the increases to severe winter weather and other factors (e.g., drunk driving, fatigue), largely unrelated to the higher speed limit.

\(^{6^1}\) Tow-away crashes increased by 29 percent, injuries by 31 percent, incapacitating injuries by 44 percent, and fatalities by 50 percent. All of the increases are statistically significant (Davis 1998, 1).
speed dispersion (Davis 1998, 2, 16–17). This experience was in sharp contrast to another rural Interstate—I-10—where speed limits had also been raised but where speeds remained relatively constant and injury crashes and crash severity showed a slight decline (Davis 1998, 1). The major differences were attributed to rigorous enforcement and the high percentage of heavy-truck traffic on I-10, which tended to keep all vehicle speeds lower.62

**Review of Studies of Changes in Speed Limits on Nonlimited-Access Highways**

Most U.S. studies have focused on changes in speed limits on limited-access highways. A recent study (Parker 1997), however, examined the effect of changes in speed limits—both increases and decreases—in short speed zones [typically less than 2 mi (3 km)] on rural and urban nonlimited-access highways. Changes in driving speeds and crash experience at these sites were compared with closely matched comparison sites where speed limits remained constant.63

The study found that changing posted speed limits had little effect on driving speeds. Specifically, a review of before and after speed data at the selected sites revealed that differences in average speeds, standard deviations of speeds, and 85th percentile speeds were generally less than 2 mph (3 km/h) and were not related to the amount the posted speed limit was changed (Parker 1997, 85).64 Part of the explanation may lie in the fact that the speed limit changes—at least increases in the speed limit—simply rationalized the speeds that drivers were already driving. In fact, where speed limits were raised
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62 The Doña Ana County Sheriff’s Office issued more than 1,000 citations for speeding under a grant from the Traffic Safety Bureau during the time the speed data were being recorded on I-10 (Davis 1996, 7).

63 The comparison sites could not be randomly drawn from the same population or source, but every effort was made to match as closely as possible the geometric, volume, and speed characteristics of the sites where the speed limits had been changed (Parker 1997, 9).

64 The researchers noted that the changes were statistically significant, primarily because of large sample sizes, but “not sufficiently large to be of practical significance” (Parker 1997, 87).
by 10 to 15 mph (16 to 24 km/h), there was a fourfold increase in driver compliance levels (Parker 1997, 46). Conversely, where speed limits were lowered, compliance levels declined sharply; drivers appeared to ignore the new, lower speed limits at these sites (Parker 1997, 46). The author concluded that changing posted speed limits alone—without additional enforcement, educational programs, or other engineering measures—has only a minor effect on driver behavior (Parker 1997, 87).

Not surprisingly, with such small speed changes, Parker found no evidence of changes in total crashes or fatal and injury crashes when posted speed limits were raised or lowered (Parker 1997, 86). The study findings, however, cannot be generalized to all nonlimited-access roads because the site selection process was not random. The lack of observed changes in driver behavior raises the concern that, if the planned speed limit changes simply legalized existing behavior, the results could be significantly biased in favor of the finding that the speed limit changes had little effect on driver behavior and thus offer little insight into the independent effect of a change in speed limits on the distribution of driving speeds.

Nevertheless, Parker’s results were confirmed in another recent study of speed limit changes for a range of road types, mainly nonlimited-access state highways (Agent et al. 1997). Data were collected on speeds and crashes at more than 100 speed zones in Kentucky where speed limits had been changed. In most cases, the speed limit was lowered to near 35th percentile speeds; the predominant change was from 55 to 45 mph (89 to 72 km/h). The study found modest changes in 85th percentile speeds—less than the change in the speed limit itself—whether the speed limit was raised or lowered (Agent et al. 1997, 12). Where 85th percentile speeds before the change were high relative to the new limit, modest
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65 “Before” speed limit levels ranged from 20 to 50 mph (32 to 80 km/h) (Parker 1997, 91–92).

66 It should be noted that safety issues and legal concerns are likely to preclude any experimental design that involves random site selection for speed limit changes.

67 For a more detailed discussion of the Parker study, see the section on Posted Speed Limits and Speeding Behavior in Appendix C.
reductions in speed were recorded but were accompanied by a high rate of noncompliance (Agent et al. 1997, 12–13). The authors concluded that motorists will drive at what they consider an appropriate speed regardless of the speed limit (Agent et al. 1997, iii). Not surprisingly, given the small changes in speed, no statistically significant changes were observed in the total number of crashes or fatal or injury crashes (Agent et al. 1997, 16).

The study exhibits many of the same limitations of the Parker study, mainly nonrandom selection of sites, that limit generalization of results. In addition, variability in data collection techniques for speed measurement may have affected the reliability of results. However, both studies suggest the need for reasonable speed limits and the difficulty of changing driver behavior where drivers perceive that an appropriate speed is other than the posted speed limit.

**Review of International Experience on the Effects of Changes in Speed Limits**

In addition to the U.S. research on the relationship between changes in speed limits and highway safety, a number of international studies have examined this issue. International studies of the effects of changes in speed limits on low-speed roads are numerous and were summarized briefly earlier in the chapter. This section focuses on a more limited number of recent studies of speed limit changes on high-speed roads.

In contrast to the United States, where most studies have evaluated the speed and safety effects of raising speed limits on limited-access highways, international studies have primarily examined the effects of reductions in speed limits. Studies of speed limit reductions in Sweden (Nilsson 1990; Johansson 1996), the Netherlands (Borsje 1995), Victoria, Australia (Sliogeris 1992), and Finland (Salusjärvi 1981) all reported results that are a mirror image of those found in the United States. Lower speed limits resulted in lower average speeds, although

---

68 This section also draws heavily on the review commissioned for this study, which is presented in its entirety as Appendix C.
the changes were typically less than the absolute reduction in the speed limit. Lower speed limits were also associated with reduced crash incidence and, in some cases, with reduced crash severity. Many of the studies, however, do not control for the potentially confounding effects of other policies undertaken at the same time as the speed limit change (e.g., public information campaigns, increased levels of enforcement) or other factors that may have affected highway safety (e.g., changes in amount of travel affecting exposure levels, safety belt legislation). Most studies failed to consider systemwide effects of speed limit changes to determine net safety effects. Any generalization of the results to the United States, of course, must be mindful of differences in highway networks, driving environment, and driving culture (there is more legal high-speed driving in European countries).

**SUMMARY**

The potential adverse consequences of speeding, particularly the risks imposed on others from an individual driver’s speed choice, are sufficient reason for regulating speed. Speed limits, one of the oldest methods of managing speeds, are intended to enhance safety by establishing an upper bound on speed to reduce both the probability and the severity of crashes. They also have a coordinating function; the intent is to reduce dispersion in driving speeds and thus reduce the potential for vehicle conflicts.

Numerous methods are available for setting speed limits, ranging from legislated limits on broad road classes, to limits in speed zones determined on the basis of an engineering study, to limits established by local ordinance on residential streets. Whatever method is used, speed limits reflect implicit trade-offs among road user safety, travel efficiency, and practicality of enforcement.

The trade-offs vary by roadway functional class and environment, reflecting in part different levels of risk associated with driving on different roadway types. Setting speed limits that give priority to travel efficiency, for example, may be appropriate on rural freeways where vehicles travel long distances under free-flowing traffic conditions with little likelihood of conflict with other road users and where the ability to enforce speed on extensive road mileage is limited. A
maximum speed limit is probably necessary, however, because of the cause-and-effect relationship between high speeds and crash severity.

Speed limits that give priority to travel efficiency are less likely to be appropriate in urban areas, where the roads must be shared with a broad range of users, including vulnerable pedestrians and bicyclists, and where roadside development increases opportunities for vehicle conflict and raises the probability of an unexpected event. Because driver compliance with urban speed limits has been poor, alternative methods for managing and enforcing speeds may be necessary in these areas.

Most roads and roadway conditions fall between these extremes. Appropriate use of speed zones can help establish speed limits suitable for conditions.

The effects of speed limits, particularly on safety, have been studied extensively. U.S. experience with raising speed limits on qualified sections of rural Interstate highways in 1987 suggests that higher speed limits resulted in higher average and 85th percentile speeds and modest increases in speed dispersion. Higher speeds are linked unequivocally with increased injury severity in a crash. Indeed, the most methodologically sound studies found that higher speeds led to increased fatalities and fatal crashes on rural Interstates in most states. The studies were less clear about the absolute size of the safety decrement, the extent and direction of any network effects, and the role of enforcement in encouraging driver compliance with new speed limits.

Preliminary data are available for speed and safety changes, primarily on limited-access highways, in the first year following repeal of the NMSL in 1995. Average and 85th percentile speeds rose less than increases in the posted limit, reflecting, in part, poor driver compliance with lower speed limits in effect before the change. Speed dispersion increased in some states but not in others, in part depending on what measure of speed dispersion was used. Monitoring studies show some evidence of more high-speed driving at levels that exceed the new speed limits, suggesting that at least some drivers expect the same enforcement tolerance as at the lower speed limits. Although the findings are not consistent across all states, most studies indicated an increase in fatalities on highways where speed limits were raised. Only one study examined possible
system effects, finding modest spillover effects. The results of these studies must be considered preliminary because they are generally based on 1 year of data or less.

The available studies of speed limit changes in speed zones on nonlimited-access highways in the United States found little change in speeds or crashes when speed limits were raised to near the 85th percentile speed or lowered to a limit well below the 85th percentile. Although methodological problems limit the generalization of study results, the findings suggest the difficulty of changing driver behavior merely by changing the sign.

Speed limits are likely to have more effect if the majority of drivers perceive the limits as reasonable and related to the risks of driving, including risks to other road users. The increased probability of a severe crash is sufficient reason to impose maximum speed limits and direct enforcement at motorists who drive well in excess of the speed limit. Speed limits alone, without enhanced enforcement or innovative engineering measures, are insufficient to achieve compliance with posted speed limits on many roads. In most cases, enforcement is critical to ensure driver compliance. Appropriate enforcement strategies—the subject of the next chapter—can help persuade drivers that speed limits are in fact legal limits and not simply guidance on appropriate driving speeds.
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Compliance with any regulation such as a speed limit requires that it represent a reasonable constraint on behavior. In the preceding chapter, a range of methods for setting reasonable speed limits was discussed, reflecting trade-offs among safety, travel time, and enforceability on different types of roads and roadway environments. In this chapter, two additional requirements for driver compliance are considered: public support and consistent enforcement.
Public support (i.e., willingness to obey) is closely linked with and should follow from the first requirement, that is, reasonableness of speed limits. For compliance with speed limits to be at a high level, a majority of the driving public must perceive them to be legitimate and comply with them voluntarily. Otherwise, large numbers of motorists will disregard the limits. In this situation, if attempts are made to enforce them, large numbers of violations will overwhelm the law enforcement community—the police, the prosecutors, and the courts. Moreover, without strong public support, law enforcement agents themselves may be reluctant to enforce the speed limits. This response is typical of laws that are viewed as nonlegitimate in the eyes of the public (Wilson 1983; Ross 1973; Ross 1982). Of course, a combination of reasonable speed limits, sustained enforcement, and education may change driver behavior toward speed compliance, but this requires the perception that speeding is a safety problem and a long-term effort to change driver attitudes and behavior.

Even if speed limit regulations are generally viewed as legitimate by most motorists, enforcement is essential to ensure conformity of the remaining drivers who will obey the laws only if they believe they are likely to be apprehended and prosecuted for noncompliance. In this chapter, appropriate methods of speed enforcement and adjudication are considered. The chapter begins with a discussion of the role of deterrence, surveillance, and sanctions in ensuring compliance with speed limits. Then, evidence of the effectiveness and the limitations of traditional enforcement methods on speed choice and safety outcomes is considered. Next, the potential of automated technologies and public information programs to supplement traditional enforcement methods is reviewed. The role of the courts in adjudication of speeding violations is then considered. Finally, key conclusions concerning enforcement of speed limits and related judicial procedures are summarized.

LESSONS FROM DETERRENCE THEORY

Enforcement works primarily through the principle of deterrence. The fundamental idea is that credible threats of punishment deter
unwanted behavior. More specifically, the proscribed behavior is discouraged by the perception that legal punishment is “swift, sure, and severe” (Ross and LaFree 1986, 132).

**Elements of the Deterrence Process**

The effectiveness of deterrence depends on several factors. First, the proscribed behavior must be definable, understandable, and detectable, not only by the individuals to be deterred but also by those who are expected to enforce compliance and penalize those who do not comply (TRB 1987, 91). In the case of speeding, police officers must be able to reliably verify vehicle speeds and provide evidence that will hold up in court.

Second, the effectiveness of deterrence depends on the perceived risk of apprehension (TRB 1987, 91; Shinar and McKnight 1985, 387). For the risk to be credible, drivers must believe that they have a nontrivial chance of being apprehended if they engage in the proscribed behavior. Thus, some minimum level of enforcement leading to actual apprehension is necessary (Shinar and McKnight 1985, 407). A well-designed publicity campaign coupled with visible enforcement will expand the perception of risk to a large segment of the target population (Shinar and McKnight 1985, 409).

Third, the effectiveness of deterrence depends on the swiftness, certainty, and severity of the punishment (TRB 1987, 91). Empirical research suggests that the perceived certainty of punishment is a more powerful deterrent than the severity of the penalty (Shinar and McKnight 1985, 387). One explanation is that, if the risk of pun-
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1 The approach is based on the philosophic view that human behavior is rational and that human beings behave to maximize personal pleasure and minimize pain. Thus, unwanted behavior can be deterred by increasing the costs of an undesired behavior so that it outweighs the benefits (Ross and LaFree 1986, 130).

2 In principle, the behavior of potential scofflaws should be affected by both the certainty and severity of punishment, and illegal behavior should decline when either the certainty or the severity of the penalty is increased. However, empirical research has found that, for a series of crimes, the response depends much more on the certainty than on the severity of the penalty (Waldo and Chiricos 1972; Sellin 1967; Tittle 1969;)
ishment is so low that the violator regards the threat as negligible, then the severity of the punishment is irrelevant (Ross and LaFree 1986, 144). In addition, more severe penalties may actually reduce the deterrence effect by requiring more legal representation, which precludes swift punishment and may lessen the likelihood of receiving any penalty at all (Ross 1990 in Zaal 1994, 11). However, debate continues about just how immediate the penalty must be to provide an effective deterrent (Harper 1991 in Zaal 1994, 12).

**Role of Police and the Courts**

The effectiveness of deterrence is also influenced by actions of the police and the courts who carry out the apprehension and punishment of lawbreakers. The traditional police role in controlling vehicle speeds is to detect, apprehend, and punish the speeding driver. Like other traffic violations, penalties for speeding include fines; some states assess penalty points that can lead to license revocation. If a court hearing is involved, judges have discretion to vary the penalties.

Traditional police enforcement works in two ways: through detection and punishment of specific drivers who exceed the speed limit and through deterrence of speeding behavior in general. The first method, often referred to as specific deterrence, is based on the idea that individual drivers who are caught and punished for speeding will be deterred from committing further speeding violations. The second method, known as general deterrence, is based on the assumption that the process of apprehending individual violators can influence the behavior of a larger segment of the driving population. More specifically, police presence alerts drivers that traffic violations, including those related to speeding, are being enforced. In turn, increased
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3 Increased severity of penalties can also produce undesired and unanticipated side effects through the discretion of legal agents who are perceived as unfairly apprehending a random sample of a much larger population who were simply lucky enough not to get caught (Ross and LaFree 1986, 144).
enforcement raises the perceived probability of being caught for speeding and thus helps deter unwanted speeding behavior.

Successful deterrence, however, may have the undesired effect of reducing the level of police surveillance and enforcement. Just as drivers increase their compliance as the perceived likelihood of apprehension rises, police may reduce their level of enforcement activity when the unwanted behavior diminishes (Tsebelis 1993, 366–367).\textsuperscript{4} This close coupling of behavioral adaptation by the police and the driving public provides one explanation for the difficulty of sustaining the deterrence effects of traditional enforcement methods (Tsebelis 1993, 366; Bjørnskau and Elvik 1990, 139). It also suggests that random or automated surveillance methods that break this behavioral link may offer more effective ways of maintaining high levels of enforcement (Bjørnskau and Elvik 1990, 140–141); this topic is discussed in a subsequent section.

The courts can also deter speeding, but the effect on driver behavior is less direct. The lag between apprehension and punishment is likely to reduce the deterrence effect of sanctions on speeding drivers. Moreover, court discretion in assessing penalties for speeding, if viewed as arbitrary and unfair, can have the undesired effect of turning public opinion against enforcement and adjudication methods. If judges perceive speed limits to be unreasonable and routinely dismiss speeding citations, the incentive of the police to enforce the limits may be reduced.

**Lessons for Enforcement**

To optimize use of their limited resources, the police and the courts attempt to achieve the widest possible deterrence through enforcement and sanctions. The effectiveness of deterrence depends on creation of a widely perceived impression that noncompliers will be detected and apprehended if they engage in the proscribed behavior.

\textsuperscript{4} This interpretation derives from a game theoretic approach to enforcement. The approach suggests that the public and the police are engaged in a game in which the probability of surveillance is not independent of the level of the crime (Tsebelis 1990; Tsebelis 1993; Cox 1994; Hirshleifer and Rasmusen 1992; Weissing and Ostrom 1991).
This impression, in turn, must be accompanied by swift, sure, and publicized punishment to establish a credible threat. The application of these principles to speed enforcement is discussed in the following section.

APPLICATION OF DETERRENCE THEORY TO SPEED ENFORCEMENT

Speed Enforcement Strategies

Speed enforcement using mobile patrol vehicles measuring driving speeds with radar is the most popular means of conducting speed enforcement in the United States, according to a special survey conducted for this study (Figure 4-1).\(^5\) State police use aircraft as well as laser and VASCAR for speed detection.\(^6\)

The mobile patrol method involves a police vehicle circulating through traffic and citing speeding drivers. Stationary patrol enforcement, where a marked or unmarked police car parked along the side of the roadway uses radar or LIDAR to measure speeds, is another common technique (Stuster 1995, A4–A8). Apprehension of speeding drivers occurs downstream of the monitoring vehicle, sometimes with another patrol officer.

The merits of mobile and stationary patrols have been a topic of study. The former is effective in detecting specific violators and slowing traffic in the immediate vicinity of the patrol car (Stuster 1995, A6). The latter is effective in deterring speeding at a particular location (Stuster 1995, A7). The advantages and disadvantages of visible and concealed enforcement have also been studied. One purpose of concealed enforcement is to increase the uncertainty of where and
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\(^5\) The survey of state law enforcement agencies was conducted by the Illinois State Police. Responses were received from 34 (68 percent) of the 50 state agencies responsible for traffic law enforcement.

\(^6\) Laser speed guns use LIDAR technology, which stands for Light Distance and Ranging. VASCAR stands for Visual Average Speed Computer and Recorder (Coleman et al. 1996, xi–xii). VASCAR is a time-distance speed-measuring device that does not transmit a signal but computes vehicle travel time between two points. It can operate in a stationary or mobile mode in a patrol car, motorcycle, or airplane.
when enforcement will occur. As a result of its limited visibility, however, its general deterrence effect appears to be limited (Shinar and McKnight 1985, 393–394). Moreover, in jurisdictions where radar detectors are permitted, concealed police vehicles may be “seen” and their location communicated to others by CB radios, thereby compromising their concealment.

**Resources for Speed Enforcement**

When the 55-mph (89-km/h) National Maximum Speed Limit (NMSL) was in effect and states were required to document speed compliance levels or face penalties, only one on-duty state highway patrol officer, on the average, was available to patrol every 190 mi (306 km) of highways posted at the 55-mph limit (TRB 1984, 162). Comparable figures are not available today, but a special survey of
state agencies responsible for traffic law enforcement conducted for this study provides some data on current levels of effort on speed enforcement. Data on costs of traffic enforcement, if properly collected, could provide valuable additional information. However, they are not routinely collected because of the difficulty and cost of doing so.

The percentage of law enforcement resources devoted to speed enforcement varies widely by state (Figure 4-2). More than half of the state law enforcement agencies contacted for this study reported that they spend less than 50 percent of their time in speed enforcement.\(^7\) One-quarter of the respondents spend 50 percent or more. In addition, since repeal of the NMSL in 1995, the majority of state law enforcement agencies reported “no change” (38 percent) or reductions (24 percent) in the time expended on speed enforcement. Those who reduced effort cited budget cuts or substitution of other activities, such as community policing and investigations. Nearly one-third of the agencies (32 percent), however, reported increased time devoted to speed enforcement.\(^8\) Given these data, if limited resources are not to be squandered, whatever speed enforcement is undertaken must be effective.

**Effectiveness of Traditional Speed Enforcement**

A critical difficulty in deterring speeding using traditional methods is maintaining the effect over time and space. The longevity of effects can be expressed in terms of a “halo,” that is, the spatial or temporal extent of the deterrence effect from the enforcement officer. Hauer and Ahlin (1982) investigated both effects by measuring vehicle speeds before, during, and after enforcement using stationary, marked police vehicles on semirural, two-lane roads. Similar to earlier studies, the researchers found a marked reduction in average traffic speeds in the vicinity of the enforcement site to speeds close to posted speed limits (Hauer and Ahlin 1982, 277). Reduction in speed dispersion,
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\(^7\) Comparable figures could not be found for county or municipal law enforcement agencies.

\(^8\) The remaining 6 percent were unable to offer any comparative data.
Figure 4-2 Time expended on speed enforcement as a percentage of total enforcement efforts, based on replies to a survey of 50 state agencies responsible for traffic law enforcement conducted for this study. Responses were received from 34 of the 50 agencies.
however, was less pronounced. Moreover, the distance-halo effect decayed quickly downstream of the enforcement site, following the general decay pattern of earlier studies (Hauer and Ahlin 1982, 277). With regard to the time-halo effect, average traffic speeds remained depressed for 3 d following a single episode of enforcement activity and for considerably longer (up to 6 d) with repeated enforcement (Hauer and Ahlin 1982, 275). Similar results were found for the effect of police presence on urban driving speeds (Armour 1986, 45).

Increasing enforcement intensity should, according to deterrence theory, boost the deterrence effect by increasing the perceived risk of apprehension. In a review of European studies, Østvik and Elvik concluded that enforcement intensity must be increased significantly—to more than three times the initial level—before there is an appreciable effect on the perceived risk of detection or reduction in the number of speeding offenses (1991, 57). Studies of experience from other enforcement campaigns that have significantly increased the certainty of apprehension, such as anti-drunk-driving programs, have found the same effect. Positive behavioral and safety effects are evident immediately after the adoption of the program. With a major initiative, the effect can last from a few months to a few years (Ross 1984, 29). However, deterrence effects of even a major program can diminish with time (Ross 1984, 29). One explanation for this effect is the previously discussed behavioral adaptation of the police to the success of the program (Tsebelis 1993, 366). Another reason is that enforcement may deter the unwanted behavior but does not necessarily change the underlying attitudes that ultimately determine the behavior (De Waard and Rooijers 1994, 764; Rothengatter 1988, 599).

There is some evidence that those who drive well in excess of the speed limit are the most impervious to the deterrence effects of traditional enforcement methods. A recent study of an intensive police
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9 Hauer and Ahlin found that the effect of enforcement was reduced by half for approximately every 2,953 ft (900 m) downstream from the enforcement site (Hauer and Ahlin 1982, 277).

10 According to the reviewers, increasing the level of enforcement by more than five times the initial level increases the perceived risk of detection, reduces the percentage of offenders, and may reduce the number of crashes by up to 20 to 30 percent (Østvik and Elvik 1991, 57).
intervention to reduce speeding on a 40-mph (64-km/h) urban road in northern England found a greater reduction in the number of drivers breaking the speed limit by a small amount than in the number exceeding the limit by 20 mph (32 km/h) or more (Holland and Conner 1996, 595). This finding corroborates a related drivers’ survey (part of the same study), which indicated that those who admitted to breaking the speed limit by a large amount in the past showed more intention to speed in the future than did those who admitted to speeding by smaller amounts (Holland and Conner 1996, 595). As discussed in Chapter 2, driving well in excess of average speeds is associated with both higher crash probability and greater crash severity. This finding is confirmed by recent evidence from British Columbia that drivers with four or more excessive speed convictions had almost twice the overall crash rate of drivers whose most serious multiple offenses were simply exceeding the posted speed limit (Cooper 1997, 94).

Roadway environment and traffic density also affect the success of traditional enforcement methods. Poor roadway geometry makes it difficult to station a patrol vehicle to take accurate speed measurements. In urban areas, high traffic volumes can hamper efforts to monitor speeding and apprehend violators (Shinar and McKnight 1985, 398). In very congested traffic, speed enforcement becomes irrelevant.

**Implications for Enforcement Strategies**

The foregoing evidence on the deterrence effect of traditional enforcement methods has several implications for both the uses and limitations of these methods. First, traditional enforcement “works” when the level of enforcement is sufficient to convince most drivers of the strong likelihood of detection and sanctions if they exceed the speed limit. Moreover, the level of effort must be maintained, placing a strain on most enforcement agency budgets, if the deterrence effect is to be sustained. Drivers generally revert to standard behavior once enforcement is reduced. Thus, to ensure a high level of compliance, speed limits have to be set at levels that are largely self-enforcing, or at the lowest speed the police are able to enforce.
Second, there is some evidence that enforcement does not deter those high-speed drivers who travel well in excess of the speed limit and pose a hazard to both themselves and other road users. These drivers obviously pose a special challenge for law enforcement.

Finally, traditional enforcement methods are limited in certain contexts, particularly where road geometry is poor or when traffic is congested. In the following section, alternative ways of addressing these enforcement challenges are discussed.

**ALTERNATIVE METHODS FOR INCREASING EFFECTIVENESS OF SPEED ENFORCEMENT**

**Optimizing Traditional Enforcement Methods**

The deterrence effect of enforcement clearly depends on creating the impression that road users who violate the law have a high probability of being apprehended. One way to achieve a credible level of enforcement without overstraining enforcement resources is to enforce speed regulations where and when risk-taking behaviors are most evident and traffic volumes are sufficient to justify the effort (Zaal 1994, 16–17). Planned patrols on commuter routes at varying time intervals and locations, for example, were effective in extending the time- and, to a lesser extent, the distance-halo effects of enforcement (Brackett 1977). Patrol vehicle presence was reduced without disturbing the speed suppression effect, but only after an initial minimum 6 weeks of continuous speed control activity (Brackett 1977, 48, 71). Varying the location of police patrols on commuter routes appeared to extend the distance-halo effect, but the evidence was inconclusive (Brackett 1977, 67, 72).11

Selective deployment strategies can also target particular types of unwanted risk-taking behavior, such as driving well in excess of the speed limit. Care must be exercised, however, that drivers do not receive the wrong message (i.e., that the de facto speed limit is well
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11 The effect could have been created by CB radio reporting or the warnings of the presence of patrol vehicles by motorists flashing the headlights of their automobiles (Brackett 1977, 67).
above the posted limit plus a small tolerance). The targeted enforcement approach should have two effects. First, police presence should reduce unwanted behavior at high-risk locations and times. Second, planned but varying deployment schedules should extend the deterrence effect to a broader segment of the driving population by increasing the expectation that enforcement may be present but leaving drivers uncertain exactly when the enforcement will occur (Zaal 1994, 17).

A review of selective enforcement programs in the United States (Jernigan 1986) found that the most successful programs are (a) deployed at specific localities and times when unwanted behavior is most likely to occur, (b) made highly visible to the public, and (c) maintained for more than a single year (Jernigan 1986, 2–6). Making systematic safety gains from targeted enforcement strategies is difficult, however, because of the relative infrequency of crashes.

**New Speed Enforcement Technologies**

**Laser Speed Measurement**

Several new technologies have recently been introduced that could enhance the enforcement capabilities of police officers. Radar measurements of vehicle speeds have been the primary technology used by the police to detect speeders, but their effectiveness is compromised by radar detectors. Laser speed measurement presents an attractive alternative to law enforcement agencies because it offers the ability to target individual vehicles more accurately on multilane roads and is more difficult to detect than conventional radar (Figure 4-3).12

A recent study of the comparative effectiveness of radar and laser speed-measuring devices (Jones and Lacey 1997) suggested that laser devices should complement rather than replace conventional radar. With its widespread and easily detected signal, radar may have a bet-
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12 The narrow laser beam width (less than 0.5 degree) provides a high level of accuracy and thus is particularly effective for use in situations in which vehicle targeting is critical, for example, on multilane roads (Jones and Lacey 1997, xi). Moreover, the narrowness of the beam reduces the probability that a radar detector can identify the beam in time for the driver to slow down and avoid apprehension (Jones and Lacey 1997, 1).
ter general deterrence effect and thus is superior for general-purpose enforcement. Laser devices should be considered for situations where vehicle targeting is critical, such as monitoring speeders in high-traffic-volume conditions or in the left lane of a multilane facility (Jones and Lacey 1997, xi).

Automated Speed Enforcement

Automated speed enforcement (ASE) equipment has been in use for over 30 years. Recent technology improvements have enhanced its effectiveness. With computer technology advances, sophisticated photographic and video equipment is now available for speed detection purposes. Most ASE systems incorporate some form of radar, which can determine vehicle speeds under most conditions; supplementary photographic equipment is used to record the speed and document information on the violator (Blackburn and Gilbert 1995, 4). The system can be mounted in a patrol car for conventional mobile

---

13 This section draws heavily on a review of automated technologies for speed management and enforcement, which was commissioned for this study and appears in its entirety as Appendix D.
or stationary operation, or it can be attached to structures, such as poles or overpasses, for unattended operation (Blackburn and Gilbert 1995, 43–44).

ASE serves as a useful complement to traditional enforcement methods. It helps maintain an enforcement level that provides a meaningful deterrent to drivers by increasing the probability of detection for speeding violations. Because it can be deployed without police presence, ASE can increase the perceived level of risk to drivers and hence compliance levels without producing a reduction in police surveillance levels. It can be used in locations where patrol vehicles cannot be safely and effectively deployed. Moreover, when ASE is operated without police presence, it frees police for other traffic and law enforcement activities.

The primary ASE technology is photo radar, which combines a radar unit and a computer that triggers a camera (or a video) to photograph a vehicle and its license plate if its speed exceeds some preset limit (Blackburn and Gilbert 1995, 4). The photograph records the time, date, location, and speed; the license plate is used to identify the vehicle owner. A citation is then mailed to the owner, who, depending on local laws, may be required to pay the fine or identify the offending driver. Owners can review the film at a police station and appeal the fine, but experience suggests that there are few challenges (Blackburn and Gilbert 1995, 22).

Photo radar has been used extensively abroad, and there has been some use in U.S. cities; this experience is reviewed in Appendix D. Some comprehensive efforts will be discussed here to illustrate the effect of photo radar on driving speeds and safety. One of the earliest evaluations of the effects of photo radar on speeds and crashes involved a high-crash location on a long downgrade section of the German autobahn between Cologne and Frankfurt (Lamm and Kloeckner 1984). The introduction of a 62-mph (100-km/h) speed limit, approximating the design speed for this highway segment, along with photo radar resulted in the desired reduction in driving

14 Despite the greater precision of laser speed-measuring devices, the review of ASE technologies conducted for this study (Appendix D) did not find any examples of ASE systems that use laser technology.
speeds and a dramatic improvement in safety. Injury crash rates\(^{15}\) dropped by a factor of 20 between 1971, before photo radar was introduced, and 1982, when an evaluation of the photo radar program was conducted (Lamm and Kloeckner 1984, 14).

Victoria, Australia, has perhaps the most extensive photo radar enforcement program in the world. The program was launched with a massive publicity campaign in 1989, primarily on arterial roads with 37-mph (60-km/h) speed limits in metropolitan Melbourne and rural Victoria, where there had been serious injury collisions and validated complaints of excessive speeding (Coleman et al. 1996, 43). Evaluation of the program's first 2 years found a statistically significant decline in casualty crash frequency\(^{16}\) of 30 percent on arterial roads in Melbourne and 20 percent on rural roads, which corresponded to a greater level of speed camera enforcement on metropolitan Melbourne roads (Cameron et al. 1992, vi). The researchers attributed the decline to the deterrence effect of a dramatic increase in speeding offender detection and a related publicity effort (Cameron et al. 1992, ii). Speeding tickets in Victoria increased from about 20,000 per month before the program was launched to between 40,000 and 80,000 per month when photo radar was in use. Over the 2-year period, more than 20 percent of all drivers received at least one speeding ticket (Coleman et al. 1996, 42). Speed data suggest that the program was also successful in virtually eliminating very high-speed driving in the vicinity of photo radar deployment. In 5 years of operation, the percentage of vehicles exceeding the speed limit tolerance of nearly 10 mph (16 km/h) was reduced from 23 percent to 3 percent (Coleman et al. 1996, 44). A study of speed data taken near the permanent speed-monitoring sites confirmed these results for excessive speeding but found little change in average speeds and 85th percentile speeds (Rogerson et al. 1994, 33).

Norway introduced photo radar in 1988. A carefully designed before-and-after study found a statistically significant 20 percent

\(^{15}\) Rates are measured as injury crashes per \(10^6\) vehicle-km.

\(^{16}\) This crash reduction occurred during “low-alcohol” hours. Crash times were separated into low- and high-alcohol hours to help distinguish the effects of the speed program from a concurrent drinking/driving campaign.
reduction in injury crashes for 64 road sections with ASE (Elvik 1997, 17). The largest reductions were found on sections that met two criteria that are currently used for ASE road selection: (a) a crash rate criterion, that is, crash rates higher than for similar road classes, and (b) a crash density criterion, that is, injury crash levels greater than or equal to 0.5 injury crashes per kilometer per year (Elvik 1997, 14). Nonrandom selection of study sites, however, limits generalization of the results. Data from Norway were combined with results from 15 other data sets of reported effectiveness of ASE, primarily in other European countries. The combined data indicated that a statistically significant 17 percent average injury crash reduction accompanied the introduction of photo radar (Elvik 1997, 18).

Photo radar has been used sparingly in the United States. Programs are currently operating in four states—Arizona, Colorado, Oregon, and California (see Appendix D for details). Two of the best-known programs—in Paradise Valley, a small community in the Phoenix metropolitan area, and in Pasadena, California—operated for several years. Photo radar was deployed in staffed police vehicles on residential and arterial streets in both locations (Blackburn and Gilbert 1995, 34). Police data suggest that crashes were reduced, but scientifically designed studies of program effectiveness have not been conducted (Blackburn and Gilbert 1995, 37). Public opinion surveys conducted in both communities found high awareness of and support for the programs; nearly 60 percent of the respondents from both communities approved of the use of photo radar (Freedman et al. 1990, 62). However, a sizable minority (37 percent) disapproved. Since the survey was conducted, the Pasadena program has been terminated because of erosion of public support, loss of the equipment.

17 The analysis controlled for potential bias from regression to the mean. This adjustment was necessary because abnormally high crash rates are one of the criteria for using ASE; thus selection bias is potentially a serious source of error (Elvik 1997, 15).
18 The countries are Germany, Sweden, England, the Netherlands, and Australia (Elvik 1997, 18). A statistical technique known as the logodds method of meta-analysis was used to combine the results. The method was essentially the same as combining the data from the 64 individual road sections in Norway. The results were then weighted by the crash sample size from each country to derive a weighted mean change in injury crashes (Elvik 1997, 18).
vendor, and a reduction in police personnel (for more details see Appendix D).

The primary issues regarding photo radar use in the United States are not technical but rather legal and political. Constitutional issues, such as the right to privacy and protection against illegal search and seizure, are frequently raised by opponents of photo radar use. However, state and Supreme Court decisions have ruled that driving on a public highway does not afford protections cited in the Fourth Amendment to the U.S. Constitution. It is difficult to prove that photo radar is an unreasonable exercise of police power because of its minimal intrusiveness and its legitimate public safety purpose (Gilbert 1996, 9).

Owner versus driver issues are another legal concern. Deployment of photo radar systems is simplest when the law holds vehicle owners responsible for speeding violations whether or not they were driving at the time of the infraction. This reduces the burden of providing a clear frontal photograph of the driver. Owner liability typically requires enabling legislation such as has been passed in Australia, the Netherlands, and some U.S. jurisdictions (Gilbert 1996, 7). This legislation is easier to enact if the sanctions are civil rather than criminal. This approach treats the violation much the same as a parking ticket. In many European countries and in Australia, however, fines are graduated according to the amount of the speed violation; points can be assessed against the driver’s record, and licenses can be suspended for excessive speeding—presumably with a somewhat greater deterrence effect.

Public opinion is another important issue. Surveys conducted in Paradise Valley and Pasadena found that the primary objections to photo radar were the possibility of error (i.e., the wrong person gets

---

19 Recent research on red light running in the United States found that most drivers who were ticketed were driving their own cars (Retting et al. 1998).
20 Of course, the owner has a clear defense if the vehicle was reported stolen prior to the time of the violation (Gilbert 1996, 7).
21 The Paradise Valley Ordinance, for example, provides that the owner or person in whose name the vehicle is registered pursuant to Arizona state law shall be held prima facie responsible for any speeding violation. The District of Columbia, Maryland, Michigan, Oregon, California, Virginia, and Utah have similar statutes (Gilbert 1996, 7).
the ticket) and perceived fairness (e.g., entrapment, lack of personal contact to explain mitigating circumstances) (Freedman et al. 1990, 65). The efficiency of photo radar in detecting speed violations can easily turn public opinion against use of the system and has been responsible for terminating some programs (Blackburn and Gilbert 1995, 33–36). One method of addressing the fairness and “big brother” concerns is to publicize any program using photo radar at its inception, perhaps use warnings rather than fines at first, and to provide signs informing the public that ASE is in force along highways where the devices may be in use (Gilbert 1996, 9).

There are costs associated with the acquisition, deployment, operation, and maintenance of ASE equipment. However, photo radar can generate revenue, which can partially or completely offset such costs. From the public perspective, one issue is who receives the revenues and for what purpose. In many U.S. communities, fines go to the jurisdiction rather than the local police department, with the result that the police are unable to cover program costs and thus drop the program. Another issue is use of the revenues; the public will not be supportive if they believe the devices are being deployed as fund-raising “speed traps.”

Current experience suggests that photo radar’s success depends heavily on how it is introduced. First, it is important to deploy photo radar at sites where the safety record indicates and the public perceives there is a problem, perhaps including school and construction zones, locations with high crash rates, and sites where traditional police enforcement can be dangerous (e.g., urban Interstates) (Streff and Schultz 1992). In some locations, communities have been involved in selection of these locations. To avoid any perception of entrapment, it would be wise to set high enforcement thresholds at first, targeting excessive speed limit violators [e.g., 20 mph (32 km/h)]

---

22 Most U.S. cities with ASE programs contract with a vendor to provide and support the equipment, train police officers, handle and process the film, research department of motor vehicle records, prepare citations, provide special photographic evidence for trials, and even provide expert testimony during trials (Blackburn and Gilbert 1995, 24). Depending on the penalty structure for speeding offenses, the program can be self-supporting.
or more over the speed limit]. 23 Coupling the introduction of photo radar programs with high-visibility publicity campaigns can increase public awareness and inform motorists of how, where, and why the system will operate. Although these measures cannot guarantee success, they can ameliorate key obstacles to successful photo radar use.

Publicity

Whether new or conventional enforcement technologies are used, the effectiveness of speed enforcement can be enhanced by well-designed public information programs. Publicizing an enforcement program should increase driver awareness and expectation of intensified enforcement levels (Zaal 1994, 23). Of course, the publicity must be followed up with an active enforcement effort if the general deterrence effect is to be sustained. A further benefit of publicity programs is to increase public awareness of the reasons for the enforcement effort, which may help change underlying attitudes about the prescribed behavior or, at a minimum, create a more supportive climate for the enforcement program (Zaal 1994, 23).

Empirical evidence corroborates these effects. For example, experience with well-publicized anti-drunk-driving programs both abroad and in the United States suggests that sustained programs can deter drinking and driving (TRB 1987, 149–150). At least part of the decline in alcohol-related fatalities over the past decade can be attributed to a change in attitudes from greater publicity about the hazards of driving drunk and intensified enforcement. 24 Publicity campaigns in combination with primary belt use laws 25 and stepped-up enforcement have also resulted in sustained increases in safety belt use in several communities (Williams et al. 1996; Jonah et al. 1982).

23 Again, this can be a two-edged sword if drivers perceive that the de facto speed limit is 20 mph (32 km/h) or more over the posted speed limit.

24 The 17,126 alcohol-related fatalities in 1996 (41 percent of total traffic fatalities for the year) represents a 29 percent reduction from the 24,045 alcohol-related fatalities reported in 1986 (52 percent of the total) (NHTSA 1997, 1).

25 Primary belt use laws enable law enforcement officers to stop and fine drivers who are not wearing safety belts.
A study of special speed enforcement programs in two California cities with extensive publicity programs to increase public awareness found statistically significant reductions in speed-related crashes (Stuster 1995, iii). Moreover, the general deterrence effect appeared to spill over and contribute to reductions in certain types of crimes (Stuster 1995, iv).

However, permanent behavior changes are not easy to achieve, as the experience with drunk driving and other public health initiatives such as antismoking campaigns has shown. A large-scale review of 87 road safety mass media campaigns for which some scientific evaluation had been performed found that, on the average, publicity campaigns can be expected to achieve about a 30 percent increase in awareness, but only a 5 percent change in attitudes and a 1 percent change in driver intentions (Elliott 1993, iv). Publicity is most effective when it is combined with enforcement in a long-term effort.

**SANCTIONS AND ADJUDICATION**

The courts play a key role in speed enforcement. Judges can undermine police enforcement by throwing out speeding violations or reducing fines when they believe that the limits are arbitrary or unreasonable or that the fines are too harsh. Thus the police and the traffic judges must agree that the speed limits are sensible if they are to be enforced.

Consistent treatment of speeding violations by the courts is also important to defuse any public perception that traffic regulations for speeding are arbitrary or capricious. Development of sentencing guidelines and training for traffic court judges who handle speeding violations can help ensure consistent treatment of violators. Licensing point demerit systems, which impose a system of graduated penalties for speeding and other traffic violations, have already assisted in reducing inconsistencies in penalty assessments.

The deterrence effect of sanctions for speeding violations is limited if lengthy court backlogs create a substantial lag between detection and punishment. New speed enforcement technologies, particularly photo radar, can simplify and streamline the adjudication process. For example, if speeding violations are treated as civil infractions, like parking tickets, with comparably priced fees, adjudication can be han-
dled administratively for the most part, with a high potential for reducing court hearings and costs. Further, if legislation holds the owner of the vehicle responsible for the speeding violation as opposed to the driver, greater efficiencies can result. For example, when such vicarious liability legislation was passed in New South Wales, Australia, the cost of processing speeding offenses was reduced by approximately 50 percent (South et al. 1988 in Zaal 1994, 21).

A system that involves only civil sanctions and administrative adjudication procedures, however, is likely to have a limited deterrence effect. A fine for a speeding violation would not be reported on a driver’s record; hence, no penalty would be imposed for repeated offenses. In addition, if fines are kept low to discourage costly court hearings and appeals, drivers may receive the message that the infraction is minor. Thus, efficiency may be gained at the price of effectiveness.

Some successful photo radar programs use a combined approach. For example, the Victoria, Australia, photo radar program introduced an automated traffic infringement notice (TIN) penalty system to allow efficient processing of offenses. The TIN informs the vehicle owner of the details of the offense as well as the penalties. The latter increase with the level of speeding over the posted speed limit; a combination of fines, license demerit points, or immediate license suspension may be imposed depending on the severity of the offense (Cameron et al. 1992, i). The vehicle’s registered owner is liable for the penalties unless the owner identifies the driver at the time of the offense (Cameron et al. 1992, i).

The U.S. Paradise Valley photo radar program offers a similar combined approach. Drivers caught speeding 20 mph (32 km/h) or less over the posted speed limit are charged with a civil infraction. Those caught speeding more than 20 mph over the posted speed limit are charged with a misdemeanor (i.e., a criminal traffic offense) (Blackburn and Gilbert 1995, 22). If the civil infraction is ignored, a second notice is sent and the owner’s driver’s license is suspended until the fine is paid. If the criminal offense is ignored, the owner’s driver’s license is suspended and an arrest warrant is issued (Blackburn and Gilbert 1995, 22). An analysis of citations issued under the Paradise Valley ASE program in 1988 and 1989 found that most of those cited opted to pay the fine (31 percent) or attend a defensive driving class (37 percent). Fewer
than 1 percent of the cases emanating from the citations went to trial, and, of these, the city prosecutor’s office had an 82 percent conviction rate (Blackburn and Gilbert 1995, 22). In contrast, the Pasadena photo radar program, which did not have owner liability legislation and involved only monetary fines with limited provision for nonpayment, had large increases in speeding violators who ignored citations and declines in conviction rates as the program matured, which helped contribute to its demise (Blackburn and Gilbert 1995, 23).

SUMMARY

Enforcement and sanctions are necessary complements to speed limits. Simply posting a speed limit sign will not achieve desired driving speeds. Even if most drivers believe the limits are reasonable and comply with them, enforcement is essential to ensure conformity of the remaining drivers. Because the police have other important enforcement priorities and limited resources, their preferred strategy is to create a widely perceived impression that those who exceed the speed limits beyond some small tolerance band will be detected and apprehended. This approach is successful only if motorists perceive that they have a nontrivial chance of being apprehended if they speed.

The problem with traditional enforcement methods is their short-lived effect in deterring noncompliers. Extending the effect typically requires a level of enforcement intensity that exceeds the resources provided to the police for speed enforcement and other priorities. Policy makers can increase the resources directed toward speed enforcement, but providing adequate enforcement levels is expensive.

One approach is to stretch existing resources by increasing the effectiveness of traditional enforcement methods. Planned patrols at varying time intervals and locations on a highway section can extend the time- and, to a lesser extent, the distance-halo effects of enforcement. The effect can be sustained even with reduced patrols but only after a lengthy period of continuous initial enforcement. Some success has also been documented from selective targeting of enforcement at high hazard locations and on roads and at times when high-risk, speed-related behaviors are most common and traffic volumes are sufficient to justify the effort. Systematic safety gains from
this approach are difficult to sustain because of the relative infre-
quency of crashes.

ASE technologies, particularly photo radar, offer an effective
means of substantially increasing the intensity of enforcement and
thereby the deterrence effect on speeding. Photo radar is widely used
for speed control in Europe and Australia, with dramatic reductions
in excessive speeding [i.e., exceeding the speed limit with a 10-mph
(16-km/h) tolerance] and related reductions in casualty crash fre-
quency. Photo radar use in the United States is limited because of
legal and political, rather than technical, issues. If introduced selec-
tively at first—at especially hazardous roads and locations with high
-crash rates—photo radar is likely to gain essential public support.

Whether new or traditional enforcement technologies are used, a
well-designed public information program can help boost the deter-
rence effect. Publicity increases awareness and expectations of inten-
sified enforcement. It can educate the public about the reasons for
enforcement. To be credible, publicity must be followed up with an
active enforcement effort.

Although not part of the enforcement process, the courts play a
major role in ensuring motorist compliance with speed limits.
Support of traffic court judges is essential to ensure that speeding
violations are treated seriously and that offenders are handled consist-
tently. Automated enforcement has the potential to reduce court
backlogs and shorten the time between detection and punishment by
substituting administrative adjudication procedures and civil sanc-
tions (like parking fines) for some speeding infractions. The current
system of speed limits, enforcement, and adjudication, however, is
not effective for all situations. Other speed management strategies,
some of which are reviewed in the next chapter, may be required.
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Statistics prove
Near and far
That folks who
Drive like crazy
—Are
*Burma Shave* (Rowsome 1965)

Speed limits are one of the oldest strategies for controlling vehicle operating speeds, but they are not effective in all driving situations. For example, speed limits are frequently violated on local streets in urban areas, where the level of enforcement required to achieve compliance with posted speed limits using traditional enforcement methods is prohibitively expensive. In this chapter, alternative methods for controlling speeds are briefly considered. Most topics have been covered extensively elsewhere. The approaches discussed here include highway
design, infrastructure improvements, and traffic control; intelligent vehicle- and highway-related technologies; and interventions for special populations, particularly older drivers and new teenage drivers.

**ROADWAY DESIGN, INFRASTRUCTURE IMPROVEMENTS, AND TRAFFIC CONTROL**

Approaches that fall under this category are focused on controlling driving speeds by changes in roadway design, physical changes to the roadway, and traffic operations rather than by behavioral approaches such as enforcement or public education.

**Designing Roads To Manage Speed**

The traditional approach to designing a new road is to define the function of a facility (e.g., through travel, distribution, access) and its expected level of service (AASHTO 1994). These characteristics, in turn, guide the choice of a design speed, which governs selection of horizontal and vertical elements of new roads—sharpness and extent of banking of horizontal curves and rate of grade change of vertical curves—as well as stopping sight distances and intersection sight distances (AASHTO 1994). In contrast, speed limits, particularly speed limits in speed zones, are often based on driver operating speeds (e.g., 85th percentile speeds), which, in turn, affect the timing of traffic signals (FHWA 1988) and other operational considerations. These different procedures can lead to inconsistencies among design speeds, speed limits, and driver operating speeds. Such differences are not necessarily cause for alarm. Design criteria have considerable built-in safety margins.¹ Hence it may be appropriate to travel at speeds

---

¹ Design criteria are often based on worst-case scenarios and performance characteristics of older vehicles (e.g., locked-wheel braking on wet pavements) (Krammes et al. 1996, 14). In addition, many highway features are constructed with more than minimum design values so that the design speed may actually apply to only a small number of critical features on a road segment. As a result, the design speed of a highway is likely to understate the “maximum safe speed” over much of its length (Krammes et al. 1996, 14).
higher than the design speed on a particular highway section. However, the dispersion in traffic speeds—a contributing factor to crash involvement—appears to be lowest when the difference between design speed and the posted speed limit is small (Garber and Gadiraju 1988, 23–25).

An alternative design approach that attempts to achieve greater consistency among design speeds, actual driving speeds, and posted speed limits is under development in the United States. The idea is to design roads to ensure that driver operating speeds are consistent with a target operating speed. Roadway geometry is commensurate with this target speed and, thus, is more consistent with motorists’ expectations of appropriate speeds for conditions (Poe et al. 1996, 2-1). Highway geometric design procedures in Europe and Australia currently incorporate predicted vehicle operating speeds as an important determinant of highway design (Poe et al. 1996, 2-1).²

The key to the approach is the accurate prediction of target operating speeds. Thus, research in the United States is currently focused on development of models for predicting expected speeds as a function of roadway geometry, land use, and other traffic elements (Poe et al. 1996, xix).³ The methodology presented by Poe et al. considers the relationship between vehicle operating speeds and roadway geometric design elements. Model development efforts are focused on higher-speed, two-lane rural highways where inadequate consistency and continuity of design contribute to wide dispersions in driving speeds and increased crash risk.⁴ Models are also being developed for

---

² The Netherlands has embarked on a comprehensive program to rationalize its entire road system to bring road function, use, and vehicle travel speeds into greater harmony (see discussion in Chapter 3 under the section “Application of Speed Limits”).
³ The Federal Highway Administration (FHWA) is sponsoring research on a Design Consistency Evaluation Module as part of a comprehensive effort to develop an Interactive Highway Safety Design Model that would enable highway designers to consider safety systematically in developing and evaluating cost-effective highway design alternatives (Paniati and True 1996, 55).
⁴ In addition to the FHWA-sponsored research to develop a computer tool, a National Cooperative Highway Research Project (15-17) is under way whose objective is to develop guidelines that designers can use to improve the geometric design consistency of roadway features on higher-speed, nonurban, two-lane roads.
low-speed urban streets where driving speeds often exceed desired
levels, particularly where the roads are shared with vulnerable pedes-
trians and bicyclists (Poe et al. 1996; Tarris et al. 1996). Poe et al.
(1996, 13-3) found that driver operating speeds on urban streets are
affected by such design features as roadway alignment (i.e., how
straight or curving the road is) and lane width. Thus, curving road-
ways and narrower lane widths on residential streets could help
achieve desired lower driving speeds.

The effort to achieve greater congruence between highway design
and driver expectations of appropriate operating speeds clearly has
potential to improve safety. However, more research, validation of
model results, and better understanding of the safety benefits of
alternative designs are required before the approach can be adopted
as standard design practice.

Traffic Calming

“Traffic calming” refers to a variety of physical measures to reduce
vehicular speeds, primarily in residential neighborhoods. The idea
originated in Europe, where the basic objective was to achieve calm,
safe, and environmentally improved conditions on local streets
(Pharoah and Russell 1989, 5). Some of the best-known and earliest
examples of traffic calming were the Dutch “woonerf” schemes of the
early 1970s, which reduced traffic speeds by the use of design treat-
ments that aimed to give equal priority to pedestrians and other non-
motorized road users on neighborhood streets (Pharoah and Russell
1989, 4). Since that time, the concept has spread to other European
countries, Australia, and the United States.

A primary reason for the approach is concern for pedestrian and
bicycle safety on local streets. The risk of injury and death for pedes-
trians struck by a vehicle rises sharply as vehicle speed increases
above very low impact speeds.5 Thus, keeping speeds appropriately
low is a priority on streets that are shared with pedestrians and other
vulnerable road users. The ineffectiveness of speed limits in these sit-

5 See relevant studies reviewed in Chapter 2 and Appendix B.
uations and the high cost of enforcement have led some communities to adopt traffic calming measures that physically constrain vehicle speeds.

Traffic calming treatments include measures to reduce vehicle speeds by narrowing the roadway and changing the path of the vehicle with roundabouts and traffic circles, widened sidewalks, raised median strips, chokers, and chicanes (Figure 5-1). Measures that make higher speeds uncomfortable—speed humps, raised intersections, and, to a lesser extent, rumble strips—are also common. Traffic calming treatments can be applied singly (e.g., speed humps on indi-

Figure 5-1 Examples of selected traffic calming techniques (Ullman 1996, 112; Ewing and Kooshian 1997, 28–33). (Photographs reprinted from ITE Journal, Vol. 67, No. 8, Aug. 1997, with permission.)
Other Speed Management Strategies

Individual streets) or in combination as part of an areawide strategy. They can range in expense from a speed hump, which costs $1,500 to $1,700, to traffic circles at local street intersections, which cost approximately $10,000 (Loughery and Katzman 1998, 14).

In the United States, traffic calming treatments are being adopted primarily on low-speed residential streets, although more comprehensive woonerf-type schemes have been undertaken in a few cities. Traffic calming is not considered suitable for urban arterial streets, which serve commuter and commercial traffic and carry emergency vehicles. Although not widely used, traffic calming techniques are also appropriate in transition areas. For example, “gateway” treatments—a combination of road surface treatments and vertical elements, such as trees and lamp standards, to create the impression of passing through a narrowed entrance—can be used to alert drivers on rural roads to adapt their speeds as they approach villages or more built-up suburban and urban areas.

Many studies have documented the speed and traffic-reducing effects of traffic calming (Pharoah and Russell 1989; Fildes and Lee 1993, 69–73; Loughery and Katzman 1998, 2–3). However, speed and traffic reduction on a treated street can divert the traffic and related speeding problems to neighboring streets. The speed hump program evaluation in Montgomery County, Maryland, for exam-

---

6 Concern has also been raised concerning response times of emergency vehicles on traffic-calmed residential streets. A recent study of the effect of an extensive speed hump program on residential streets in Montgomery County, Maryland, found that emergency response time was slowed somewhat by the presence of speed humps. Every five speed humps had the effect of increasing the distance between the station and the incident by 1/4 mi (0.4 km) compared with a response route without humps and assuming a travel speed of 25 mph (40 km/h) (Loughery and Katzman 1998, 5–6, Appendix E).

7 Critiques of gateway schemes, particularly those aimed at reducing speed on rural roads at entrances to villages, suggest that their success depends on stringent physical measures to reduce speeds that must be applied at regular intervals to sustain speed reductions (Alink and Otten 1990 and Wheeler et al. 1994 in Comte et al. 1997, 23–24).

8 The county has an extensive speed hump program. Since 1994, 1,150 speed humps have been installed on 300 county streets at an average cost of $1,650 per hump (Loughery and Katzman 1998, 1).
ple, found evidence of traffic diversion on parallel streets without speed humps (Loughery and Katzman 1998, 2–3). Of course, the net effect depends on the number of streets treated and the availability of parallel routes.

Many studies (Zein et al. 1997; Pharoah and Russell 1989; Brindle 1986; Fildes and Lee 1993) have also noted safety benefits of traffic calming, citing large reductions in crash frequency and injury severity, although safety is not the sole objective of neighborhood traffic calming projects. In theory, lowering vehicle speeds should reduce the severity of crashes, particularly those involving pedestrians. It is not as clear to what extent lower speeds on residential streets can reduce crash likelihood. The difficulty in studying these effects arises from the scattered pattern of crashes in residential areas and the small size of “before and after” data sets that limit statistical analysis (Pharoah and Russell 1989, 45).9 In addition, just as traffic can migrate from treated to nontreated streets, so can crashes. Application of traffic calming techniques on an areawide basis should address traffic diversion. Reviews of low-speed zones in urban areas bear out this contention; speeds and crashes have been successfully reduced within the zones.10 However, it is difficult to establish a direct causal link between speed reduction and crash reduction (Brindle 1986, 228) and to isolate the effects of traffic calming treatments because many of these areawide schemes have been accompanied by complementary policies, such as publicity campaigns and increased enforcement.

9 The results of “before and after” crash data on traffic-calmed streets in Montgomery County provide some indication of the difficulty of measuring safety effects. The report noted that, of the 27 representative streets evaluated, 9 experienced a decrease in crashes after speed humps were installed and 2 experienced an increase. Where increases were reported, the number of crashes increased from zero to one. Six streets reported no change, but on five there were no crashes at all; the sixth street experienced only one crash. The 10 remaining streets had no available data (Loughery and Katzman 1998, 3–4).

10 There is some evidence, however, that part of the decrease in crashes is due to the decrease in traffic volumes in the zones and diversion of traffic outside the zones. The diversionary effect needs to be studied further to assess the net safety effects of urban speed zones. (See discussions in Chapter 3 and Appendix C.)
Traffic Control

Operational measures can be used to slow traffic. In neighborhoods, multiway stop signs, traffic signals, turn prohibitions, and one-way streets have been used to manage speed. Because they require driver compliance, many operational measures (e.g., stop signs) are less effective than their physical counterparts in reducing driving speeds (Ullman 1996, 114).

If properly set and coordinated with posted speed limits, traffic signals can be an effective way of controlling speeds. Considerable advances have been made in designing and implementing computer-based signal control systems (GAO 1994). Improving signal timing can reduce vehicle stops and hence lessen the opportunities for rear-end collisions. It also encourages more uniform speeds. Mistimed signals can encourage speeding to avoid yellow or red lights and widen speed dispersion.

Perceptual Countermeasures

An alternative to physical changes to the road is less intrusive and lower-cost design treatments, known as perceptual countermeasures, which alter how drivers perceive the road or roadside (Fildes and Jarvis 1994, 1). A typical example is a patterned road surface (transverse road marking) that gives the appearance that one is traveling much faster than would be the case without the treatment. A range of other measures is available, including center and edge-line treatments; lane-width reductions; curvature enhancements; and delineators, guideposts, and chevrons. Most of these measures are low in cost, although some require continued maintenance to be effective. Thus, they may be appropriate in locations where more expensive treatments cannot be justified. However, their long-term effectiveness in reducing speeds is not well established and often appears to be site dependent (Fildes and Lee 1993, 77).

VEHICLE- AND HIGHWAY-RELATED TECHNOLOGIES

As vehicles have become more electronically advanced and improved technologies have enabled provision of real-time information
between the highway and the vehicle, the groundwork has been laid for more sophisticated speed management strategies and more automated speed control measures. Many of these measures are encompassed under the Intelligent Transportation Systems program, whose goal is the improved safety and efficiency of highway travel. Some of these technologies are already in use. Others require more research and demonstration to ensure their reliability and public acceptance.

**Vehicle-Related Technologies**

Some motorists underestimate or misjudge their driving speed. With older vehicles, drivers had more physical cues about speed, including the tilting motion and sound of the tires when negotiating a sharp curve and the noise of the road when traveling at higher speeds (Comte et al. 1997, 39). Today, improved vehicle handling, high-performance tires, and air-conditioning systems mute these cues. Technologies are being developed to provide more information and feedback to the driver about driving speeds and, in the longer term, to create “intelligent” vehicle control systems.

Many such technologies are well along in development. For example, heads-up display speedometers that provide continuous speed information to drivers in their normal fields of view, rather than requiring drivers to look at the dashboard periodically to check speed, are available (Comte et al. 1997, 39). Speed checkers—electronic devices mounted on the dashboard that are activated by roadside transmitters at mileposts or on speed limit signs—have been tested for their potential to warn drivers that they are exceeding legal speed limits. Of course, user acceptance is likely to be better if the device is activated only in highly hazardous locations (Comte et al. 1997, 40). Emergency warning systems are also being developed. For example, sensors on the front of the vehicle could detect when a vehicle is closing too fast on the vehicle immediately ahead and warn the driver when the distance equals a predefined limit for the travel speed (TRB 1998, 32–33). A curve-approach warning system, using roadside communication beacons to provide information about roadway geometry, could alert drivers to sharp curves, warning them if the vehicle is approaching at excessive speed (TRB 1998, 33). This type
of warning system could be particularly effective in forestalling speed-related, run-off-the-road crashes. However, commercialization and broad driver acceptance of many of these speed-related information systems depend on resolution of human factors issues, such as driver distraction and information overload.

Vehicle control technologies offer another level of sophistication in speed management. Conventional cruise-control systems, which are mainly used in freeway driving, already enable drivers to establish and maintain a fixed vehicle speed. More advanced adaptive cruise-control systems, which are under development by some automobile manufacturers and their suppliers, would use forward-looking sensors and adjust vehicle speeds automatically to maintain a safe following distance from the vehicle ahead (TRB 1998, 34). Key concerns are reliability and the pros (e.g., crash avoidance) and cons (e.g., driver inattentiveness) of automating critical driving tasks. Of course, fully developed collision avoidance systems would involve lane-departure avoidance systems as well as frontal-collision avoidance systems.

Speed governors offer a solution for limiting the maximum speed of a vehicle. Speed governors are required on heavy trucks that operate in countries that are part of the European Union (ECMT 1996, 32). Some U.S. trucking companies also use speed limiters, although increasingly sophisticated truck engines enable speeds to be controlled electronically. The primary reasons for using speed governors on heavy vehicles are fuel efficiency, safety, and equipment wear. In the United States, the speed governor or engine is usually set at the speed that provides maximum fuel efficiency, which generally falls below most current maximum speed limits on major highways. The use of speed limiters on passenger vehicles has been tested in Europe (Comte et al. 1997, 45–48), but issues of driver control, system cost—and, above all, consumer acceptance—are likely to preclude their widespread use in the foreseeable future.

Other speed-limiting approaches involve “smart cards,” which combine vehicle functions with a driver’s license and allow variable speed governing depending on the driver and the situation. For example, the smart card could prevent teenage drivers with provisional licenses or repeat offenders of drunk driving and speeding
from exceeding certain speed thresholds. In the former case, the speed could be set by a parent; in the latter, by the courts.

**Highway-Related Technologies**

Road-based technologies use electronic capabilities to provide drivers with information about upcoming roadway conditions. One of the most commonly available technologies is variable message signs, which can be used for speed control. For example, a recent survey of permanently mounted changeable message sign usage in the United States and one Canadian province found the following speed-related uses: incident and traffic management, fog warnings, and warnings of other adverse weather and road conditions (Dudek 1997, 10). The effect of these signs on motorist behavior has not been studied extensively, and the studies that have been conducted tend to be out of date (Dudek 1997, 46). Use of variable message signs in Europe, particularly to display appropriate speed limits, appears to suffer from the same limited time- and distance-halo effects as traditional enforcement measures (Comte et al. 1997, 31).

Variable speed limits represent a more sophisticated use of variable message signs to convey information to drivers about appropriate speed limits. Variable speed limits are not in wide use on U.S. highways today. Where they do exist, their primary function is to provide weather advisories and appropriate speeds for hazardous conditions. Variable speed limits have been used more extensively in Europe, particularly on major motorways, for general speed management.¹¹ They are especially well suited to address temporal changes in traffic volumes, speed, and density on urban Interstate highways. More experience is needed concerning the efficiency gains and safety benefits of these systems. However, even if the results are highly positive, system costs are likely to limit their use to major highways.

Another road-based approach to managing speed is to provide drivers with direct feedback about their driving speeds through the use of mobile roadside speedometers. The devices usually include a speed
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¹¹ For more detailed information on this experience, see discussions in Chapter 3 and Appendix D.
Other Speed Management Strategies

limit sign, a Doppler radar emitter and receiver to measure speeds, and a changeable message sign that displays the speed of the approaching vehicle to the driver (Casey and Lund 1993, 627). Local jurisdictions are experimenting with these devices to supplement traditional enforcement measures in problem speed locations on city streets, in neighborhoods, and in school and work zones. An evaluation of the effectiveness of roadside speedometers under several controlled deployment strategies (e.g., varied, intermittent, and continuous deployment, each with and without enforcement) found that the speedometer’s presence reduced average traffic speed, especially the speeds of those drivers exceeding the speed limit by at least 10 mph (16 km/h), in the vicinity of the device and short distances downstream; the device was particularly effective in school zones (Casey and Lund 1993, 627). However, the effectiveness was clearly linked with enforcement or implied enforcement, a finding of many other studies (Comte et al. 1997, 32–36). Unless coupled with periodic enforcement, roadside speedometers appear to be ignored by motorists whether the deployment is continuous or intermittent (Casey and Lund 1993, 634).

Fully Automated Vehicle and Highway Systems

Fully automated highways, which would combine many of the vehicle- and highway-related technologies described previously, would fully control speed essentially by taking the driving task away from the individual driver. To obtain the full efficiency benefits of close headways and high travel speeds, fully automated travel lanes would be required with traffic moving in coordinated platoons of fully automated vehicles (TRB 1998, 35–36.). A public demonstration of several automation technologies was held in San Diego, California, in August 1997, but prototype development, much less full deployment, of an automated highway system will not be realized any time soon.13

12 Some jurisdictions are using the roadside speedometer readings to target enforcement by location and time of day.

13 In fact, the U.S. Department of Transportation has shifted its research priorities to encourage development and deployment of nearer-term advanced vehicle control and
Even if reliability and liability issues could be resolved, the large investment costs will severely limit deployment of such a system to all but a few sections of major highways where the efficiency and safety gains might justify the expense.

SPECIAL DRIVING POPULATIONS

The problem of speeding or driving too fast for conditions is not confined to any one driving group, but certain groups of drivers—older drivers and younger drivers in particular—have special problems with speed. Aggressive drivers could also be included, but aggressive driving\textsuperscript{14} has only recently been identified as a traffic safety problem and has not yet received much analytic review. In this section, the speed-related problems of older and younger drivers are identified and strategies to manage them are reviewed.

Older Drivers

Older drivers are one of the fastest-growing segments of the driving population. The 65 and older age group, which numbers about 34 million today, will exceed 50 million by 2020, accounting for approximately one-fifth of the driving age population in the United States (FHWA 1997, v).

Many older drivers have reduced capability to handle speed because of declining performance in visual, cognitive, and motor tasks that accompany aging (TRB 1988, 72). Vision, particularly night vision, becomes poorer and reflexes slower, so that older drivers generally have slower perception-reaction times (TRB 1988, 72). Older drivers tend to compensate for these changes by restricting their night driving and by driving slower than the prevailing traffic, driver assistance features. This new Intelligent Vehicle Initiative, which deemphasizes the earlier target of fully automated driving, is focused on improving highway safety (TRB 1998, 5).

\textsuperscript{14} Aggressive driving, or “road rage” as it is more commonly known, refers to driving behavior that endangers or is likely to endanger people or property (\textit{AASHTO Journal} 1997, 8).
which may increase their risk of multivehicle crash involvement.\textsuperscript{15} If a crash occurs, older persons are more likely to be injured because of their frailty (Mackay 1988).

Addressing the speed-handling capabilities of older drivers is not easy. In recent years, considerable research has been conducted on the question of whether highway design is sufficiently sensitive to assumptions about driver performance, particularly the performance of older drivers. Perception-reaction time is a key concept in models of driver behavior and highway design that underlie many highway design criteria. Current American Association of State Highway and Transportation Officials (AASHTO) design criteria assume a 2.5-s perception-reaction time for sudden stopping when the driver must brake in reaction to an unexpected obstacle (Lerner et al. 1995, 3)\textsuperscript{16} and 2.0 s for estimating appropriate sight distances at intersections (AASHTO 1994, 704). Age differences were observed in experimental situations, with somewhat longer perception-reaction times for older drivers, but these differences are encompassed by AASHTO design criteria. No major changes in design parameters were recommended (Lerner et al. 1995, 95–97; Fambro et al. 1997).

Previously discussed technological advances in driver information systems and vehicle control technologies could enhance the ease and speed with which information is provided to the driver and simplify some driving tasks. These improvements would benefit all drivers, but could especially assist older drivers if the technologies are introduced in ways that do not distract drivers or overload their ability to process information.

Other suggestions for addressing the speed-handling capabilities of older drivers as well as their general driving skills include driver training programs especially tailored for older drivers and a graded licensing system for older drivers, which would restrict driving on the basis of the individual’s capabilities. The effectiveness of training programs in improving the performance of older drivers has not been estab-

\textsuperscript{15} See the reviews of studies linking crash involvement with deviation from average traffic speeds in Chapter 2 and Appendix B.

\textsuperscript{16} This time consists of two components: 1 s for perceiving the situation and initiating action and 1.5 s for braking (TRB 1988, 63).
lished (McKnight 1988, 117). Technical issues, such as developing adequate licensing test procedures, and more general issues, such as age discrimination and mobility concerns, are major roadblocks to the introduction of modified licensing procedures for older drivers (TRB 1988, 73; Eberhard 1996, 36).

**Younger Drivers**

Although the U.S. population is aging, nearly a 20 percent increase in the population of 16- to 24-year olds is projected—from 36 million to 43 million potential drivers by 2020 (NHTSA 1997, 4). California estimates a one-third increase in its population of 15- to 19-year-olds over the next 10 years alone, the result of delayed childbearing by the Baby Boom generation, high levels of immigration, and high birth rates in parts of the population (*Highway and Vehicle Safety Report* 1998, 2–3).

In marked contrast to older drivers, younger drivers’ problems with speeding are related to their propensity to take risks and their driving inexperience. Both characteristics can cause them to drive at speeds inappropriate for conditions.

Some states have enacted graduated licensing systems as one way to limit high-risk youthful driving behaviors, including speeding. The idea is to restrict the time and manner of driving in stages to allow beginning drivers to acquire on-the-road experience in lower-risk settings before obtaining a regular, unrestricted license (Status Report 1996, 1). The emergence of graduated licensing systems in the United States provides an opportunity to revamp driver education programs, which, according to many studies, have fallen far short of their objective to reduce the crash experience of young drivers (Status Report 1997, 1).

Education is often recommended as a significant method of reducing risk behavior (DeJong 1991; DeJong and Atkin 1995; McMahaon 1986; Brownell et al. 1986). Many public health pro-

---

17 Typical elements of a graduated licensing system include a mandatory supervised driving period, night driving curfew, limits on teenage passengers riding with a beginning driver, a freeway driving restriction, and a lower blood alcohol concentration threshold for teenagers than for adults (Status Report 1996, 1–2).
grams intended to promote healthy choices and reduce risky ones have included an education component. Efforts in smoking cessation, nutrition, exercise, pregnancy prevention, and substance abuse are examples. It is therefore likely that education should be considered as a component in working with driver groups, such as teenage drivers, who are at higher risk of speed-associated traffic injury, to increase their compliance with posted speed limits or reduce inappropriate speeding behavior. Research on education in other risk reduction situations, however, indicates that education intended to frighten individuals into changed behavior has only limited, short-term efficacy, and that education alone is almost never sufficient to achieve long-term behavior change (Job 1988; Montezeri and McEwan 1997). It must be accompanied by other approaches that increase awareness of vulnerability and provide social support, such as peer group approval for the desired behavior (Farquhar 1978).

Both younger and older drivers have special, identifiable problems handling speed. However, finding effective strategies to address their speed-related problems is difficult and represents a significant challenge.

**SUMMARY**

In this chapter, several alternatives to speed limits for managing driving speeds have been considered. Road redesign—and to an even greater extent traffic calming—attempt to physically constrain driving speeds to desired levels. Traffic calming can be an effective strategy for reducing speed on some residential streets, but it is not considered suitable for major urban roads. Designing roads so that the resulting roadway geometry is more consistent with motorists’ expectations of appropriate driving speeds has promise for existing as well as new highways, but more research is needed to determine the safety benefits of alternative designs. Preliminary findings indicate that, on low-speed urban streets, use of an operating speed model in the design process could bring actual speeds closer to intended speeds. Even if design procedures can be modified, however, road redesign is a long-term strategy because of the extent of highway mileage in the United States and the pace and cost of rehabilitation.
Technological advances to provide more “intelligent” vehicles and highways offer another approach. New ways of communicating information to the driver about appropriate driving speeds are under development, and advances in vehicle control technologies should enable automation of some speed-related driving functions. Introduction of these technological advances awaits resolution of human factors concerns, such as driver distraction and information overload, and—with more automated systems—issues of reliability, liability, driver control, and acceptance. Some systems may become commercially available shortly, but it will be several years before they become standard equipment on all motor vehicles.

The most challenging approaches are those that attempt to change driver behaviors and attitudes toward speeding. Special populations, particularly older drivers and young drivers, have been identified as having particular, though different, problems with speeding. As the experience with other risky behaviors such as drinking and driving or smoking has shown, attitudinal changes are possible. They require awareness and understanding of risk and a long time frame. In the case of speeding, aging of the population and continued or more frequent aggressive driving could result in more negative attitudes toward speeding and greater compliance with speed limits than are evident today. Of course, if vehicles and roads become safer, motorists could favor higher limits, at least on the safest roads.

The approaches identified in this chapter offer a range of methods for controlling driving speeds. Their use is often limited to certain types of roads or settings (e.g., residential streets). For the foreseeable future, their most likely application is to complement and enhance rather than to supplant speed limits. For the longer term, they represent important areas of innovation and opportunity that bear watching and evaluation.
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In this chapter the committee offers its guidance on appropriate methods of setting and enforcing speed limits. Speed limits represent trade-offs between risk and travel time for a road class or specific highway section that reflect the decision makers’ attempt to achieve an appropriate balance between the societal goals of safety and mobility. The process of setting speed limits is often viewed as a technical exercise, but the decision involves value judgments and trade-offs that are frequently handled through the political process in state legislatures and city councils. Thus, the guidance offered here is directed toward a broad audience of those involved in decisions about setting and enforcing speed limits: state and local legislators, traffic engineers, law enforcement and judicial officials, and the interested general public.

The guidance attempts to be as specific as possible, recognizing that decision makers are looking for practical advice. However, it stops short of recommending numeric speed limits. Road conditions vary too widely to justify a “one-size-fits-all” approach. There is no
single “right” answer in setting appropriate speed limits because policy makers in different communities may legitimately disagree on the priority given to the factors—safety, travel time, enforcement expenditures, community concerns—that affect decisions about speed limits. Moreover, the available studies and data fall short of providing decision makers with an adequate basis on which to quantify with much precision the effects of changes in speed limits on such critical factors as driving speeds, safety, and travel time by road class. Technical input on how these factors should be weighed in different situations, however, can help guide the decision. Thus, the focus here is to identify the critical decision factors, elaborate what is known and what is not known about their importance by road class, and comment on the decision-making process itself. The primary focus is on the effects of speed limit policies on safety, rather than on travel time, energy consumption, or environmental pollution.

The chapter is organized as a series of questions and answers. It begins with a general discussion of the rationale, purpose, and current methods of setting speed limits both for broad road classes (legislated limits) and specific road sections (speed zones). The decision process for determining speed limits is then discussed. Next, a roadway classification scheme is offered, which distinguishes seven different road classes and a category for special zones (i.e., school and work zones); advice is provided on the key factors for consideration in determining appropriate speed limits for each category. The role and limits of current enforcement and adjudication methods in regulating driving speeds are then discussed. Finally, the potential for technology to improve methods of determining and enforcing speed limits is considered. Key points are highlighted in bold in the text that follows.

WHY REGULATE DRIVING SPEEDS?

The argument can be made that most motorists drive in a reasonable and prudent manner, selecting their driving speeds so as to arrive at their destinations safely. If this is so, why not leave it up to the individual driver to determine an appropriate speed? There are three principal reasons for regulating drivers’ individual speed choices: (a) externalities, that is, the risks and uncompensated costs imposed
on others because of individual driver choices about appropriate driving speeds; (b) inadequate information that limits a motorist’s ability to determine an appropriate driving speed; and (c) driver misjudgment of the effects of speed on crash probability and severity.

The first reason derives from differences in drivers’ risk tolerances. For example, in selecting an appropriate driving speed, an older driver is apt to assign more weight to the risks of mortality and injury to himself and others than to travel time; other drivers might assign greater weight to travel time. Even the same driver may make different trade-offs between travel time and safety depending on trip urgency, trip length, and familiarity with the road. The problem arises because individual drivers’ decisions about speed may be made without adequate consideration of the effect of their choices on the safety of other road users. Even a driver traveling alone who is involved in a single-vehicle crash may impose medical and property damage costs on society that are not fully reimbursed by the driver. The potential costs imposed on others is a primary reason for regulating speed.

The second reason for regulating speed is the inability of drivers to judge vehicle capabilities (e.g., stopping, handling) and to adequately anticipate roadway geometry and roadside conditions to determine appropriate driving speeds. Drivers are generally able to modify their driving speeds appropriately as traffic volumes increase and weather conditions deteriorate. Unless they are familiar with conditions, however, they may not be as aware of appropriate speeds on roads with poor geometrics or high levels of roadside activity.

A final reason for regulating speed, which is related to the issues of information adequacy and judgment, is the tendency of some drivers to underestimate or misjudge the effects of speed on crash probability and severity. This problem is often manifested by young and inexperienced drivers and may be a problem for other drivers.

The effects of externalities and the availability of information enabling motorists to anticipate conditions and select appropriate driving speeds differ significantly by road class. For example, the risks imposed on others by individual driver speed choices are likely to be relatively small on rural Interstate highways where free-flowing traffic creates fewer opportunities for conflict with other road users.
In addition, under normal conditions drivers tend to have adequate information to determine appropriate driving speeds, because these highways are usually built to the highest design standards, access is limited, and roadside activity is minimal.\(^1\) In contrast, the risks imposed on others by individual driver speed choices may be large on urban arterials where traffic volumes are high for extended periods of the day, roadside activities are numerous, and potential for conflict with entering vehicles and with vulnerable bicyclists and pedestrians is great. These differences are important factors for consideration in setting appropriate speed limits on different types of roads.

**WHAT IS THE PURPOSE OF SPEED LIMITS?**

The primary purpose of speed limits is to regulate driving speeds to achieve an appropriate balance between travel time and risk for a road class or specific highway section. Speed limits have also been imposed for fuel conservation when national maximum speed limits were established on major highways during World War II and again in 1974 following the oil crisis of the preceding year.\(^2\)

Safety—more specifically, avoidance of crashes and mitigation of crash outcomes—is the most important reason for imposing speed limits. Many factors besides speed affect traffic safety—driving under the influence of alcohol or other drugs, safety belt use, roadway geometry, and weather—but speed has been shown to play an important role.

Speed is directly related to injury severity in a crash through the change in velocity (Delta-V) that occurs in a crash. The probability of severe injury increases sharply with the impact speed through its relation with Delta-V. The energy release is proportional to the
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\(^1\) Not all rural Interstate highways are constructed to the highest design standards, however. Some predate the Interstate construction program and were upgraded to minimum Interstate standards.

\(^2\) The conservation effects, however, were not large. For example, Bloomquist (1984) estimated that the 1974 National Maximum Speed Limit (NMSL) reduced fuel consumption by 0.2 to 1.0 percent. Originally enacted as a temporary fuel conservation measure, Congress made the 55-mph (89-km/h) speed limit permanent because of the apparent safety benefits (TRB 1984, 15).
square of the impact speed; the higher the impact speed, the greater the potential Delta-V. The risk of severe injury is even greater when a vehicle strikes a pedestrian, the most vulnerable of road users; mortality risk for the pedestrian rises rapidly as impact speeds increase, with the rapid rise beginning at very low speeds. The strength of the relationship between speed and crash severity alone is sufficient reason for managing speed.

Speed is also linked to the probability of being in a crash, although the evidence\(^3\) is not as compelling because crashes are complex events that seldom can be attributed to a single factor. In addition, the association between speed and crash probability varies by road type. Crash involvement has been associated with the deviation of a driver’s speed from the average speed of traffic regardless of whether the deviation is above or below the average traffic speed. Evidence of increased crash probability from traveling above the average speed is found on many different road types, including Interstate highways, nonlimited-access rural roads, and urban arterials. Evidence of increased crash probability from traveling below the average speed is found primarily on Interstate highways near interchanges where traffic slows to merge or exit and on rural roads where vehicles slow at intersections or when negotiating turns. Crash involvement has also been associated with a driver’s selection of speed on certain road types. For example, on nonlimited-access rural roads, single-vehicle crash involvement rates have been shown to rise with travel speed.

Speed limits are intended to enhance safety in at least two ways. They have a limiting function. By establishing an upper bound on speed, their purpose is to reduce both the probability and the severity of crashes. They also have a coordinating function; here the intent is to reduce dispersion in driving speeds (i.e., lessen differences in speed among drivers using the same road at the same time) and thus reduce the potential for vehicle conflicts.

\(^3\) The reader is directed to Chapter 2 for a more complete review of the studies that link speed and crash probability. In the interest of brevity, the specific references to these studies are not repeated here. This protocol is also followed in other places in the text where the reader is directed to specific chapters for more detailed information.
Speed limits are also established to provide motorists with a common set of rules about appropriate driving speeds. The purpose is to encourage uniform driving behavior and an orderly flow of traffic.

Setting speed limits requires making implicit trade-offs among road user safety, travel time, practicality of enforcement, and other factors that may affect motorists’ decisions about appropriate driving speeds. Research can help inform the decision maker who must determine an appropriate speed limit, but the decision ultimately reflects value judgments about acceptable levels of risk, the value of time, and acceptable levels of enforcement.

WHAT INFORMATION SHOULD SPEED LIMITS CONVEY TO THE DRIVER?

A speed limit sign should convey two basic messages: (a) the maximum speed for a reasonable and prudent driver traveling in free-flowing traffic with good visibility and under fair weather conditions, and (b) the speed that will be enforced within some tolerance for minor measurement error.

Traditionally, speed limits have been set to inform motorists of appropriate driving speeds under favorable conditions. Drivers are expected to reduce speed if conditions deteriorate (e.g., poor visibility, adverse weather, congestion, warning signs, or presence of bicyclists and pedestrians). In the future, variable speed limits may make possible posted speed limits that vary with conditions. However, until the technology becomes more widely available and less costly, speed limits should inform the driver of the maximum appropriate driving speed under favorable conditions. Minimum speed limits have also been established on some high-speed roads to reduce dispersion in speeds. In this case, the speed limit informs the driver of the minimum appropriate speed under favorable conditions.

Another alternative is to use prima facie limits more widely. Prima facie limits enable drivers charged with a violation for exceeding the speed limit to contend that their speed was safe for conditions existing at the time. Prima facie limits provide greater flexibility to drivers to determine an appropriate speed for conditions and place a greater burden of proof on the enforcement community that a violation has occurred.
Speed limits should also inform drivers who exceed the maximum (or fall below the minimum) limit that, with some tolerance for minor measurement error, they can expect a citation. In other words, speed limits should mean what they say.

**HOW SHOULD SPEED LIMITS BE SET?**

The approach currently in wide use to set speed limits is sound, that is, speed limits are legislated by broad road class (e.g., Interstate highway) and geographic area (e.g., urban district). Where statutory limits do not fit specific road or traffic conditions, speed zones may be established administratively, and speed limits for that highway section may be reduced from or raised above the statutory limit.\(^5\) The system appropriately balances the desirability of uniform speed limits (legislated limits for broad road classes) with the need for exceptions (speed zones) to reflect local differences.

**Establishing Legislated Speed Limits by Road Class**

*Decision Process for Determining Legislated Speed Limits*

Legislated speed limits by road class are determined by state legislatures and city councils for state and local roads, respectively. Legislators should seek the advice of traffic engineers, law enforcement officials, judges, public health officials, and the general public in determining appropriate speed limits, and provision should be made to monitor and enforce whatever decision is reached. Consultation, however, does not ensure that all parties will reach consensus or that tensions will be resolved between different interests, such as between commuters and residents on appropriate speed limits on residential streets. The decision process requires trade-offs and judgments concerning the relative importance of safety and travel time and the feasibility of enforcement. There is no single “right” speed limit, but, in addition to satisfying safety, the final
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\(^5\) In those states with absolute speed limits, speed zone limits cannot be raised above the maximum absolute limit for that road class.
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selection of a speed limit should meet the requirements of enforceability and acceptance by the community at large.

Nor should the process stop there. Roadway conditions, vehicle safety features, driving behavior, and attitudes change over time. The change in driver attitudes toward and compliance with the 55-mph (89-km/h) NMSL is an example of how driver support for a legislated speed limit can erode over time. **Legislated speed limits should be reviewed periodically and revised when necessary on the basis of monitoring data on actual driving speeds and safety outcomes.**

Roadway Classification Scheme

The committee identified seven road classes plus a category of special zones (e.g., school zones, work zones) as the basis on which to differentiate speed limits by road type. The categorization scheme covers most major road classes and is expressed in terminology appropriate for the general reader. The committee’s classification scheme differs from the more technical highway functional classification system developed by the American Association of State Highway and Transportation Officials (AASHTO), a classification well known to the engineering community (Table 6-1). Data on mileage, travel volume, and safety, which are useful in making decisions about appropriate speed limits by road class, are only available by the AASHTO functional classification scheme. Thus they are provided here, although there is not always a one-to-one correspondence between the AASHTO and the committee road classification systems.

Guidance on Setting Legislated Speed Limits by Specific Road Class

In determining appropriate speed limits by road class, decision makers should be guided by both the likely risks imposed on others by individual driver speed choices and by the adequacy of cues provided by the roadway to help drivers anticipate conditions and make appropriate speed choices. They should also take enforcement practicality into consideration. Table 6-2 summarizes differences between road classes on the basis of these general considerations.
<table>
<thead>
<tr>
<th>Road Class (Committee Definition)</th>
<th>Road Class (AASHTO Definition)</th>
<th>Mileage (Percent of Total)</th>
<th>Annual Travel in 100 MVM (Percent of Total)</th>
<th>Fatal Crashes (Percent of Total)</th>
<th>Fatalities(^a) (Percent of Total)</th>
<th>Fatality Rate(^b)</th>
<th>Injuries(^c) (Percent of Total)</th>
<th>Injury Rate(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rural Interstate</td>
<td>Rural Interstate</td>
<td>32,818 (0.8)</td>
<td>2,324.5 (9.4)</td>
<td>2,388 (6.4)</td>
<td>2,850 (6.8)</td>
<td>1.23</td>
<td>91,200 (2.4)</td>
<td>39</td>
</tr>
<tr>
<td>Urban Interstate</td>
<td>Urban Interstate</td>
<td>22,240 (0.6)</td>
<td>5,093.5 (20.5)</td>
<td>3,701 (9.9)</td>
<td>4,137 (9.9)</td>
<td>0.81</td>
<td>444,600 (12.0)</td>
<td>87</td>
</tr>
<tr>
<td>Other freeway and expressway</td>
<td>Other principal arterial, rural</td>
<td>235,490 (6.0)</td>
<td>3,788.1 (15.3)</td>
<td>8,450 (22.6)</td>
<td>9,801 (23.4)</td>
<td>2.59</td>
<td>392,700 (10.5)</td>
<td>104</td>
</tr>
<tr>
<td>Rural multilane/high-speed two-lane</td>
<td>Minor arterial, rural</td>
<td>52,973 (1.3)</td>
<td>3,777.2 (15.2)</td>
<td>4,977 (13.3)</td>
<td>5,434 (13.0)</td>
<td>1.44</td>
<td>731,900 (19.6)</td>
<td>194</td>
</tr>
<tr>
<td>Urban/suburban multiline</td>
<td>Other principal arterial, urban</td>
<td>705,311 (18.0)</td>
<td>2,410.4 (9.7)</td>
<td>6,477 (17.4)</td>
<td>7,234 (17.3)</td>
<td>3.0</td>
<td>395,000 (10.6)</td>
<td>164</td>
</tr>
<tr>
<td>Rural lower-speed two-lane</td>
<td>Major collector, rural</td>
<td>176,940 (4.5)</td>
<td>4,269.9 (17.2)</td>
<td>4,557 (12.2)</td>
<td>5,092 (12.1)</td>
<td>1.19</td>
<td>778,000 (20.8)</td>
<td>182</td>
</tr>
<tr>
<td>Not defined(^b)</td>
<td>Minor arterial, urban</td>
<td>2,119,154 (54.1)</td>
<td>1,077.7 (4.3)</td>
<td>3,956 (10.6)</td>
<td>4,280 (10.2)</td>
<td>3.97</td>
<td>253,800 (6.8)</td>
<td>236</td>
</tr>
</tbody>
</table>

\(^a\) Fatalities\(^a\) \(=\) Fatalities
\(^b\) Fatality Rate\(^b\) \(=\) Fatalities\(^a\) / Mileage
\(^c\) Injuries\(^c\) \(=\) Injuries
\(^d\) Injury Rate\(^d\) \(=\) Injuries\(^c\) / Mileage

Table 6-1 Road Class Categories and Characteristics (FHWA 1997)
<table>
<thead>
<tr>
<th>Road Category</th>
<th>Vehicle MILEAGE</th>
<th>Vehicle MILEAGE</th>
<th>Fatality Rate</th>
<th>Injury Rate</th>
<th>Fatality Rate</th>
<th>Injury Rate</th>
<th>Fatality Rate</th>
<th>Injury Rate</th>
<th>Fatality Rate</th>
<th>Injury Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban residential street</td>
<td>574,524</td>
<td>2,080.8</td>
<td>2,845</td>
<td>3,079</td>
<td>1.48</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
</tr>
<tr>
<td>Local street, urban</td>
<td>(14.7)</td>
<td>(8.4)</td>
<td>(7.6)</td>
<td>(7.3)</td>
<td>(14.7)</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
</tr>
<tr>
<td>Rural unpaved road</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
</tr>
</tbody>
</table>

Note: Safety statistics are for 1996, the most recent year available. Year-to-year-variations by road class are small. AASHTO = American Association of State Highway and Transportation Officials; MVM = millions of vehicle miles; FHWA = Federal Highway Administration; N.A. = not applicable; 1 mi = 1.609 km.

a Includes vehicle occupant and nonoccupant fatalities.
b Fatality and injury rates are expressed as fatalities (or injuries) per 100 MVM.
c Includes vehicle occupant and nonoccupant injuries of all types, not just incapacitating. Estimates or 1995 data are used for 10 states plus the District of Columbia because of incomplete reporting at the time of publication.
d The category “other freeway and expressway” includes roads with less than full control of access.
e AASHTO defines this road category as serving major statewide travel. The roads are designed for relatively high-speed travel and minimum interference to through movement (AASHTO 1994, 11).
f This category also includes a substantial share (nearly 40 percent of the total mileage) of two-lane roads. The major purpose of these roads is traffic circulation, not access.
g AASHTO defines this road category as serving intracounty travel where travel distances are shorter and speeds are more moderate than on arterial routes (AASHTO 1994, 11). This category includes a small amount of four-lane divided highway mileage.
h The committee did not cover every possible road type. For example, the categories of “urban/suburban multilane roads” and “urban residential streets” were thought to adequately capture the major urban road types. Hence, a separate category was not defined for urban minor arterial and collector roads.
Table 6-2 Major Factors for Consideration in Setting Speed Limits by Road Class

<table>
<thead>
<tr>
<th>Road Class</th>
<th>Effects of Externalities</th>
<th>Available Information for Motorist Speed Choice</th>
<th>Enforcement Practicality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rural Interstates</td>
<td>Low—free-flowing traffic; limited access; pedestrians and bicyclists not generally present; the best safety record of all rural road classes</td>
<td>Good—roads usually constructed to highest design standards; drivers can generally anticipate conditions</td>
<td>Selective, targeted enforcement has short-term positive effects, but coverage of complete mileage is difficult</td>
</tr>
<tr>
<td>Urban Interstates</td>
<td>Somewhat greater than on rural Interstates because higher traffic volumes and closer interchange spacing increase potential for vehicle conflict, but still relatively low</td>
<td>Not as good as rural Interstates because of driver difficulties anticipating traffic bottlenecks or incidents, particularly during congested periods</td>
<td>Mileage is easier to cover, but apprehending speeders in high-traffic volumes on multilane segments can be difficult</td>
</tr>
<tr>
<td>Rural multilane/high-speed two-lane</td>
<td>Greater than on rural Interstate highways because many highways are not divided and access is not always limited, resulting in at-grade intersections with potential for vehicle conflicts</td>
<td>Fair to good, depending on roadway geometry and extent of access control—speed zones can be used with lower speed limits where driver anticipation of appropriate speeds is likely to be poor</td>
<td>Coverage of very extensive mileage is difficult</td>
</tr>
<tr>
<td>Road Class</td>
<td>Guidance on Setting and Enforcing Speed Limits</td>
<td>Enforcement Challenges</td>
<td></td>
</tr>
<tr>
<td>----------------------</td>
<td>----------------------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Urban/suburban</td>
<td>Greater than on rural multilane roads because of more roadside activity (commercial and residential development) and presence of some vulnerable road users (e.g., bicyclists)</td>
<td>Wide variety of conditions. Generally poorer than for rural multilane because of greater roadside activity, access points, and cross traffic that complicate determination of appropriate speeds. Speed adaptation can be a problem traveling from rural to suburban and urban areas</td>
<td></td>
</tr>
<tr>
<td>Rural lower-speed</td>
<td>Greater than on rural multilane because there are more opportunities for vehicle conflicts from limited opportunities for passing and absence of access control; poor safety record for this road class generally</td>
<td>Poor—lower design standards generally; motorists sometimes may have difficulty determining suitable driving speeds. Appropriate use of speed zones and warning signs and advisory speeds recommended</td>
<td></td>
</tr>
<tr>
<td>two-lane</td>
<td></td>
<td>Less difficult from a coverage perspective; some room to pull over violators</td>
<td>Adequate coverage of low-volume mileage is infeasible</td>
</tr>
</tbody>
</table>

(continued on next page)
<table>
<thead>
<tr>
<th>Road Class</th>
<th>Effects of Externalities</th>
<th>Available Information for Motorist Speed Choice</th>
<th>Enforcement Practicality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban residential streets</td>
<td>High—high potential for vehicle conflicts at intersecting streets and driveways; many vulnerable road users (e.g., pedestrians, bicyclists) share the road</td>
<td>Fair—may be difficult for drivers to anticipate conditions and determine appropriate driving speeds, but speeds, in general, are sufficiently low that drivers may have time to react to unanticipated situations</td>
<td>Coverage is a problem because of extensive mileage</td>
</tr>
<tr>
<td>Rural unpaved roads</td>
<td>Low—very little traffic; roads are mostly used by local residents</td>
<td>Fair to good—roads are mostly used by those familiar with surroundings, although conditions can change rapidly depending on weather and amount of road maintenance</td>
<td>Low volume of traffic suggests minimal enforcement</td>
</tr>
<tr>
<td>Special zones (school and work zones)</td>
<td>High—opportunities for conflict with vulnerable road users (e.g., children on foot or on bicycles, workers)</td>
<td>Poor—appropriate driving speeds may not be apparent and speed adaptation nearing the work or school zone can be a problem</td>
<td>Adequate coverage can be a problem in areas with large numbers of school zones; difficulty of apprehending violators can be a problem in work zones depending on traffic volume</td>
</tr>
</tbody>
</table>
More specifically, legislators should obtain information on four key technical factors to guide their decisions:

- Design speed, that is, the design speed of a major portion of the road, not of its most critical design features;
- Vehicle operating speed, measured as a range of 85th percentile speeds taken from spot-speed surveys of free-flowing vehicles at representative locations along the highway;
- Safety experience, that is, crash frequencies and outcomes; and
- Enforcement experience, that is, existing speed tolerance and level of enforcement.

To the extent possible, a range of data should be provided for each measure at various locations along the highway. Locations with conditions that differ considerably from these ranges may be suitable for speed zones or advisory speed warnings. Examples of such locations are where crash rates are high or geometric features are particularly restrictive. As the following discussion illustrates, the weight given to the four factors, particularly those related to speed, differs by road class. Obtaining representative data on vehicle operating speeds and design speeds becomes more difficult on lower functional road classes because of greater variability of conditions and driving speeds on these roads.

*Rural Interstate Highways*

Roadway and traffic conditions are more uniform on rural Interstates than on any other road class. Hence, they provide a useful benchmark for comparison with lower functional road classes. Decision makers should obtain information on the four factors mentioned previously but should give greater weight to information on vehicle operating speeds and safety in determining a maximum speed limit on rural Interstates. The risks imposed on others are likely to be small, and information enabling drivers to select an appropriate speed is generally good on this road class. The risk of conflict is relatively low on many rural Interstates because traffic is generally free flowing and access is limited. Vulnerable road users (e.g., pedestrians, bicyclists) typically are not present. Rural Interstate highways have the lowest
numbers of fatal crashes, fatalities, and injuries and the lowest injury rate of any road class; they have the lowest fatality rate of any rural road class (Table 6-1). Restricted geometry is generally not a problem (with the exception of some rural Interstates that pass through mountainous terrain) because rural Interstates are usually constructed to the highest geometric and roadside design standards. Thus, design speeds provide little additional information to decision makers about appropriate speed limit levels for this road class; most drivers can anticipate conditions and select an appropriate driving speed.

An appropriate maximum speed limit should be established, however, because of the link between crash severity and high travel speeds and evidence of increased probability of crash involvement for drivers who travel at speeds well above the average speed of traffic.6 The higher fatality rate on rural than on urban Interstates—a product of higher speeds and more severe crashes—reinforces the need to limit speeds at the high end of the speed distribution (Table 6-1). The maximum speed limit, however, should be set at a level that the police can reasonably enforce and the courts adjudicate. Selective, targeted enforcement on certain highway sections can have a positive though short-lived effect, but maintaining high levels of enforcement is difficult on long stretches of rural Interstate highways. Moreover, intensive enforcement is not a desirable use of scarce resources because of the good safety record on rural Interstates compared with other rural road classes. States are also urged to review their policies for requiring slower vehicles to keep to the right on these highways as one method of reducing dispersion in driving speeds.7

---

6 As discussed in Chapter 2, according to some studies, crash involvement rates are lowest in the interval between the average speed and the 85th percentile speed of the speed distribution, above which point they rise sharply. The same sources would also support establishment of minimum speed limits because crash involvement rates also rise sharply below average speeds—at about the 15th percentile. These results were found on Interstate highways and on rural nonlimited-access highways.

7 According to NHTSA (1998), the following states reserve the left lane for passing: Arkansas, Connecticut, Hawaii, Idaho, Illinois, Indiana, Kentucky, Maine, Massachusetts, Michigan, Mississippi, Missouri, Nevada, New Jersey, Ohio, Oregon,
Despite the relatively low fatality rate of rural Interstates, decision makers are still faced with a trade-off between the level of safety and increased mobility (improved travel time) when choosing a speed limit. The committee expects that legislators grappling with the issue of which maximum limit to choose would want to do so with knowledge of changes in safety among alternative maximum limits. At the time of this writing, the most relevant information on changes in safety comes from studies of the effects of changes in the NMSL in 1987 and the repeal of the NMSL in 1995, which led to increased speed limits in most states. As is often the case with studies of real-world safety effects, neither the results nor the conclusions drawn by different researchers are totally consistent across all states or all studies.

As would be expected because of the many factors affecting fatalities on rural Interstate highways, not all Interstate sections where the maximum speed limit was raised demonstrated the same effects. However, taken as a group, the studies that examined effects of the 1987 changes on Interstate sections alone indicated a relatively consistent pattern of overall increases in fatalities and fatal crashes. In short, raising the speed limit from 55 to 65 mph (89 to 105 km/h) or higher had significant adverse effects on safety on the roads where the speed limit was increased. A similar result was found on highways on which speed limits were raised after 1995. However, the latter findings should be considered preliminary because they are generally based on 1 year of data or less.

In a more limited number of studies, primarily of the 1987 change, researchers have attempted to examine “system effects” of raising the speed limit, noting that decreases in safety on the Interstates themselves might be offset by improvements in safety on other roads, perhaps through such mechanisms as diversion of traffic to the safer Interstates and better deployment of enforcement resources to the less safe (non-Interstate) roads. One study concluded that the overall effect of the changes was neutral (using counties within one state as

---

Rhode Island, Tennessee, Utah, Virginia, and Washington. States vary widely, however, concerning the types of roads and vehicles for which the restriction applies.

8 Chapter 3 provides a more detailed discussion of these studies.
the system), a second concluded that increasing speed limits had a positive safety effect on the system (using entire states as the system), and one other found no offsetting effects but rather some evidence of spillovers in the form of higher fatalities on non-Interstate rural highways—although a much smaller increase than on the rural Interstates. Subsequent authors have raised the issue of how best to define the system that should be studied.

The committee found that combining such opposing findings into a consensus view of the effects of increasing limits on rural Interstates was difficult. There is agreement that speed limit increases that result in increased driving speeds—and the preponderance of the evidence suggests that increased speeds will occur—will likely result in higher fatalities and fatal crashes on Interstate sections where the limit is raised, as would be expected from studies relating speed to crash severity. There is also committee agreement that, to the extent system changes have occurred, the total safety effect could be different because most current estimates of effects are based on Interstate segments alone. Additional research on such possible system effects is clearly needed.

**Urban Interstate Highways**

Maximum speed limits on urban Interstate highways are often set, appropriately, at a lower level than on rural Interstates. The potential for vehicle conflicts is greater on urban Interstates because of higher traffic volumes and more interchanges, but it is still expected to be smaller than on many other road classes. In fact, the fatality rate is lower on urban than on rural Interstates, although the numbers of fatal crashes, fatalities, and injuries and the injury rate are higher (Table 6-1). Roadway geometry may be more restricted on urban Interstates, and closer interchange spacing increases the potential for disparities in speed and vehicle conflicts; hence the desirability of lower speeds to reduce speed dispersion. Maximum speed limits, however, should be set in a speed range that the police are able to enforce. Although the concentration of urban Interstate mileage and traffic volume makes enforcement easier, it can be difficult for the police to apprehend speeders in traffic. Photo radar can be a useful supplement to conventional police enforcement on urban freeways.
When conditions become congested during peak periods, drivers may have difficulty anticipating appropriate speeds, particularly as they approach traffic bottlenecks or incidents. Variable speed limit systems, which indicate appropriate maximum and minimum speeds on the basis of actual traffic volume, speed, and density on specific highway sections, are well suited to address such conditions. These systems have been deployed on several high-speed European motorways, often in combination with automated speed enforcement. Variable speed limit systems are under development for limited application on U.S. highways, particularly on highway sections affected by adverse weather. Once their effectiveness is better understood, broader application of variable speed limit and related automated enforcement systems, particularly on urban Interstate highways, should be explored. Because the systems are new and unlikely to be well understood, care should be undertaken to explain the basis for setting and varying the speed limits to the courts, law enforcement officials, and motorists. Speed thresholds for enforcement should be set high at first to give drivers time to adjust to the system and to gain their support.

Rural Multilane and High-Speed Two-Lane Highways

Highways in this road class range from multilane, divided highways with some access control to two-lane, undivided highways with at-grade intersections and restricted roadway geometry. Maximum speed limits should be lower than on rural Interstate highways to reflect lower design standards generally on this road class. The potential for vehicle conflicts is greater on many of these highways than on rural Interstates because vehicles can enter and exit at intersections at speeds considerably lower than the average speed of traffic. Also, many of these roads do not have median barriers, thus increasing the

---

9 Drivers may have particular difficulty anticipating “shock waves”—the traffic slowdowns that build up in response to a traffic incident or bottleneck that may be created by large numbers of entering or exiting vehicles. The slowdown occurs upstream from the incident or bottleneck; the magnitude of the effect depends on the traffic volume and the duration of the incident.

10 The committee defines “high speed” as at least 55 mph (89 km/h).
chance of head-on collisions. Roadside hazards, such as trees and utility poles, are often present on these roads. Fatal crashes and fatalities are more than three times higher—and the fatality rate is approximately twice as high—on this road class as on rural Interstates (Table 6-1). Design speed should be an important consideration in setting appropriate speed limits on these highways. The cues available to motorists to select an appropriate driving speed vary depending on roadway geometry and the amount of access control. Because these highways carry a substantial amount of traffic (Table 6-1) and their function is to accommodate relatively high-speed through travel (AASHTO 1994, 11), speed zones should be used where speed limits should be appropriately lowered rather than imposing lower speed limits throughout the system. Limited enforcement coverage also supports this strategy.

**Urban and Suburban Multilane Roads**

This road class probably encompasses the greatest variation in roadside conditions, thus making it difficult to specify a suitable systemwide speed limit. Maximum speed limits should be set somewhat lower than for rural multilane highways, and extensive use of speed zones is recommended. The risk of vehicle conflicts is greater on urban roads because of more roadside activity, access points, and cross traffic. Bicyclists and pedestrians—the most vulnerable road users—are apt to be more common on these roads. Drivers appear to make some accommodation to these differences; fatal crashes, fatalities, and the fatality rate are considerably lower on these roads than on their rural counterparts, although injury levels and the injury rate are nearly two times higher (Table 6-1). Roadway geometrics may not differ greatly from those on rural multilane highways, but motorists are apt to have greater difficulty determining appropriate driving speeds in areas that are heavily developed. Speed adaptation can also be a problem, particularly lowering speeds appropriately as drivers travel from rural to suburban and urban areas. Enforcement is easier from a coverage perspective; there are fewer miles of urban than rural

---

11 Injuries are more than four times higher and the injury rate is more than twice as high (Table 6-1).
multilane roads (Table 6-1). Also, there is often room to pull over speed limit violators. These roads may be candidates for photo radar enforcement at high-crash or highly hazardous locations.

**Rural Lower-Speed Two-Lane Roads**

The potential for vehicle conflicts is great on this road class because of the absence of access control and limited opportunities for passing. Fatal crashes, fatalities, and the fatality rate are among the highest for all road classes; injuries and the injury rate are among the highest for all rural road classes (Table 6-1). The roads are not designed to the highest standards but rather to accommodate topography and expected traffic (AASHTO 1994, 460). Thus, motorists may sometimes have difficulty determining appropriate driving speeds for conditions. Design speed should be a key factor in establishing suitable speed limits on these roads. Appropriate use of speed zones, warning signs, and advisory speeds is recommended. Adequate coverage of extensive road mileage poses a problem for enforcement. Thus, speed limits must be reasonable for conditions and set at levels that are largely self-enforcing. Fortunately, there is some evidence to suggest that drivers do restrict their speeds on roads with lower design speeds.\(^{13}\)

**Urban Residential Streets**

The potential for inconsistent application of speed limits is high on this road class. Neither vehicle operating speeds nor design speeds are likely to provide useful input for determining appropriate speed limits on residential streets; safety experience and enforcement practicality should be given higher priority. Neighborhood pressures may result in setting speed limits very low, but often they are not enforced and compliance is poor, even by neighborhood residents. Speed limits based on vehicle operating speeds, however, may be inappropriate because there is a high potential for vehicle conflicts, and drivers are

---

\(^{12}\) The committee defines “lower-speed” as less than 55 mph (89 km/h).

\(^{13}\) Agent et al. (1997) reported that the only roadway type in Kentucky where the 85th percentile speed was less than 5 mph (8 km/h) higher than the posted speed limit was two-lane rural roads without full-width shoulders (p. 11).
not always aware of the danger they pose to bicyclists and pedestrians with whom they share the road. The fatality rate on residential streets is the highest for all urban road classes; the injury rate is the highest for any road class (Table 6-1). Design speed also has limited practical significance for determining speed limits on residential streets; the frequency of intersections, presence of stop signs, and amount of roadside activity (e.g., parking, driveways) have a greater effect on actual vehicle speeds (AASHTO 1994, 429). The risks imposed on other road users is sufficient reason for limiting driving speeds on residential streets. However, speed limits should not be set below enforceable levels.\(^{14}\) Even when there is a commitment to enforcement, there are practical limits because of the extensive mileage of residential streets. Alternative measures, such as traffic calming and other highway design techniques, should be considered to achieve desired driving speeds.

*Rural Unpaved Roads*

This is a road class for which posted speed limits are generally inappropriate. The basic law that drivers should adopt a reasonable and prudent speed should govern. Risks of vehicle conflict are very low on these roads; most are used by residents who are familiar with the roads and their condition. Roadway geometry varies, and roadway conditions can change rapidly depending on weather, season, and amount of road maintenance, so that establishing an appropriate speed limit is difficult even for favorable conditions. Finally, enforcement is minimal on roads with such low traffic volumes.

*Special Zones*

At least two situations—school zones and work zones—warrant special handling in establishing speed limits. Risks to others are likely to be great in both because of the presence of vulnerable road users—children in school zones and workers in work zones. Drivers are

\(^{14}\) Another option is to use prima facie speed limits more widely, which would provide greater enforcement flexibility. This alternative would require legislative changes in the two-thirds of the states that currently have only absolute speed limits.
unlikely to anticipate appropriate driving speeds for negotiating these zones. Typically, they represent an exception to normal driving speeds, and adequate speed adaptation is a problem as drivers approach the zones. Moreover, work zones often have narrow lanes and restricted alignments at detours and lane shifts that require speed reduction. School zones are prime candidates for variable speed limit systems because lower driving speeds are generally required only for certain hours of the day. Changeable conditions in work zones as well as limited hours of operation also make them amenable to variable speed limits. Photo radar enforcement may be appropriate in those circumstances where patrolling large numbers of school zones or apprehending speeding violators in high traffic volumes in work zones proves difficult.

**Setting Speed Limits in Speed Zones**

Speed zones are established for highway sections where legislated limits for that road class do not fit specific road or traffic conditions. Determination of appropriate speed limits in speed zones should be made on the basis of an engineering study. Speed zones should be reviewed periodically—with greater frequency where conditions are changing rapidly (e.g., developing suburban areas)—to determine whether changed conditions warrant an adjustment in the speed limit or in the boundaries of the zone itself. California, for example, has established a 5-year review cycle; police will use radar enforcement in speed zones only if an engineering and traffic survey has been conducted and reviewed within the past 5 years to set an appropriate speed limit. Traffic engineers or technicians under their supervision should conduct the engineering study. Consultation with law enforcement officials is advised where this is not already accepted practice so that the proposed speed limit is enforceable. Elected officials and citizen groups may also become involved when community concerns have been expressed about driving speeds. In addition to speed data, engineering studies can provide road-specific historical data on crashes and information about hazards (e.g., pedestrian crossings, intersecting streets with restricted sight distance) not readily apparent to motorists. These data help the engineer in determin-
ing an appropriate speed limit. However, unless the decision has the support of enforcement officials and the general public, speed zoning may not result in desired driving speeds, particularly if the speed limit is set below the 85th percentile speed. On roads where enforcement is infrequent and low speeds are desirable, such as residential streets, alternatives like traffic calming should be investigated.

The most common factor considered in setting speed limits in speed zones is the 85th percentile speed, although frequently the limit is adjusted from this value on the basis of such factors as crash experience, roadside development, roadway geometry, and parking and pedestrian levels. Speeds are measured from spot-speed surveys of free-flowing vehicles taken at representative locations in the proposed speed zone. The speed limit typically is set near the speed at or below which 85 percent of motorists are driving. The advantages of setting the speed limit near the 85th percentile speed are that (a) police are enabled to focus their enforcement efforts on the most dangerous speed outliers, and (b) the 85th percentile speed is generally at the upper bound of a speed range within which crash involvement rates are lowest, at least on certain road types according to some studies that have examined the relationship between speed and crash probability.

Setting the speed limit primarily on the basis of the 85th percentile speed is not always appropriate. The potential safety benefits may not be realized on roads with a wide range of speeds. Basing the speed limit on a measure of unconstrained vehicle operating speeds is not appropriate on urban roads with a mix of road users, including bicyclists and pedestrians, and with high traffic volumes and levels of roadside activity. An expert-system approach, either formal or informal, could be developed to establish speed limits in speed zones. The expert-system approach deserves consideration because it provides a systematic and consistent method of examining and weighing factors other than vehicle operating speeds in determining an appropriate speed limit.

15 Details of Australia’s expert system for setting speed limits are provided in Chapter 3.
Differential Speed Limits

The committee remains neutral on the desirability of differential speed limits for passenger cars and heavy trucks that have been established in some states on some road classes. It did not find compelling evidence\(^{16}\) to support more widespread application of differential speed limits. Neither did it find strong evidence that differential speed limits should be eliminated where they are in use. More research on and evaluation of the effects of differential speed limits on driving speeds and safety outcomes are needed in the states that have adopted them.

The committee found little evidence to suggest that motorists decrease driving speeds at night when lower nighttime speed limits are in effect. However, it did not find compelling evidence to suggest that nighttime speed limits be eliminated in states that have adopted them.

**CAN DRIVERS BE INDUCED TO OBEY SPEED LIMITS THROUGH ENFORCEMENT?**

Most experts agree that enforcement is critical to achieving compliance with speed limits. Simply posting a speed limit sign will not achieve desired driving speeds. Even if most motorists believe that the speed limits are reasonable and they comply within a small tolerance, enforcement is still necessary to ensure the conformity of drivers who will obey laws only if they perceive a credible threat of detection and punishment for noncompliance.

The problem with traditional enforcement methods is their short-lived effect in deterring speeding or other unwanted behavior. Maintaining the deterrence effect requires a level of enforcement that is difficult to sustain because of limited resources provided for speed enforcement and competing enforcement priorities. Policy makers can affect the level of enforcement through resource allocation, but enforcement is expensive. Thus, the police should deploy enforce-

---

\(^{16}\) A review of many of the key studies concerning differential speed limits can be found in Chapter 3.
ment efforts strategically on those roads and at times when speed-related incidents are most common or where road conditions are most hazardous. (The infrequent nature of crashes, however, makes targeting difficult.) There is some evidence\textsuperscript{17} that planned patrols at varying time intervals and locations can extend the time- and distance-halo effects of enforcement at particular locations, but only after an initial period of continuous patrolling. In addition, the patrols must be visible and sufficiently frequent to convince drivers of a credible threat of detection for noncompliance. Police can boost the longevity of the deterrence effect by combining enforcement initiatives with high-profile public information campaigns to increase driver awareness that speed limits will be enforced. Publicity must be followed up by actual enforcement if the approach is to successfully deter speeding. Moreover, making permanent behavior changes requires a long-term sustained effort.

Automated enforcement—for example, photo radar—can be used to complement traditional enforcement methods, particularly where roadway geometry or traffic volume makes traditional methods difficult or unsafe. Photo radar has been shown to be efficient and effective where it has been used for speed control, particularly on high-volume, major arterials where compliance with speed limits is often poor. Photo radar enforcement could also be coupled with variable speed limit systems for use on urban Interstates where high traffic volumes make it difficult to apprehend speeding drivers. Photo radar is controversial. Legal issues, such as privacy and owner (versus driver) liability for speeding infractions, must be resolved. Successful introduction of automated enforcement also requires funding, public education, and careful deployment (i.e., on roads that are especially hazardous and at high-crash locations where speeding is a contributing factor or where traditional enforcement methods are hazardous) to ensure essential public support.

Other alternatives to traditional enforcement may be required in some circumstances to achieve desired driving speeds. Traffic calming has successfully reduced speeding on many residential streets, but

\textsuperscript{17} Chapter 4 provides a more detailed discussion of studies on different enforcement strategies.
it is difficult to determine net areawide effects on safety because of the difficulty of accurately measuring traffic diversion and the small size of “before” and “after” crash data that limits statistical analysis.\textsuperscript{18} Redesigning roads to achieve greater congruity between driver perceptions of appropriate travel speeds and cues provided by the road itself (narrowing lanes, etc.) has promise. The approach should result in more consistent vehicle operating speeds, but additional study of the relationship between operating speeds and roadway geometric elements is required. In view of the size of the U.S. road network and the cost and pace of road rehabilitation, road redesign is a long-term strategy.

In the near term, speed limits should be set at levels that are largely self-enforcing or at the lowest speed the police are able to enforce.

HOW CAN THE JUDICIAL SYSTEM ASSIST IN ACHIEVING DESIRED DRIVING SPEEDS?

Actions by law enforcement officials and the justice system can undermine the effectiveness of speed limits in achieving desired driving speeds. The police can choose not to enforce speed limits where they think the limits are unreasonable. Traffic court judges throw out speeding violations or reduce fines in cases when they believe the speed limits are inappropriate or the fines too harsh. Thus it is important that the police and traffic court judges perceive that speed limits are reasonable and enforceable.

When setting speed limits, care should be exercised that primary consideration is given to safety, not revenue enhancement. Driver perception of entrapment from speed limits set unreasonably low to generate income erodes the credibility of traffic regulation.

Where the courts have broad discretion in assessing penalties for speeding violations, inconsistent treatment of violations can lead to a public perception that speed limit laws are arbitrary and capricious. Development of sentencing guidelines and training for judges who

\textsuperscript{18} Chapter 5 provides a lengthier discussion of traffic calming and road redesign.
handle speeding violations can help ensure consistent treatment of violators. Licensing point demerit systems have already gone a long way toward reducing inconsistencies in penalty assessments by providing a uniform system of graduated penalties for various traffic violations.

The deterrence effect of sanctions for speeding violations is often limited by lengthy backlogs of cases in courts where traffic violations are often perceived as minor infractions and not serious crimes. Automated enforcement has the potential to relieve court backlogs through the use of administrative adjudication procedures for many speeding infractions. Such procedures can reduce the number of court hearings as well as the cost of processing speeding violations.

WHAT POTENTIAL DOES TECHNOLOGY OFFER TO IMPROVE METHODS OF DETERMINING AND ENFORCING SPEED LIMITS?

Technology can advance the state of the art, but it does not hold the complete solution. Many applicable technologies already exist or are currently being enhanced as computing capability has grown. The difficulty in using them often lies less with the technologies themselves—although cost is an important consideration—than with political and legal hurdles to be overcome in deploying them widely. The most promising technologies for near-term adoption are discussed here.

The technology to support variable speed limits and improve traffic flow efficiency is available, but more experimentation and evaluation are needed to determine the effectiveness of these systems from a safety and traffic efficiency perspective and to learn where variable speed limits can be deployed most usefully. The current high cost of variable speed limit systems limits opportunities for their deployment to urban Interstates and freeways with large traffic volumes or to selected segments of major roads where weather (e.g., fog, visibility) is a frequent problem.

Automated enforcement, particularly photo radar, can provide an effective complement to traditional enforcement methods, particularly where police patrol vehicles cannot be deployed effectively or
safely. Successful introduction of automated enforcement may require adoption of legal changes; strong public support is essential for its success.

Intelligent Transportation System technologies that support more efficient and safer travel are being developed and demonstrated on U.S. vehicles and highways. New techniques for communicating information to drivers about appropriate driving speeds are under development, and advances in vehicle control technologies have the potential to automate some speed-related driving functions. Some technologies, such as “smart” cruise control, are close to commercialization. Other vehicle-related technologies, such as frontal-collision and lane-departure avoidance systems, are still in the research and development phase. Key concerns include reliability, liability, driver control, and acceptance. The technologies represent important innovations that require watching and evaluation.

CONCLUDING COMMENT

The issue of appropriate driving speeds and safety will persist as long as there are individual drivers making choices about driving speeds. Most states have recently raised speed limits on many major highways following repeal of the NMSL. Close monitoring of effects, particularly changes in driving speeds and safety outcomes, is desirable; vigilant enforcement is needed; and redoubled efforts should be taken to mitigate adverse safety outcomes by such continuing initiatives as increased safety belt use and reductions in driving while intoxicated—measures with large and proven safety benefits.

The speed-safety problem may become more acute with increased numbers of older drivers, who may not themselves speed but who have reduced capacity to handle high speeds. Congestion—which is unlikely to abate in the near term—contributes to the problem by increasing driver frustration and encouraging unsafe driving behaviors, such as speeding to avoid red lights or high-speed weaving on crowded Interstates and freeways.

Speed limits are one of the oldest and most widely used methods of controlling driving speeds, but speeds limits alone are not effective in all situations. Technology can help establish limits that are more
sensitive to actual changes in conditions and thus provide drivers with better information. It can help outfit the vehicles and highways of the future with speed monitoring and control devices. Finally, technology can help improve the efficiency and effectiveness of enforcement. But the efficacy of speed limits will continue to depend largely on driver perception of the reasonableness of the limits and the willingness of the police and the courts to enforce the limits and punish violations. Where they are not present and limiting speed is desirable, alternative measures to managing driving speeds will have to be sought.
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Appendix A

Trade-Off Decisions in Selecting Driving Speeds

In all day-to-day travel decisions, drivers are compelled to make trade-offs among the various costs and benefits associated with each trip. One of the trade-offs an automobile driver faces is between safety and travel time. At one extreme, a driver unconcerned with safety and concerned only with minimizing travel time would likely drive at the maximum speed the vehicle and the road would allow. Travel at very high speeds clearly increases the severity of any crash in which the driver becomes involved, and it may increase the probability of being in a crash. Such a driver would probably also choose a vehicle designed to maximize speed and handling, perhaps at the expense of crashworthiness. At the other extreme, a driver unconcerned with minimizing travel time and concerned only with safety would probably drive much more slowly and would likely choose a vehicle designed primarily for crashworthiness. In practice, drivers rarely, if ever, adopt such extreme positions. Instead, they balance a desire for shorter travel time with a desire for greater safety and select an intermediate speed. The purpose of this appendix is to present a
more formal treatment of how drivers make these trade-offs. The role of public policy in affecting these trade-offs is also discussed.

A basic question is whether people deliberately trade off safety and travel time when making their trips. Some motorists indicate that this trade-off is not foremost in their minds while driving; others say that they are not conscious of making this trade-off at all. For drivers in many situations, the choice of driving speed is strongly influenced by speed limits and their enforcement, so the trade-off may be more one of travel time versus the likelihood and severity of penalties for exceeding the speed limit. But even in situations where there is little or no speed limit enforcement and many drivers exceed the posted speed limit, virtually no drivers are observed to drive as fast as their vehicles can go. Something other than the fear of speed limit enforcement must affect their choice of speed. Similarly, when weather and visibility are poor, drivers tend to slow down, often to speeds well below the posted limits. In many of these situations the driver’s choice of a lower speed and increased travel time is almost certainly made with safety in mind. Thus, it appears that drivers do trade off travel time and safety even in the absence of speed limits and their enforcement.

Rather than making these trade-offs consciously each time they drive, however, motorists may rely on rules of thumb based on their past driving experience. When faced with the myriad of choices in day-to-day living, people often develop rules of thumb or other heuristics rather than make the considerable effort to continuously optimize over all their choices. With driving, people may well rely on their past experience with particular roads or driving situations to select a driving speed that has proven to be a reasonable trade-off for them in the past. Only when faced with unfamiliar or unusual conditions would drivers be more conscious of explicitly making such a trade-off. Since speed limit signs often convey useful information about the road, some people may base these rules of thumb on the speed limit, not necessarily adhering to the speed limit but keying the speed they choose to that limit. Reliance on past experience and rules of thumb does not mean that people are ignoring the trade-off. Rather, it means that they have used their past experience to convert that trade-off to an easy-to-follow set of internal behavioral guidelines.
How should one think about these trade-offs? In economics, such trade-offs are usually posed in terms of the benefits of one activity versus the benefits of another activity. In this case, however, the basic trade-off approach from economics is modified slightly. Safety is usually quantified in terms of probability of death or injury. Speed can just as easily be quantified for a given trip in terms of trip time. So the trade-off question is posed in terms of those two dimensions—the probability of death or injury (risk)\(^1\) and travel time—rather than the two benefits of speed and safety.

Consider Figure A-1, in which the trip time and risk are represented.\(^2\) What one would like, of course, is to be at the origin with zero time and zero risk, but that is not possible. Instead, a driver faces a choice among the alternatives represented in the figure, indicated by the letters A to L, which are attainable combinations of both trip time and risk. In making the actual choice, an individual need not consider all points shown in the figure. Some alternatives clearly dominate others. Point E, for example, offers both lower risk and shorter trip time than Point F, so the traveler need not even consider Point F. More generally in the example, C dominates B, D dominates F, E dominates both D and F, and J dominates both H and K. All the points that are not dominated by some other point are worthy of consideration by the decision maker; the others are not. The set of non-dominated points is called the Pareto frontier.\(^3\) Notice that along the Pareto frontier, a driver must increase risk to reduce travel time and vice versa.

---

1 Risk is commonly defined as the product of probability and severity for a particular event. In this case serious injury is implicitly assumed to be equivalent to death. If degrees of severity of injury are considered, a more complex definition of risk is required.

2 This figure represents a simplification of the major trade-offs between safety and travel time that drivers face in determining optimal driving speeds. Real-world choices are more complex. They involve continuous (as opposed to discrete) decisions about speed as motorists proceed along their trips. Factors other than safety and travel time may influence the speed choice. Finally, drivers may face a route decision (e.g., to take a higher- or lower-speed road), which in turn affects their speed choices.

3 Named after the 19th century economist Vilfredo Pareto.
Figure A-1 Pareto optimal frontier of alternatives to be explored and optimized or satisficed.

How do the decision makers, the drivers, decide among the non-dominated points? Certainly they cannot all be equally desirable to a particular individual. The choice depends on how each decision maker makes the trade-off between trip time and risk. Figure A-1 shows lines of constant utility, meaning indifference as to relative preference, with the lines of higher utility (more desirable) closer to the origin. The driver’s goal, then, is to select the point on the Pareto frontier that gives the highest utility, in this case Point E. Drivers who place a very high value on their lives and are relatively indifferent to trip time will have relatively flat constant utility lines and will choose points with longer travel time and lower risk, like J or L. Alternatively, drivers who place a high value on trip time and are less concerned about safety will have steep constant-utility lines and will choose points with shorter travel time and higher risk, like A or C.

In summary, in formal decision theory the Pareto frontier specifies the “best” (nondominated) set of physically constrained trade-offs or options among which the driver must select. The Pareto frontier is independent of the driver’s subjective trade-off between risk and
travel time (i.e., his constant-utility or preference-indifference curve). The selection amounts to finding the point on the Pareto frontier that just touches the constant-utility curve with the highest (best) utility.

If the probability of death or injury is left on the Y-axis and trip time is left on the X-axis, the utility lines intersect the Y-axis at a small probability number, decrease in probability with time, and are curved, concave up. The reason why the utility lines intersect the Y-axis at a small number is that even if trip time were zero, no rational traveler would ever go on such a trip for a risk greater than some very small probability value. (Of course this intersection would differ with different travelers and differing trip urgency.) As trip time increased, the traveler would demand in trade some improvement in risk, such that the probability of death or injury would decrease with increasing trip time. However, adding 1 h to a very long trip time would not require the same demand for incremental improvement in risk as would adding 1 h to a very short trip time, and for that reason the curves must be shaped concave up. Further extension of the curves would require them to level off to some constant risk or else be asymptotic to the X-axis (zero risk) at an infinite trip time number, but this region is undefined and makes little practical sense to consider.

One critical point to observe is that, faced with the same set of alternatives, different drivers will choose different combinations of travel time and risk on the basis of how they value the trade-off. Thus, some motorists will choose to reduce their travel time by driving faster and assuming more risk, while others will choose to assume less risk and drive more slowly. The same driver may even make different trade-offs depending on the nature of the trip and the time of day or day of the week. For example, drivers may choose to travel faster on long trips where the time savings can be substantial. Thus, the variance observed in highway speeds is, in part, a natural consequence of these different choices.

The situation portrayed in Figure A-1 is further complicated because the Pareto frontier is subject to change, both by the individual and by public policy. Individuals may be able to change their risk by selection of safer vehicles. A safer vehicle may be more crashworthy or may have more features that make it easier to avoid certain
kinds of crashes (e.g., antilock brakes on wet or icy roads). The risk may also be influenced by driver skill, and that skill can be enhanced by certain types of training. Thus, an individual may invest resources to alter the shape and position of the frontier. Not only do different drivers make trade-offs along the frontier differently, they may also face different frontiers.

As an example of how public policy can alter the shape of the frontier, over time safety regulations have made vehicles more crashworthy, and manufacturers have introduced new technologies (e.g., antilock brakes) to assist the driver in avoiding crashes. Some of these changes enable drivers to increase speed and decrease trip time without increasing risk, flattening the Pareto frontier. Highway design and construction can also change the frontier. Highways built to Interstate standards provide a driving environment with a lower risk for a given speed than do two-lane rural roads. Finally, through regulations such as speed limits combined with enforcement, public policy may prevent (or attempt to prevent) drivers from choosing some combinations of trip time and risk and may force them to choose others. The reason for regulation of individual driver speed choices is the effect of these choices on the risks faced not only by those drivers but also by other road users, including pedestrians and bicyclists. The transfer of risk to others is the primary rationale for policy intervention to restrict individual driver speed choice through regulation, a subject covered at greater length in the first section of Chapter 3.
I was asked to write this paper on the relationship between speed and safety a few days prior to returning to the United States after a sojourn of a few months in Israel. I was returning to my home, to my car, and to my routine. On the first day back to work I drove on Washington’s crash-prone I-495 beltway and had the comfortable feeling of slipping back into a familiar routine. Then I noticed I was driving at nearly 70 mph (113 km/h), way above my routine speed on the beltway. My previous typical speed on that road was 60 mph (97 km/h). I did not feel any more risk than I had felt before. In fact the feeling was one of “sameness.” What I think had changed in the interim was the perceived enforced speed limit [raised from 55 to 65
mph (89 to 105 km/h)—not to be confused with the posted speed limit that has remained 55 mph] and the traffic-flow speed. What governed my chosen speed—the perceived enforced speed limit? My speed correlated with it. The prevailing speed of traffic? It correlated with that too. My risk-homeostasis level? I felt as safe as ever. My need to conform? Perhaps, since I certainly moved with the herd.

Once I realized what my speed was, my initial reaction was to ease off the gas. But I overcame this tendency (with ease) and decided to continue “with the traffic.” Was I taking a greater risk by traveling at a higher speed? My recollection of the aggregate research in this area supported such a conclusion. But I did not feel that way. And, perhaps most important, I did not slow down. My behavior was consistent with my feeling of safety.

My own response and probably that of most drivers is to balance safety, pleasure, and mobility. This review focuses on safety. However, statistically significant safety benefits are not always of practical significance. What makes a statistically significant effect practically significant is its magnitude relative to the societal value of mobility and the value of the pleasure the individual derives from driving. Speeding is logically related to mobility and subjectively related, for many people at least, to pleasure. Although these issues are outside the scope of this review, they are relevant to the implications of any empirical relationship between speeding and safety.

This paper is therefore as much an attempt to synthesize the information on the relationship between speed and safety as an attempt to understand my own behavior—in the belief that it reflects that of many other motorists.

BACKGROUND

The relationship between speed and crashes is axiomatic for many people in the traffic safety community. That axiom is encapsulated in the slogan “speed kills.” Speed is also listed as one of the manifestations of “aggressive driving” by the National Highway Traffic Safety Administration (NHTSA) (Martinez 1997) and safety interest groups such as Advocates of Highway and Auto Safety (Snyder 1997). Grass roots movements specifically targeting speeding are
emerging (e.g., Citizens Against Speed and Aggressive Driving) (Shiekh 1997). Yet recent drops in U.S. traffic fatalities despite repeal of the National Maximum Speed Limit (NMSL) serve to raise public doubts on the relevance of speed to crashes, as reflected in the national media with front page captions like "Fewer dying despite faster speed limits" (USA TODAY 1997).

In the following analysis this axiom is questioned, and the causal relationship between speeding and crashes is evaluated. In referring to speed as the predictor variable and crashes as the predicted variable, it is assumed that speed is the independent variable of interest and that safety is the dependent variable of interest. Optimally, to demonstrate that speed is the independent variable behind changes in crashes, it should be under the experimenter's control (and it rarely is). For crashes to be a true dependent variable, a causal relationship has to exist, and it can never be unequivocally justified. Finally, both variables are multidimensional and need to be specifically defined.

DEFINITIONS: SPEED, SAFETY, AND INTERVENING VARIABLES

Safety is typically defined in terms of crashes or crash rates. At least two aspects of crashes should be considered as separate dependent measures of the effects of speed: crash probability (or incidence) and crash severity (given crash occurrence). In studying the effect of speed in particular, these two measures may not be highly correlated, since speed-related crashes are more commonly associated with severe injuries and fatalities and less with mild injuries and property damage. In contrast, the relationship between crash probability and speed is more complex, and speed-related crashes are not necessarily associated with high speeds.

Speed is not a singular concept in this context. First there is a need to distinguish between speed limits (prescribed speed) and travel speeds (drivers' speed). The two overlap only in the presence of at least one of the following: intense enforcement, environmental constraints (e.g., speed humps, reduced lane width, reduced visibility), or vehicle limitations (e.g., old cars) that force drivers to drive at or
below the speed limit. Second, whereas speed limit is a single value, driving speed can be the speed of a single crash-involved vehicle or a statistic of the prevailing traffic speed distribution. Three such statistics are most often used in the context of safety: average travel speed, 85th percentile of the speed distribution, and some measure of the dispersion in travel speeds. Speed dispersion, in turn, can be quantified by the speed variance (the squared deviations from the mean of the speed distribution), the speed standard deviation (the square root of the variance), and sometimes by the speed range, such as the differential between the 15th and 85th percentile speed (which corresponds to approximately two standard deviations).

All the studies reviewed in this paper use some estimate of speed. In addition to the difficulty of integrating results obtained with the various speed measures mentioned above, there is a problem with the validity of the speed measures themselves. It is nearly impossible to obtain an objective measure of the true precrash speeds of crash-involved vehicles. This is because crashes are not planned, and consequently speeds must be estimated post hoc by various subjective and objective techniques, all having a limited validity. Only one study was found in which actual traffic crashes were videotaped and speed was calculated from the video frame analysis. In this study by Pasanen and Salmivaara (1993), a video camera specifically calibrated to measure speed recorded 18 intersection collisions in Helsinki, 11 of which involved pedestrians. In another study (West and Dunn 1971), precrash speeds for approximately one-fourth of the crash-involved vehicles were determined with a high degree of certainty from data obtained from speed detectors embedded in a section of an Indiana rural state highway with a 55-mph (89-km/h) speed limit. All other studies relied on drivers’ estimates, police officers’ estimates, or crash deformation data for calculating the speed of crash-involved vehicles. The few data that exist suggest that the relationship among the different speed measures is moderate at best (F.A. Haight, unpublished data, 1994). For studies relating traffic-flow speeds to crashes, the actual speed of the traffic stream at the place and time of the crash is usually not known; instead it is extrapolated from traffic-flow measures taken before or after the crash (e.g., Solomon 1964).
The reason drivers drive at different speeds probably affects the relationship between speed and crashes. Driving slowly in congested urban traffic is associated with many fender benders and very few severe crashes, whereas driving fast on expressways is associated with very few fender benders and a small but significant number of severe crashes. On the basis of these two situations, if all crashes are counted, it appears that speed is inversely related to crashes. However, if only severe crashes are examined, the relationship between speed and crashes is direct. In addition, driving slowly in congestion is done for a different reason than driving slowly on an open freeway. The difference may stem from the situation or from individual differences among drivers (a slow driver on a freeway may be a cognitively impaired elderly driver, whereas a slow driver on a congested urban street may be a highly capable driver hampered by traffic). For example, Solomon (1964) found that drivers at precrash speeds significantly above or below the average traffic speed have a greater likelihood of overinvolvement in crashes than do those driving just slightly above the average (Solomon 1964). But that relationship changed when turning vehicles were removed from the total driving population (Fildes and Lee 1993).

In aggregating crash data from different roads and different times to evaluate the effect of speed as a single independent variable, one assumes (at least implicitly) that “all other things remain equal.” This is never the case. In real life, driving speed is highly correlated with at least the following (Bowie and Walz 1994):

1. Other crash-related driver behaviors such as drinking, not using safety belts (Evans 1991), and other types of aggressive driving (in fact, speeding is often considered as a subcategory of aggressive driving);
2. Crash-related individual differences in variables such as age and sex;
3. Road design (e.g., speed-related crashes are overrepresented on curves) and road conditions, traffic conditions, and speed limits; and
4. Vehicular variables such as type of vehicle, engine power, and steering and brake performance.
All of these factors complicate the interpretation of data. In the absence of complete data to evaluate the joint contribution of all variables, the conclusions remain qualified.

Finally, when speed data are not available, a speed management technique is often used to assess the relationship between speed and safety. It is then assumed that speed covaries with the speed assumed by the management technique. The most common management technique is the speed limit. Other techniques are speed enforcement and speed calming through traffic engineering (e.g., sequencing traffic lights) and roadway design (e.g., road humps, traffic circles, and rumble strips). It then remains to be demonstrated that these techniques affect speed.

With these caveats in mind, the literature review will be divided into three major parts: (a) the effect of speed management/control techniques on speed and crashes, (b) the effect of speed on crash incidence, and (c) the effect of speed on crash severity. Finally, on the basis of the literature review, conclusions concerning speed and crashes will be drawn.

SPEED REDUCTION AND SPEED MANAGEMENT TECHNIQUES

An extensive review of the relationship between speed management, especially speed limits, and crashes is outside the scope of this paper. However, since these techniques are also used as surrogate measures of travel speed, a brief review of this relationship is appropriate.

Speed Limits

The impact of speed limits on crash risk is addressed in Appendix C. However, studies measuring both speed changes and crash experience in the context of speed limit changes and enforcement are relevant to this paper. Reviews of studies that evaluated changes in crashes and injuries in conjunction with changes (or the introduction) of speed limits have generally supported the notion that increases in speed limits without other concurrent changes are associated with increases in crashes; decreases or setting of speed limits where none existed
before are associated with crash and injury reductions (NHTSA 1992; Rock 1995; Summala 1985; TRB 1984). However, all of these studies suffer from the shortcomings of poor control of potentially confounding variables such as changes in traffic patterns as a consequence of speed limit changes, spillover effects of crashes to adjacent roads, changes in road service levels, and the concurrent introduction of other safety-related variables including increased enforcement, increased use of safety belts, reduction in drinking and driving, and vehicle-based safety improvements. In the context of the NMSL of 55 mph (89 km/h), a Transportation Research Board (TRB) special report on the enduring effects of this statute concluded, “Nevertheless, as improvements have been made to highways, vehicles, and medical services, the risk associated with higher speed driving has been reduced somewhat” (TRB 1984, 70). This means that comparisons across jurisdictions and over time (especially when the higher speed is the more recent) are flawed. The difficulties are so great as to yield opposite conclusions from the same data, depending on the measure of crash involvement used and the factors other than speed limits that are included in the analyses. Such disagreements have led Lave (1985; 1989; Lave and Elias 1994) to argue that, although raised speed limits increased fatalities on the affected rural roads, they have actually contributed to the observed reduction in statewide fatalities, whereas researchers of the Insurance Institute for Highway Safety (Zador and Lund 1991; Lund and Rauch 1992) have argued that the specific effects measured by Lave can be attributed to multiple other factors that have been previously linked to fatality reductions and that raising the speed limit has cost lives (NHTSA 1992).

Garber and Gadiraju (1988) suggested that the difference between the design speed and the posted speed limit accounts for differences in driving speeds; widening speed dispersion, in turn, was linked to increases in crash rates. On the Virginia highways they studied, minimum speed dispersion was obtained when the design speed was 5 to 10 mph (8 to 16 km/h) above the posted limit. This could also explain why lower speed limits sometimes increase the incidence of crashes. Parker’s findings (1997) of the inconsistent effects of temporary speed limit changes on short highway sections support this con-
clusion. Other factors, such as traffic conditions, can also affect speed and speed dispersion. Thus, Vaa (1997) found that compliance with enforced speed limits is less during peak periods than during off-peak periods. Also, when speed limits are lowered, they are typically accompanied by increased enforcement and public information campaigns (e.g., Nilsson 1990).

Parker’s analysis is relevant here because it measures the effects of changes in speed limits on driving speeds and the effects of these changes on crash involvement. Parker found small but statistically significant effects of speed limit changes on travel speed. Whereas the speed limits were changed by as much as 20 mph (32 km/h), the changes in travel speed (using either the means or percentile levels) were generally less than 2 mph (3 km/h) and were unrelated to the change in the speed limit. Also, the maximum speed limit never exceeded the 55-mph (89-km/h) NMSL that was in effect at the time of the speed limit manipulation (1985 to 1992). Finally, the relationship between speed limit and crashes in Parker’s study was ambiguous. Comparisons between crashes at sites where the speed limit was changed and crashes at the control sites showed a slight increase in crashes with increases in speed limits, whereas the before-after comparisons yielded a significant decrease in crashes with increases in speed limits. Parker’s study had an acknowledged major shortcoming in the site selection. The sites selected for the speed limit changes were chosen by local agencies on the basis of a predetermined need (e.g., request from the public, high incidence of crashes, compliance with local ordinances, changing land use patterns) rather than randomly. Thus it is likely that in many cases the changes actually reflected existing travel speeds. Given this severe constraint, the small number of sites, and short follow-up, Parker (1997) qualified his conclusions by stating that “the findings may apply to similar sites where the speed limits are changed for similar reasons. Generalizations to other roadways are not appropriate” (p. 85).

Under some circumstances, changes to higher speed limits may have a greater and more consistent effect. Photo-radar surveys conducted by the Insurance Institute for Highway Safety revealed that the percentage of drivers exceeding 70 mph (113 km/h) increased
significantly when speed limits were raised to 65 mph (105 km/h) in California and 70 mph in Texas (Retting and Greene 1997). If speeds in excess of 70 mph are well beyond the average traffic speed on these roads (admittedly an arguable assumption), then—either because of their high speed or because of their contribution to widening the range of traffic speeds—speeding drivers are at a greater crash risk. Their increased risk is consistent with both the “speed” model and the “variance” model because the more the driver exceeds the average traffic speed, the greater the range in traffic speeds and the further the driver’s position from the minimum point of the U-shaped crash involvement curve.

The issue of the role of speed dispersion is further complicated by the ambiguity of the term. Although the statistical definition of variance as a measure of dispersion is clear, the term is often misused. Different researchers have used different statistics to represent speed dispersion. Traffic engineers typically measure speed dispersion from the speeds of free-flowing vehicles over a short period. When measurements of speed dispersion are based on long durations of exposure and many of the vehicles are not free-flowing, it is not clear what the measure reflects. For example, an exposure period that covers both peak- and non-peak-period traffic can yield a wide range of traffic speeds, whereas in a short interval the range of traffic speeds may be narrower.

An intervening variable that may affect both compliance and crash involvement is the “perceived reasonableness” of the speed limit. McCoy et al. (1993) studied road sections in Nebraska and found that sites with “reasonable” speed limits were safer than those with limits 5 to 10 mph (8 to 16 km/h) below the “reasonable” levels. To ensure a good correspondence between this measure and speed choice, a recent evaluation of the relationship among safety, speed, and speed management conducted for Transport Canada suggests that the traditional rule of thumb for determination of speed limits—to use the 85th percentile for existing roads and the design speed for new roads—is still a good one (Knowles et al. 1997). Because actual speed limits are often dictated by other considerations, and given the lack of control of these variables in most studies, the researchers concluded that “changing the posted speed limit does not automatically
mean that speeds and crashes will be affected by the change and that it is not clear under what conditions changing the speed limit is likely to lead to a change in safety” (p. 2-9).

**Speed Enforcement**

Speed enforcement is probably the most common mediator between speed limit and speed choice. There is ample evidence that drivers respond to perceived enforcement by adjusting their behavior, most notably by reducing their speed (Shinar and McKnight 1985). The effect of enforcement is typically maximal at the site of the perceived enforcement, but halo effects relating to both time and place have been demonstrated. Holland and Conner (1996) obtained a time-halo effect lasting up to 9 weeks for speed enforcement coupled with signs stating “Police Speed Check Area,” and Vaa (1997) demonstrated that massive enforcement, with a daily average of police presence of 9 h, yielded speed reductions that lasted up to 8 weeks. This was done in a semirural area with a road section having speed limits of 37 and 50 mph (60 and 80 km/h). Interestingly, speed reductions varied by time of day, and morning peak-period speeders were the most resistant to change. This could have been due to pressure to get to work on time or the drivers’ knowledge that enforcement is more difficult (and therefore perceived as less threatening) in high-density, peak-period traffic. Shinar and Stiebel (1986) showed that compliance was highest near police vehicles and diminished with increasing distance. The distance-halo effect was greater for a moving than a stationary police vehicle, presumably because the moving vehicle could be perceived as more threatening even when it was already out of sight.

The link between enforcement and crash reduction was evaluated by Elvik (1997), who conducted a meta-analysis of studies that evaluated automated speed enforcement in several countries including England, Germany, Sweden, Norway, Australia, and the Netherlands. He concluded that, overall, automated enforcement yielded a 17 percent reduction in injury crashes (16 to 19 percent at a confidence level of 95 percent). The difference in effectiveness at different locations suggests that it is most effective at crash “black
spots” (i.e., high-crash locations). Whether the crashes migrate elsewhere, as has been argued by Lave and Elias (1994), is still an issue.

**Other Speed Management Techniques**

Perhaps the most cost-effective approach to speed control in the long run is through road design. This has been demonstrated with speed humps and with changes in design that are made to accommodate pedestrians in urban streets with “traffic integration.” This design approach was initiated in the Netherlands (and called “woonerf”) in 1968 and has spread in various forms to Germany, Denmark, England, France, Israel, and Australia (F.A. Haight, unpublished data, 1994). The integration is achieved through making roads narrow or winding or placing obstacles on the travel portion of the road so that vehicular traffic has to slow down to practically walking speeds [e.g., 9 mph (15 km/h)]. Although the effect on safety has not been the focus of evaluations of these changes, the effect on speed has been consistently reported (F.A. Haight, unpublished data, 1994).

**SPEED AND CRASH INVOLVEMENT**

From a very simplistic point of view it appears that as speed increases, the time to react to emerging dangers is shortened, and the likelihood of successfully coping with the imminent crash situation decreases. Also, even after a driver reacts by braking, the braking distance of the vehicle is proportional to the square of the prebraking speed. Therefore the distance traveled to a complete stop increases with speed, and the likelihood of a collision increases in a corresponding fashion. But reality is much more complicated, both theoretically and empirically. In this section an attempt is made to consider the theoretical issues involved and the empirical data that support and refute the relationship between speed and crash probability.

**Some Theoretical Issues—and a Theoretical Quagmire**

There are at least three theoretical approaches to relate speed to crashes, each leading to a different conclusion. Each approach views
the driver and the traffic environment from a different perspective, and each has been used as a conceptual framework that relates driver behavior to highway traffic safety. Some empirical validation has been demonstrated for each of them. The three approaches are referred to as the information processing/attentional approach, the risk-homeostasis motivational approach, and the traffic conflict approach.

Information Processing Approach

This approach considers the driver as an information processor with a limited capacity. The limit is on the rate of information processing. From a theoretical perspective, if a driver is assumed to be introduced into a fixed roadway/traffic situation, then the faster that driver drives, the greater the required rate of information processing, and the greater the demands of maneuverability of the car in an imminent crash situation. A crash is likely to occur when the information processing demands exceed the attentional or information processing capabilities of the driver (Shinar 1978) or the capabilities of the car. Even if the total amount of information the driver has to process stays constant, the rate at which that information must be processed increases directly with the speed of the driver. Furthermore, even at a constant speed, the rate of information flow is not constant but changes as a function of changes in the environment. Specifically, unexpected events dramatically increase the amount of information that must be processed. Such events include a car weaving in the lane, an obstacle in the travel lane, a curve with short sight distance, merging vehicles, and so forth. Other attention-demanding factors may be unrelated to driving, such as radio broadcasts, cellular phone conversations, or distractions from within the car. Consequently, at some speed, the increase in the information load can make the driver more likely to fail to process and respond fast enough to all the information, resulting in a crash. In lay terms, the driver was surprised and unable to respond to the situation in time. This approach leads to the conclusion that “speed kills.” As more and more drivers increase their speed, the likelihood of an overload increases for more and more motorists, and the probability of a crash—a situation in which the driver cannot respond appropriately in sufficient time—increases as well.
The attention factor is perhaps the most critical aspect of the information processing chain. Without exception all theories of human information processing acknowledge the limited attentional capacity of human beings; although it can vary over time, it cannot be sustained at a high level for any lengthy duration (Lindsay and Norman 1977). Furthermore, the act of paying attention is an effort (Kahneman 1973), as has been demonstrated in the driving context in sign detection and recall (Näätänen and Summala 1976; Shinar and Drory 1983). In-depth investigations of crash causes invariably point to lapses in attention (variously labeled as inattention, distraction, or improper lookout) as the most common human cause of traffic crashes. Such lapses have been implicated as a “cause” in approximately 50 percent of all crashes (Treat et al. 1977; Sabey and Staughton 1975; Shinar 1978; Evans 1991).

The implication for speed is twofold. If attention level remains constant despite increases in speed, then the crash potential due to a lapse in attention for a given duration increases as speed increases because in that duration the distance traveled increases and the safety margin decreases. If, on the other hand, the driver increases the amount of attention with increasing speed (as some drivers claim—the extreme claim being that driving slowly is boring and induces drowsiness), then the driving task becomes very fatiguing, and the heightened attention cannot be sustained for long periods. In either case, the attention factor suggests that increasing speed is tantamount to increasing crash potential. Because some highway design codes are based on assumed speed and reaction times (e.g., reading signs) and assumed sight distance to obstacles (e.g., railroad crossings), information overload and lapses in attention are more critical the faster the driver is going. Finally, as speed increases, each of the driving tasks becomes more difficult—detection of obstacles, recognition of impending danger, decision making, and response selection—and that difficulty contributes to the increase in crash risk (Kallberg and Luoma 1996).

**Traffic Conflict Approach**

This approach considers the traffic stream and roadway system as the source of potential conflicts to which a driver responds. The load on
the driver increases as a function of increasing disparities in speed in the traffic stream because of the different behaviors and speeds of the other drivers and vehicles. If all traffic moves in unobstructed lanes on divided highways at the same speed, then there is no uncertainty about the movement of the other vehicles, differences in driving speeds approach zero, and the potential for conflicts among vehicles does not increase with increasing speeds. Unfortunately, this is not the case since most roads are not divided highways, and the traffic flow is best represented by a distribution of speeds. Thus, in reality the number of conflicts between vehicle pairs can be represented by the number of passing maneuvers. The number of passing maneuvers a driver must make increases as the driver’s speed increases, and the number of times a driver is passed by other vehicles decreases as the driver increases speed. It can be shown that the distribution of the total number of overtakings (derived from the distributions of the number of times passing and number of times being passed) has a minimum at the median traffic speed. Therefore, the more the slower and faster drivers deviate from the median speed, the more conflicts they are likely to encounter (Hauer 1971). This logic leads to the conclusion that it is not speed that kills but the deviation from the median or average traffic speed that kills; the more a driver contributes to this deviation (by driving faster or slower than the median or average), the more likely the driver is to be involved in a crash. Therefore, the danger lies in the relationship between each driver and all other drivers. This can lead to the prediction that crash rates will be higher on roads with low median speeds but a wide range of speeds (e.g., two-lane rural roads) than on roads with high median speeds but a narrower range of speeds (e.g., expressways).

Risk-Homeostasis Motivational Approach

The first formulation of this approach was probably Taylor’s (1964) “risk-speed compensation model,” which postulated that drivers adjust their speeds in accordance with the perceived risk. Wilde et al. (1985) generalized this model to “risk homeostasis,” which, in the context of driving and crash avoidance, assumes that (a) drivers are not passive information processors who merely react to conflicts but
are active in the sense that they have needs and goals that affect their
driving style, and (b) a primary motive of drivers is to maintain a sub-
jectively acceptable level of risk. From this perspective, drivers do not
set their speed indiscriminately; they adjust their speed according to
the perceived risks. This approach has intuitive appeal since most
drivers “feel” that they adjust their speed in response to the changing
demands of the highway and the traffic (and thereby moderate the
rate of information that must be processed). Thus, most drivers
increase headways (the distance they maintain behind the cars ahead
of them) at faster speeds to maintain a fixed temporal interval (Taieb
and Shinar 1996), and drivers slow down on intersection approaches,
on entering construction zones, in areas where the lane width is
dehessed, in the absence of hard shoulders, and so forth. If this
adjustment is appropriate, there should be no correlation between
speed and crashes. If the adjustment is insufficient, crashes should
increase with speed. By the same token, if the adjustment to a per-
ceived danger is excessive, then crash probability may actually
decrease.

The question then becomes not one of the relationship between
speed and crashes, but one of the correspondence between actual and
perceived risk and between perceived risk and driver actions. This
means that increasing speed per se is not a dangerous behavior but
that an inappropriate excessive speed—stemming from mispercep-
tion of the situational demands and lack of appreciation of the car
and the driver’s own handling capability—may be dangerous. This
approach can lead to different predictions concerning the relation-
ship between speed and crashes, but since most drivers’ perceptions
of the road and traffic ahead are fairly accurate, it would predict that
under most circumstances the voluntary increase in speed of most
drivers would not necessarily increase crash risk.

There is some empirical support for the risk-homeostasis theory.
Mackay (1985) found that British drivers of newer and heavier cars
drove at higher speeds than drivers of older and lighter cars (except
for sports cars, which are fastest), but speeds of belted and unbelted
drivers did not differ (this study was conducted in 1982, before the
use of safety belts was made mandatory). Rumar et al. (1976) found
that drivers with studded tires drove faster than drivers without such
tires on road curves in icy conditions but not in dry conditions, indicating that drivers adjust their speed according to their perceived safety or vehicle-handling capability. On the other hand, O’Day and Flora (1982) in their analysis of National Crash Severity Study (NCSS) data for tow-away crashes found that restrained occupants had lower impact speeds than unrestrained occupants. (This finding is consistent with the notion that it is the same hard-core segment of the driving population that speed, do not use safety belts, and drink and drive.)

With these conflicting theoretical approaches, it is no wonder that the issue of the relationship between speed and safety is hotly debated and one on which the motoring public is divided. Of the three major safety issues—safety belt use, drinking and driving, and speeding—the reported tendency to obey speed limits is the lowest and has decreased over the past decade. In contrast, the reported use of safety belts and the avoidance of drinking before driving have increased continuously (Shinar and Schechtman 1998).

The remaining task is therefore to review the empirical literature to determine whether there are sufficient data to reach definitive conclusions about the nature of the relationship between speed and crashes.

Review of Empirical Data

National crash statistics from the Fatal Analysis Reporting System (FARS) indicate that “driving too fast for conditions or in excess of posted speed limit” is a “related factor” for 20.8 percent of the drivers involved in fatal crashes. This statistic is often cited as the basis for concern with speed (Martinez 1997). However, the crash data must be interpreted with caution since they do not include an exposure measure, in this case, a statistic that indicates the percentage of drivers in the traffic stream where these crashes occurred who “exceed the speed limit or drive too fast for conditions.” On the basis of Parker’s (1997) study on the effects of raising and lowering speed limits on selected nonlimited-access roadway sections, the percentage exceeding the posted speed limit is typically greater than 20.8 percent. For this reason, to evaluate accurately the contribution of speed to
crashes, it is important to control for spurious effects through well-designed correlational analyses of crash and travel data or detailed cause-and-effect analyses of individual crashes. Unfortunately, neither type of analysis is common.

**Correlational Studies: Interpreting the Evidence**

Because of lack of controls, the results of the various correlational studies are often inconsistent with each other. Perhaps the best way to demonstrate the difficulty in directly testing the relationship between speed and crashes is to cite three studies that attempted to do that. The first is a comprehensive analysis of the correlation between fatality rates and speeds on various road systems in the United States during the 55-mph (89-km/h) NMSL era. The correlations of fatality rates and percentage of drivers exceeding 65 mph (105 km/h) was .33 for the expressways, .25 for rural arterial roads, and not significantly different from zero for rural collectors, urban arterials, and urban expressways. Furthermore, there were no significant correlations between fatality rates and the percentage exceeding 55 mph or 85th percentile speeds for any of the road types (TRB 1984, 66). The second analysis was detailed and focused on Virginia crashes; it failed to find any significant relationship between average speed and crash rates (Garber and Gadiraju 1988). In the most recent of the three studies, Liu and Popoff (1996) compared average speeds in seven sections of 62-mph (100-km/h) roads in Saskatchewan, Canada, between 1969–1982 and 1983–1995. Their measure of speed dispersion was the speed differential between the 15th and the 85th percentile speeds (which roughly corresponds to two standard deviations). In three sections the average speed decreased, the speed range narrowed, and the crash rate declined. In two sections the average speed remained relatively constant, the speed range narrowed, and the crash rate declined. In one section the average speed increased, the speed range narrowed, and the crash rate declined. In one section both the average speed and the speed range decreased but the crash rate increased. In contrast to these mixed results, on the basis of regressions derived from nine speed surveys on Saskatchewan provincial highways conducted since 1969, Liu and Popoff concluded
that the number of casualties is linearly highly related to the average speed (with $R = 0.90$), whereas the casualty rate (relative to kilometers driven) is linearly related to their measure of speed dispersion ($R = 0.94$). The caveats in this conclusion are that the study suffered from (a) a small range of average speeds studied [62 to 65 mph (100 to 105 km/h)], (b) a small number of observations, and (c) no control over many other time-dependent factors. In summary, the three studies cited can be used as support for both the existence and the absence of a relationship between speed and crashes depending on the speed measures and conditions used, the study design, and the crash statistics used.

It is therefore best to address the evidence from a loose chronological perspective and attempt to integrate the data on this issue as it accumulated.

The benchmark study of the relationship between speed and crash involvement and between speed and crash severity was conducted by Solomon (1964). A critical component of Solomon's study was the inclusion of the speed of the traffic stream as a potential mediating factor. Because of the care that Solomon took in examining all three aspects of speed—average speed of the traffic stream, speed dispersion, and reported speed of crash-involved vehicles—and because Solomon's study was the first, and to date arguably the most detailed and comprehensive study of this nature, its essential design features are described before its findings and conclusions are reported.

The study analyzed the crash experience of 10,000 driver-vehicles that had been involved in crashes between 1954 and 1958 on 600 mi (1000 km) of rural two- and four-lane highways consisting of 35 sections in 11 states. Roadway characteristics varied widely [with an average of 1.33 intersections per mile (0.83 intersections per kilometer) and 0.67 entrances per mile (0.42 entrances per kilometer)], as did speed limits [45 to 70 mph (73 to 113 km/h) for passenger cars in the daytime] and design speeds [35 to 70 mph (56 to 113 km/h)]. Traffic speed measurements at each of the sites were made during 1957 and 1958. Solomon also calculated the exposure of the vehicles traveling at different speeds by multiplying the number of vehicles measured at each speed in each road section by the length of the section, and then summing the data from all 35 sections. Finally, Solomon defined crash
involvement (his dependent measure) as the number of crashes per 100 million vehicle-mi (161 million vehicle-km).

Looking first at the relationship between travel speed of the crash-involved vehicles and the crash rate [number of crashes per 100 million vehicle-mi (161 million vehicle-km)], Solomon obtained the U-shaped functions reproduced in Figure B-1 for daytime and nighttime crashes. These curves show that the lowest involvement rate was at approximately 60 mph (97 km/h) and that the rate increased for both slower- and faster-moving vehicles. Note that the rate of increase relative to the minimum is plotted on a logarithmic scale. The rise would appear much steeper if the scale were linear. Figure B-1 indicates similar patterns for daytime and nighttime crashes, with overall nighttime crash rates being higher, and the minimum point for daytime crashes being approximately 5 mph (8 km/h) higher than at night. The increase in nighttime crash involvement at speeds greater than 65 mph (105 km/h) is much greater than the increase in daytime crash involvement at these speeds.

Why should speeds of 50 to 60 mph (80 to 97 km/h) yield the lowest crash rates? Solomon hypothesized that the speed with the lowest crash rates should correspond roughly to the average traffic speed. Seven years after Solomon’s study was published, Hauer (1971) demonstrated mathematically that the number of vehicle encounters (in terms of passing or being passed) is a U-shaped curve with a minimum for vehicles traveling at the median traffic speed. Speeds greater than the median traffic speed involve more active passing maneuvers, and lower speeds involve more passive (being passed by others) passing maneuvers. Since most of the mileage in Solomon’s study consisted of rural two-lane highways, this makes perfect sense. In a detailed analysis of crash involvement on a section-by-section basis, Solomon essentially confirmed this hypothesis. Involvement rates were lowest at speeds 5 to 10 mph (8 to 16 km/h) above the average and increased as the difference between the average and the speed of the crash-involved vehicle increased. His results, summarized for all 35 sections in terms of deviation from the average traffic speed, are presented in Figure B-2. If it is assumed that the speed distribution is not symmetric around the average but is negatively skewed (with a longer tail for slower-moving vehicles), the
average traffic speed is lower than the median, and the 5- to 10-mph minimum point above the average corresponds fairly well to Hauer’s (1971) theoretical derivation.

The pattern presented in Figure B-2 led Solomon to conclude that “regardless of the average speed on a main rural highway, the greater the driver’s deviation from this average speed, the greater his chance of being involved in an accident” (p. 16). In light of the higher rates...
at the negative end of the speed axis, he further concluded that “low speed drivers are more likely to be involved in accidents than relatively high speed drivers” (p. 9). Solomon’s findings from the predominantly rural highways of the late 1950s were generalized to Interstate highway crashes by Cirillo (1968). Her data were limited to daytime rear-end and angle collisions and same-direction side-swipe crashes, and they are plotted alongside those of Solomon in Figure B-2.

In a related analysis, Solomon studied crash involvement of pairs of passenger vehicles involved in rear-end collisions. He found that crash-involved pairs were much more likely to travel at larger speed
differences than the likelihood of such differences in the traffic stream. This analysis provided further support for his conclusion that “a reduction in the variability of speeds can be an important element in accident reduction” (p. 17).

Over the years Solomon’s study has been reviewed and critiqued by many researchers (Fildes and Lee 1993; Knowles et al. 1997; Stuster and Coffman 1997). Four of the more critical shortcomings that have been mentioned are as follows:

1. The speed flow measures were not from the same times as the crashes. The speed data were collected in 1957 and 1958, whereas the crash data were distributed over 1954 to 1958.

2. The speed data from turning vehicles were eliminated from the analysis, but turning-related crashes were not.

3. The precrash speeds of the crash-involved vehicles were obtained primarily from self-reports by the drivers. They are most likely to be biased toward low speeds because “drivers tend to explain their traffic accidents by reporting circumstances of lowest culpability compatible with credibility” [“Stannard’s Law” (Aronoff 1971)].

4. The roads, traffic control devices, and vehicles are all from the 1950s and may not be relevant to today’s environment.

Two additional issues appear to have been overlooked in the previous critiques of Solomon’s conclusions and others’ interpretations of his results and should be added to the limitations. First, in arriving at his conclusion, Solomon makes the subtle substitution of a cause-and-effect relationship for the observed association between the speed deviation from the average traffic speed and crash involvement. Not only was speed deviation not manipulated in the study, but the contribution of speed deviation per se to crash involvement was never demonstrated in that study by comparing roads of similar physical geometry with different speed ranges.

Second, speed varies as a function of many factors, an important one being the design speed of the highway. In his analysis Solomon did not control for the design speed of the various road sections. Drivers tend to adjust their speed to design speed, and when different routes with different design speeds (e.g., rural collector roads and
expressways) are entered into the same equation, it can be shown that crash rates decrease with increasing average speed (Garber and Gadiraju 1988). Thus, examining the effects of variability in traffic speeds across different road sections of different types can be misleading.

Munden (1967) studied the relationship between speed and crashes in the United Kingdom. His measure of speed deviation was the ratio derived from dividing the speed of the study vehicles by the speed of the four cars that preceded it and the four cars that followed it. He found that drivers observed only once during the course of the study did not yield the U-shaped curve obtained by Solomon, having little variation in crash rates despite large differences in speed ratios. On the other hand, drivers observed more than once did exhibit the U-shaped curve. Munden's explanation was that the relationship is true only for drivers who habitually drive at deviant—especially slow—speeds. Even if drivers observed more than once drove regularly on that route and the measurement locations were identical, it is still likely that they were involved in turning or entering the road as a part of their regular driving habit.

Still, with Solomon's and Munden's results in mind and with a decade of experience with the 55-mph (89-km/h) NMSL, TRB's Special Report 204 stated that “if the average speed of the traffic stream could be increased without increasing the variance of the speed, then the adverse effects on safety might be comparatively small” (TRB 1984, 68). This statement was evaluated in several studies where, over time (and usually in conjunction with raising the speed limit), speeds increased. Interestingly, TRB's hypothetical scenario of increases in speed without concomitant increases in speed dispersion appears to occur. Unlike many other measures of driver performance in which the variance increases with increases in the mean, increases in speed limits typically result in smaller increases in the average speed and no consistent increases in measures of speed dispersion (Brown et al. 1990; Freedman and Williams 1992 for free-flowing vehicles on expressways; McCarthy 1991) or even a narrowing of speeds (Garber and Gadiraju 1988, who compared road sections of different road classes with different design speeds). Only a few studies reported slight increases in speed dispersion with
increases in average traffic speeds (Levy and Asch 1989, using the difference between the 85th percentile and the average speed as a surrogate measure; Retting and Greene 1997, using speed standard deviation).

To focus directly on the contribution of speed dispersion to crashes, Lave (1985) analyzed the relationship between crash involvement [in the same terms as Solomon—fatalities per 100 million vehicle-mi (161 million vehicle-km)], average speed, and speed dispersion (using a surrogate measure of the speed standard deviation—the 85th percentile speed minus the average speed—which roughly corresponds to the standard deviation when the average is very close to the median speed). Using the data from 48 states as 48 data points, he showed that for most road types, speed dispersion is positively related to crash rates, and when it is held constant (statistically), the correlations of crash involvement with average speed, percentage of vehicles exceeding 55 mph (89 km/h), percentage exceeding 65 mph (105 km/h), and 85th percentile speed are all non-significant. Independent “comments” in reply to Lave’s analysis confirmed the relevance of speed dispersion to crashes (Fowles and Loeb 1989; Levy and Asch 1989; Snyder 1989), although they all claimed that average speed is also a significant contributor. Still, in using the speed of crash-involved vehicles, none of these analyses were able to disaggregate slowing vehicles from slow-moving vehicles. Rodriguez (1990) used data from all 50 states and analyzed the contribution of average speed and speed dispersion to fatality rates [defined as number of fatal crashes per 100 million vehicle-mi (161 million vehicle-km)] separately for each year from 1981 to 1985. He also obtained a significant effect for speed dispersion (for 4 of the 5 years) and no significant effect for average speed.

Further support for the importance of speed dispersion beyond that of the average speed is the negative correlation typically obtained between the two measures: roads with higher average speeds also have narrower speed ranges (Garber and Gadiraju 1988; Lave 1985). In both of the studies that obtained this relationship, speed dispersion was defined in terms of the traffic speed distribution (and not in terms of the deviation of crash-involved vehicles from the average traffic speed). In one study, no relationship was obtained between
average speed and crash involvement (Lave 1985), and in the other study (Garber and Gadiraju 1988), with recorded average speeds ranging from 42 to 59.5 mph (68 to 95.8 km/h), crash rates actually declined with increasing average speed in a logarithmic fashion.

If “variance kills,” then presumably it is because it reflects the potential for intervehicle conflicts. However, accounting for Solomon’s and Lave’s findings and those of all the others in terms of Hauer’s theoretical analysis of the potential for intervehicle conflicts is somewhat problematic. That is because maneuvers that are most likely to be involved in passing and overtaking account for less than 5 percent of all maneuvers for crash-involved vehicles in the United States [merging/changing lanes = 3.0 percent, passing other vehicle = 1.3 percent (NHTSA 1997)]. Furthermore, an analysis of the crash characteristics of speed-related fatal crashes indicates that most (nearly 70 percent based on FARS) involve a single vehicle only (Bowie and Walz 1994), casting more doubt on the role of speed deviation and slow-moving vehicles. Solomon also calculated the percentage of crash involvements for different crash types as a function of speed. He found that whereas the percentage of single-vehicle crashes increased with travel speed, the percentage of rear-end and angle crashes decreased with travel speed, peaking at 15 mph (24 km/h) for angle crashes and 0 mph for rear-end crashes. These findings also point to the likely role that being stopped or entering and leaving the highway plays in low-speed crashes.

Still, ruling out intervehicle conflict as a crash-causing factor is not so simple. Crashes are typically coded as “single vehicle” if the crash-involved vehicle does not come in actual contact with another vehicle. However, often a single-vehicle crash, such as “run off the road,” may be due to an attempt to avoid a collision with another vehicle that enters its path. This information, which is often contained in crash narratives, is based primarily on the driver’s (or occupants’) report and is usually not available in the digitally coded crash data. In Indiana University’s Tri-Level Study of the Causes of Traffic Accidents (Treat et al. 1977), such crashes were coded as involving a “phantom vehicle.” In their representative sample of crashes, such events were relatively rare and were cited as a probable factor in 3.8 percent of all crashes, including multiple-vehicle crashes (Volume I,
p. 53). Their involvement may be greater in single-vehicle fatal crashes, but reports of their involvement would be rarer since most often the involved driver is killed.

Cowley (1987) recalculated Solomon’s involvement rates separately for six types of collisions and replicated the complete U-shaped curves only for nighttime head-on collisions. Predictably, crash rates increased with speed for single-vehicle run-off-the-road crashes and decreased with speed for rear-end crashes. However, angle collisions, “single vehicle struck object” crashes, and daytime-only head-on collisions decreased with increasing speed, suggesting that there is something to the argument that slow or slowing vehicles are overinvolved in crashes without necessarily shedding light on why this is so.

Solomon was aware of the difference between slow-moving vehicles and vehicles that were slowing down to negotiate some maneuver. Conceptually the difference is very significant: the former suggests that slow-moving vehicles are dangerous, whereas the latter suggests that situations requiring slowing down are dangerous. A typical situation that requires slowing down is turning to enter or leave the highway. In Solomon’s sample of roadways, with the exception of one segment of limited-access road, all segments had entrances and intersections. Solomon calculated that even if one-half of the crashes occurred at intersections and the data for these vehicles were eliminated from the analysis, the portion of the curve for low speeds in Figure B-1 would be reduced by a fraction of a log unit. But what if more than one-half of the crashes were at intersections? And what if some of the straight road rear-end crashes were due to vehicles suddenly slowing down in response to an emergency?

Further compounding this issue is Solomon’s exclusion of vehicles that had to slow down from the traffic speed data. Thus, although turning vehicles were not excluded from the crash data, the comparison data for the traffic speed did exclude these vehicles. A partial answer to these questions was provided by Harkey et al. (1990), who replicated Solomon’s U-shaped curve for nonalcohol, nonintersection, weekday accidents on non-55-mph (non-89-km/h) roads in North Carolina and Colorado. However, in this study too, the accuracy of the speed of both the crash-involved vehicles and the traffic at the time of the crashes remains questionable.
Other research has only added to the confusion about the “variance hypothesis.” The Research Triangle Institute (West and Dunn 1971) collected crash and speed data on rural roads in Indiana. The researchers used the same measures as Solomon for crash involvement and for speed differences (deviation of crash vehicle from the presumed average traffic speed). They conducted separate analyses of the data for all crashes and for crashes that did not involve turning vehicles. This meant removing nearly 45 percent of all crashes. The rationale for excluding these crashes was that turning vehicles should not be considered slow-moving vehicles (since their speed prior to the crash is not typical, but rather a response to a specific situation). The difference between the two data sets is illustrated in Table B-1 and is striking. The effect of removing these vehicles was to significantly flatten the involvement rate U-shaped curve. Since turning vehicles are only a subsample of vehicles slowing (versus moving slowly) ahead, it is likely that Solomon’s estimate of 50 percent of slowing vehicles is very conservative. (Other slowing vehicles are those approaching a blocked intersection, slowing in response to a vehicle ahead that is turning off or onto the road, detecting an obstacle on the road, etc.)

Cirillo (1968) studied the effect of deviations of crash-involved vehicles from the average traffic speed on freeways but also looked at crash involvement as a function of distance from an interchange. Her study was limited to same-direction and sideswipe crashes occurring

<table>
<thead>
<tr>
<th>Speed Deviation from Mean Travel Speed (mph)</th>
<th>Involvement Rate per Million Vehicle Miles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Including Turning Crashes</td>
</tr>
<tr>
<td>More than 15.5 below</td>
<td>42.3</td>
</tr>
<tr>
<td>15.5 to 5.5 below</td>
<td>2.3</td>
</tr>
<tr>
<td>5.5 below to 5.5 above</td>
<td>1.6</td>
</tr>
<tr>
<td>5.5 to 15.5 above</td>
<td>1.5</td>
</tr>
<tr>
<td>More than 15.5 above</td>
<td>8.5</td>
</tr>
</tbody>
</table>

Note: 1 mph = 1.609 km/h.
on weekdays between 9 a.m. and 4 p.m. These crashes were selected as the most likely to reflect the effect of speed differences in the traffic stream. Traffic speeds were also measured on weekdays between 9 a.m. and 4 p.m. As in Solomon’s study, precrash speeds of crash-involved vehicles were based mainly on drivers’ self-reports and therefore were probably biased toward underestimation. Cirillo found that proximity to an interchange substantially increased the crash rate, especially for urban interchanges (where the interchanges are closer to each other and the ramps may be shorter). In urban sections crash rates were highest at the entrance ramp, and in rural sections they were highest at the exit ramps. These findings provide indirect support for the role of vehicles that are forced to slow versus vehicles that move slowly, because in these locations both the traffic patterns and the roadway geometry change as a result of vehicles entering and leaving the highway from entrance and exit lanes.

Fildes et al. (1991) attempted to replicate Solomon’s findings for rural highways and extend them to urban highways. They used drivers’ actual measured speeds on Australian roads consisting of two rural road segments [two-lane undivided highways with a posted speed limit of 62 mph (100 km/h), and design speeds of 75 mph (120 km/h) on one and 47 mph (75 km/h) on the other] and on two urban segments [four-lane undivided arterial roads with posted speed limits of 37 mph (60 km/h)] and related them to self-reports of crash experience. Although self-reports are known to be biased (e.g., for alcohol-related crashes), there is no reason to believe that slow-moving drivers would be less inclined to report their crashes. In their study, the most recent of that kind, Fildes et al. failed to obtain a U-shaped curve at all. Their results are plotted in Figure B-3, which shows a linear rise in crashes as a function of speed, beginning with speeds well below the average. Their sample lacked any speed deviations as extreme (on the low end) as those reported by Solomon. The extreme low-speed deviations in Solomon’s curve and their absence in Fildes et al.’s data further suggest that the vehicles with large deviations were those that were forced to slow down just before being struck or causing a crash.

Interpreted in this light, the U-shaped curve can be explained as follows: in a two-car following situation, slowing vehicles are more likely to be struck than fast vehicles because when they slow down,
drivers behind them are often not immediately aware of the speed change, and thus slowing down reduces the headways of cars behind them. This may create imminent crash situations because of lapses in attention of following drivers, slowed responses of the following drivers, or misperception of the reduced gap by the following drivers. Lapses in attention (variously labeled as inattention, distraction, or improper lookout) are the most common human causes of traffic crashes (Treat et al. 1977; Sabey and Staughton 1975; Shinar 1978; Evans 1991). Thus, the more a driver has to slow down and the more rapid the deceleration, the more likely the driver is to be hit. Conversely, the faster the following driver is going, given momentary inattention, the more likely that driver is to fail to respond in time to the emerging collision situation.

Figure B-3  Crash involvement rate by deviation from average traffic speed (Solomon 1964; Cirillo 1968; Fildes et al. 1991 in Stuster and Coffman 1997, 6). 1 mph = 1.609 km/h.
One small study in which both precrash speeds and traffic speeds at the time of the crash were objectively measured has been reported in the literature. Pasanen and Salmivaara (1993) positioned a video camera, specifically calibrated to measure speed, above an intersection in Helsinki for more than 1 year. They recorded 18 intersection collisions, 11 of which involved pedestrians. In eight of the pedestrian crashes, the vehicles had at least a 3-s gap ahead of them (i.e., they were defined as “free-flowing”). In these cases the vehicles were traveling much faster [30 mph (48 km/h)] than the average speed of the traffic [24 mph (39 km/h)] or the speed limit [25 mph (40 km/h)] at that intersection. Thus, at least for urban intersections, there is one study with objective data demonstrating the relationship between a vehicle’s speed and crash probability.

More recently, two other studies focused on the effect of speed on urban crashes, and both obtained a positive power relationship between speed and crash probability. To rule out as many nonspeed factors as possible, both studies used the case control method, in which for every injury crash the speeds of noncrashing control vehicles moving at “free travel speeds” were measured at the same sites, on the same days of the week and at the same times of day, and under the same weather conditions. In addition, drivers with nonzero alcohol or who were involved in illegal maneuvers were excluded from the studies. Although the case control method is a correlational-type study, it is a much more controlled one because every attempt is made to match crash and noncrash vehicles in terms of the driving situation. Both studies were conducted in Adelaide, Australia, in urban 37-mph (60-km/h) zones.

In the first study, Moore et al. (1995) compared the speeds of 45 crash vehicles and 450 control vehicles. With 34 to 40 mph (55 to 64 km/h) used as the reference speed, increased crash involvement was obtained only for drivers exceeding the speed limit and not for those traveling at speeds less than the speed limit. For drivers traveling at 47 to 52 mph (75 to 84 km/h), the relative risk of an injury crash was approximately 8, and at speeds greater than 53 mph (85 km/h), the relative risk was 39 (i.e., the probability of a crash was almost 40 times as high as that of a vehicle traveling at 34 to 40 mph).

The second and more extensive study by Kloeden et al. (1997) compared the speeds of 151 crash vehicles with the speeds of 604
noncrash vehicles and obtained similar results. Casualty crash rates increased exponentially above the 37-mph (60-km/h) speed limit, remaining relatively constant until that speed. For vehicles traveling at 47 mph (75 km/h), the relative risk of an injury crash was 11, for vehicles traveling at 50 mph (80 km/h) it was 32, and for those traveling at 53 mph (85 km/h) it was 57.

In summary, with the exception of one small study mentioned above, none of the observational/correlational studies that have been reviewed were able to measure or empirically or statistically control for all the potential factors that mediate speed and crash probability. Therefore, any conclusion based on these studies must rest on the bulk of the evidence rather than on the results of a single study or series of studies. On the basis of the studies reviewed, it appears that (a) speed is a significant contributing factor to crashes; (b) specific types of crashes, such as “run-off-the-road” crashes, are definitely associated with high speeds; (c) cars with pre-crash speeds that are either significantly above or below the modal or average travel speed are likely to be overinvolved in crashes; and (d) at least part of the overinvolvement of slow vehicles is due to forced slowing down such as for intersections, avoidance of obstacles, and so forth.

Causal Analyses

The observational data and correlational studies of the relationship between speed and crashes cannot reveal the underlying causes of this relationship. Older drivers may not be able to respond to all emerging dangers even at low speeds because of age-related and medical impairments, whereas young drivers may be able to respond in time at these speeds. In contrast, mature drivers may have a better appreciation of their limitations and adjust speed accordingly, whereas young drivers may be oblivious to their vehicle-handling limitations as well as the handling limitations of the vehicle and may therefore travel at a speed too high to respond in time to a change in the roadway or the behavior of the traffic ahead. Causal analyses of individual crashes are useful in taking all these factors into consideration. Despite their subjective nature, causal analyses performed by
different investigators at different times and places consistently show that excessive speed is a factor in at least 10 percent of all crashes.

The role of speeding as a crash cause was probably first analyzed in a detailed and comprehensive manner by Treat et al. (1977). In this study, a representative sample of more than 2,000 police-reported crashes were analyzed by crash investigators at the crash sites, and 420 of them were further analyzed by multidisciplinary teams. A cause was defined as an event or action whose absence would have prevented the crash, all other things being equal. Furthermore, a human cause was cited if the causal behavior was a deviation from the normal or expected behavior of the average driver. Thus, speed would not be cited in a crash of a speeding vehicle unless the speed deviated from the speed expected at that site under the conditions that prevailed and the crash would not have occurred had the speed been as expected. With this approach to causation, the study estimated excessive speed to be a definite cause (with a subjective probability of 0.95 or higher) in 7 to 8 percent of the crashes and a probable cause (with a subjective probability of 0.80 to 0.94) in an additional 13 to 16 percent of the crashes. This approach to coding “speeding” as a causal factor is different from the FARS coding, where all causal or related factors are based on police crash reports and thus speeding as a crash cause is likely to include a mix of speeding relative to the posted speed limit and relative to prevailing conditions.

More recently, the role of speed in the causation of fatal crashes was assessed by Viano and Ridella (1996), who analyzed the data from 131 fatal crashes. The most common cause, labeled “nothing to do,” involved 30 crashes. In this type of crash the vehicle driver was unable to do anything to avoid the crash. These crashes were typically caused by “an unusual sequence or recklessness by another driver.” The second most frequently cited cause, responsible for 11 percent of the crashes, was labeled “rocket-ship.” This type of crash involved single-vehicle frontal-impact crashes with the “vehicles leaving the road at a very high speed.” No crashes were attributable to slow driving, although many of the crash scenarios involved maneuvers that presumably required drivers to slow down (e.g., yielding, 6 percent; making left turns, 4 percent; and negotiating curves, 9 percent).

Clinical post hoc causal analysis becomes much more difficult and expensive for large data files. However, it is possible to integrate
several files to obtain more reliable estimates of the role of speed in crash causation. This was done by Bowie and Walz (1994), who used several independent data files. They combined (a) the comprehensive census of all fatal crashes in FARS, (b) 1 year of data from all police-reported crashes from six states that are in the Crash Avoidance Research Data file (CARDfile), and (c) the 420 crashes analyzed in depth by Treat et al. (1977). Although they were based on different data sets and methodologies, the three sources yielded similar estimates, with “excessive speed” being involved in approximately 12 percent of all crashes and more than 30 percent of fatal crashes.

Liu (1997) studied the Saskatchewan, Canada, crash data files for the years 1990 through 1995. He defined a speed-related crash as one in which the police crash report noted that the driver was both “exceeding the speed limit and driving too fast for conditions.” Although this definition may appear conservative, it is appropriate since police reports are not as reliable as professional in-depth crash investigations. Liu found that speed was a causal factor in 9.2 to 10.5 percent of all crashes and in 11.9 to 15.2 percent of all casualty crashes.

In summary, in contrast to the conclusions that can be drawn from correlational analyses, studies using clinical causal assessment are unanimous in their conclusions about the contribution of speed to crashes: excessive speed (not necessarily in relation to the speed limit) definitely contributes to a small but significant percentage of all crashes and to a higher percentage of severe crashes. The various studies suggest that at least 10 percent of all crashes are speed related. However, these analyses have shortcomings: (a) their assessment methodology is “soft,” being based on post hoc clinical judgments, and (b) they have no adjustment for exposure. (If the percentage of drivers speeding in the traffic stream—in the clinical sense, not relative to the speed limit—is greater than the percentage of speeders in crashes, it could be argued that speeding may be a mitigating factor in crash involvement.)

**Importance of Road Type**

People drive differently in different environments—on different road types, on roads with different design speeds, and [to a lesser extent
(Garber and Gadiraju 1988)] on roads with different speed limits. Consequently, it is important to consider the relevance of speed to these situations. A factorial combination of the various levels of each of the preceding three dimensions would yield many empty cells [e.g., rural expressways with a design speed of 25 mph (40 km/h) and a speed limit of 40 mph (64 km/h)]. Since average speed is closely related to design speed, and the latter is often redundant with road type, it may be best to disaggregate the findings of the studies reviewed above for specific road types. This is particularly important in light of the problem pointed out earlier concerning the validity of aggregating data across different road types. Road types that have different design speeds and different average traffic speeds, and thus for which different policy implications can be drawn, include the following:

- Limited-access highways (Interstate highways, freeways, and toll roads),
- Rural nonlimited-access arterial highways,
- Rural collector roads, and
- Urban streets.

Garber and Gadiraju (1988) analyzed the effects of road type and design speed on speed and crashes and found a strong relationship between road type and design speed and between these two variables and crash rates. Their data consisted of the average traffic speed, speed variance, and number of crashes at 36 road sections consisting of different road types with different design speeds. Limited-access highways had the highest design speeds, the highest average speeds, and the lowest crash rates. However, because of the very high correlation between design speed and driving speed ($R^2 = 0.79$), one cannot conclude that high speeds are associated with low crash rates any more than that high design speeds (i.e., good and forgiving highway design) are responsible for low crash rates. From the risk-homeostasis hypothesis, it appears that good design provides a greater safety margin than the driver compensates for. From the traffic conflict and information processing model approaches, limited-access highways minimize conflicts and information overload, enabling drivers to increase their speed without incurring the risks of information overload.
Unfortunately, few studies have limited themselves to one type of road or disaggregated their results by road type. Therefore, the following observations rest on few data. The problem is further aggravated by the fact that the studies span a period of four decades in which the density of traffic, the design of highways and control systems, and the dynamics and crashworthiness of cars changed dramatically. Nonetheless, in this section the results discussed above have been reevaluated as they apply to the specific road types. For ease of presentation, there are some redundancies with preceding reviews of the studies.

**Limited-Access Highways**

Only one study focused specifically on limited-access highways. Cirillo (1968) demonstrated that Solomon’s U-shaped function between crash involvement and speed deviation applies to limited-access roads as well, as can be seen in Figure B-3. The main difference between Solomon’s daytime crash involvement rates for rural nonlimited-access highways and Cirillo’s Interstate highways is in the absolute lower level of crash rates on the latter. Otherwise, the two curves are very similar, indicating that the minimum crash involvement rate is at approximately 10 mph (16 km/h) above the average traffic speed; the rates rise above and below that point. Cirillo also found that crash involvement rates are significantly higher in the vicinity of interchanges than in straight highway segments, though an analysis by speed differences was not conducted. It is important to keep in mind that Cirillo’s study suffered from the same shortcomings as Solomon’s study, as mentioned earlier.

Garber and Gadiraju (1988) conducted a separate analysis on Interstate highways (rural and urban) and found a significant, positive relationship between crash involvement and speed variance. Crash rates increased as speed variance increased ($R^2 = 0.55$ in a linear regression model). Since the speeds of crash-involved vehicles were not available (unlike Solomon’s and Cirillo’s studies), the effect of the speed of crash-involved vehicles on crash probability could not be directly tested. Models of linear regression of the average traffic speeds on different road sections against their crash rates yielded no significant correlations.
Lave (1985) analyzed the contribution of both average speed and speed dispersion (using the difference between the 85th percentile and the average speed as a surrogate measure) separately for six road types and 2 years (1981 and 1982) using the 48 contiguous states as individual data points. For rural Interstates, he found a significant relationship between fatality rate [fatalities per 1 million vehicle-mi (1.61 million vehicle-km)] and speed dispersion, and essentially no contribution of the average traffic speed. In regression equations using both variables, \( R^2 = 0.63 \) for 1981, and \( R^2 = 0.52 \) for 1982. For all other road types (except arterial roads in 1981 as discussed later), the correlations between both variables and crash rates were statistically nonsignificant. Thus, no significant effects of average speed or speed dispersion were found for urban Interstates in either year.

**Rural Nonlimited-Access Arterial Highways**

Most of the road sections (27 out of 35) studied by Solomon (1964) were two-lane nonlimited-access rural roads. The remaining eight sections were four-lane divided rural highways of which only one had full access control. Thus, Solomon's data previously reviewed in detail (and shown in Figures B-1, B-2, B-4, B-5, and B-7) indicate that it is not the absolute speed of the crash-involved vehicle that is related to crash probability, but its deviation from the average traffic speed (with all the caveats listed in the section on correlational studies).

The other studies that attempted to assess the importance of speed deviation to crash involvement on nonlimited-access rural highways were less conclusive than Solomon's study. West and Dunn (1971) attempted to improve the validity of the crash-involved vehicle speed data and assess the contribution of turning maneuvers to the U-shaped curve. As can be seen in Table B-1, once turning vehicles were eliminated from the data, the U-shaped curve was greatly flattened and manifest only at very low and high speeds [i.e., 15 mph (24 km/h) above and below the average speed].

Fildes et al. (1991) conducted a speed and crash involvement study on two major rural arterial roads in Australia and were unable to replicate Solomon's (1964) findings. Their results, plotted in Figure B-3, show that there was only a simple linear association between
crash rate and speed deviations of crash-involved vehicles. However, even that relationship was based on a very low correlation [as estimated from their scatterplot (p. 61)]. Furthermore, in their study the crash data were all based on self-reports, and the total number of data points was much smaller than in Solomon's study. Finally, the range of speed deviations (also noticeable from Figure B-3) was much smaller than in Solomon's study.

Garber and Gadiraju (1988) and Lave (1985) attempted to relate measures of speed dispersion to crash rates. Garber and Gadiraju obtained a significant and very high correlation \( R^2 = 0.79 \) between speed variance and crash rates for all arterial highway sections combined. Since 12 out of the 14 arterial sections in their study were rural, it is safe to attribute the finding to rural arterial highways. Lave obtained a weak but statistically significant relationship between crash rates and a measure of traffic speed dispersion (85th percentile minus average traffic speed) on rural arterial highways for 1981 data \( R^2 = 0.25 \) approximately, but not for 1982 data. Neither Garber and Gadiraju nor Lave obtained any significant relationships between average traffic speeds and crash rates. Speeds of the crash-involved vehicles were not available in their studies.

**Rural Collector Roads**

Rural collector roads form a large portion of the highway system. Their crash rates [per 100 million vehicle-mi (161 million vehicle-km)] are relatively high, but their fatality rates are lower. For example, in Virginia crash rates on rural collector roads were more than three times those of rural Interstates [169 versus 52 per 100 million vehicle-mi (105 versus 32 per 100 million vehicle-km)] but the fatality rate was the same [2.0 per 100 million vehicle-mi (1.2 per 100 million vehicle-km)] (Garber and Gadiraju 1988). Although Garber and Gadiraju collected data on seven segments of major rural collectors, they did not provide any information on the relationship between speed-related measures and crashes separately for these sections. Solomon probably also included rural collector road segments in his data, but they were not analyzed separately. Lave (1985) conducted a separate analysis of crash rates on rural collector roads, but average speed, 85th percentile speed, and his measure of speed dis-
persion (85th percentile speed minus the average speed) were not signif-
ificantly related to crash rates.

**Urban Streets**

Urban streets account for the highest percentage (39 percent on
“local roadway/streets and collectors”) of speed-related fatal crashes
among all road types (Bowie and Walz 1994). Yet only one of the
studies reviewed provided data specific to these types of roads in the
United States. Fildes et al. (1991), in their attempted replication and
extension of Solomon’s data, only obtained a positive linear relation-
ship between crash rates and speed deviation, indicating that the
higher the speed the greater the probability of crash involvement
(Figure B-3). However, although the relationship appears strong,
Fildes et al.’s data are based on only two sites consisting of undivided
urban streets posted at 37 mph (60 km/h). More rigorous case-con-
trol studies (Kloeden et al. 1997; Moore et al. 1995) also obtained a
positive power relationship between speed and crash probability. A
similar conclusion, also based on a small data set, can be reached from
the study of urban pedestrian crashes at a signalized intersection in
Helsinki by Pasanen and Salmivaara (1993). Lave (1985) found a low
correlation between his measure of speed dispersion and crash rates
on U.S. urban arterial roads ($R^2 = 0.15$ approximately), but even that
correlation was significant for 1982 and not for 1981.

In summary, there appears to be a limited amount of data—and
with many methodological shortcomings mentioned in the preceding
section—that suggest that on Interstate highways, increases in the
range of traffic speeds are associated with increased crash rates; the
more a vehicle deviates from the average traffic speed (or from
slightly above the average traffic speed), the more likely it is to be
involved in a crash. The underlying cause of the crashes of vehicles
deviating from the average speed appears to be related to entering
and exiting the highway, indicating that the low speed is situationally
forced and not due to vehicles moving at a consistently low speed. On
nonlimited-access rural arterial highways and collector roads there
are more data, but they are conflicting. Consequently, it is difficult to
draw any conclusions. On urban streets there appears to be a strong
relationship between crash rates and the absolute speed of the crash-
involved vehicles (which correlates with their deviations above average travel speeds). Although that relationship has been observed in several independent studies, with one exception (Kloeden et al. 1997), the conclusion is based on small data sets, and the majority of the studies have been conducted outside the United States.

**SPEED AND CRASH SEVERITY**

When his son got a driver’s license, a Carnegie-Mellon University physics professor glued this reminder on the car’s dashboard: \[ E = \frac{1}{2}mv^2. \] The son got the message and remembers it to this day, 13 years later.

Crash severity can be defined in at least two ways: (a) the physical severity of the impact speed or Delta-V (the velocity change in the crash) and (b) the severity of injuries to the vehicle occupants. Over the years, the measure of physical severity has changed from the speed (or relative speed in the case of two or more vehicles) at impact to Delta-V. Injury severity is still described in various ways, such as the worst injury sustained in a crash (e.g., fatal, injury, or property-damage-only crash) or the more graduated Abbreviated Injury Scale (AIS) in which injury levels range from 1 for a minor injury to 6 for an unsurvivable one.

The relationship between speed and Delta-V is intuitively obvious. The faster a vehicle is moving prior to contact with another vehicle or a stationary object, the greater the Delta-V. Furthermore, the expected effect on injury should not be linear, because the at-crash deceleration is proportional to the square of the impact speed. Nonetheless, the actual effect on injury should be demonstrated empirically. This is because the power of the impact may be mitigated by various shock-absorbing behaviors that occupants may adopt (e.g., use of safety belts) and the various shock-absorbing design features of the various car makes and models.

In his 1964 report Solomon also studied the relationship between speed and severity using two measures of crash severity: (a) injury rates expressed as the number of people injured relative to the number of crash-involved vehicles and (b) property damage cost per crash-involved vehicle. The results of these analyses are presented in
Figures B-4 and B-5, respectively. The relationship is clear-cut: the higher the speed, the greater the cost, in both injuries and property damage. Solomon calculated fatality rates in a similar manner. With a total of 253 fatalities, Solomon found that the odds of a fatality given a crash accelerated with speed from a low of approximately 1 to 2 fatalities for every 100 crashes at speeds less than 55 mph (89 km/h) to a high of more than 20 fatalities for speeds of 70 mph (113 km/h) and above.

In an analysis of the National Analysis Sampling System (NASS) data, Joksch (1993) found a consistent relationship between the fatality risk for a driver in car-car collisions and Delta-V. On the basis of his analysis, risk is closely related to Delta-V⁴ (i.e., to the fourth power). By fitting curves to crash data with known and estimated

![Figure B-4 Persons injured per 100 involvements versus travel speed for daytime crashes (Solomon 1964). 1 mph = 1.609 km/h.](image-url)
Delta-Vs and by using different assumptions for the estimated Delta-V, Joksch obtained similar functions with exponents ranging from 3.9 to 4.1 for all types of crashes (and not just car–car). This led Joksch to conclude that “the findings are somewhat robust against changes in the assumptions” and that “the exponent 4 may reasonably reflect the relation between the fatality risk and Delta-V. Even if not precise it may be useful as a rule of thumb” (p. 104). The relationship obtained by Joksch using different assumptions about Delta-V is presented in Figure B-6. A relationship where the dependent variable is a function of the independent variable taken to some power is known as a power function. In the present analyses of the relationship between severity (the dependent variable) and speed (the independent variable), the power was always greater than 1.0, indicating not only that severity increases with speed but also that the rate of severity increases with speed. A similar power function was obtained in an earlier analysis of 10,000 crashes documented in the NCSS from

Figure B-5 Property damage per involvement versus travel speed for daytime crashes (Solomon 1964). 1 mph = 1.609 km/h.
Fatality risk for car drivers in relation to Delta-V, drivers of 1980 and later model-year cars involved in crashes from 1980 to 1986 (NASS data). The solid line represents only cases with known Delta-V; the straight line shows the relation \((\text{Delta-V}/71)^4\); the broken lines represent all cases. Missing Delta-Vs are imputed using different assumptions (Joksch 1993). 1 mph = 1.609 km/h.

1970 to 1979 by O’Day and Flora (1982). Their function showed that at speeds of 50 mph (80 km/h), the fatality rate—mostly for unbelted occupants—was slightly above 50 percent. Interestingly, Mackay (1988), apparently using the same U.S. NCSS data, estimated that the risk of fatality exceeded 90 percent when Delta-V exceeded 50 mph. It is next to impossible to examine the original data that both used, but it appears that O’Day and Flora’s estimates are more appropriate, because 1995 NASS data (with national safety belt use rates exceeding 60 percent) indicate a fatality rate of 33 percent for Delta-Vs above 45 mph (72 km/h) (NASS 1998).

The effect of speed on pedestrian fatalities follows the same trend. The European Transport Safety Council (1995) concluded that in a 20-mph (32-km/h) collision between a vehicle and a pedestrian, the probability of pedestrian death is 0.05; at 30 mph (48 km/h) it rises...
to 0.45; and at 40 mph (64 km/h) it is 0.85. Pasanen and Salmivaara’s (1993) data are in close agreement with these findings.

The power relationship also holds well for nonfatal injuries. Bowie and Walz (1994) calculated the relationship between Delta-V and injury rates for AIS Level 2+ injuries and AIS Level 3+ injuries and obtained the results reproduced in Table B-2. Injury rate was defined as the number of occupants injured at the Delta-V level divided by the total number of occupants involved in crashes at that Delta-V times 100. Thus the AIS 3+ injury rate increased from a range of 0.7 to 1.0 for crashes with Delta-Vs of 1 to 10 mph (1.6 to 16 km/h), to a range of 54 to 57 for Delta-Vs greater than 50 mph (80 km/h). Combining measures from FARS, CARDfile, and the General Estimates System, Bowie and Walz also showed that the percentage of speed-related crashes increases with increasing injury level: from 10.2 percent in no-injury crashes, to 17.1 percent for incapacitating-injury crashes, to 34.2 for fatal crashes.

Using an econometrics approach, O’Donnell and Connor (1996) applied models of ordered multiple choice (logit and probit) to all New South Wales 1991 crash records (totaling 28,747). They found that, relative to a benchmark crash with a 33-year old driver, a 1 percent increase in speed yielded a 0.44 to 0.56 percent increase in the probability of death. Although they mention that in econometrics models such a change of less than 1 percent is labeled “inelastic,” it is a practically and statistically significant change.

In conclusion, all of the studies that have investigated the relationship between vehicle speed and crash severity have found a consistent relationship showing that as the speed increases, Delta-V and injury severity both increase.

THE COST OF SPEED: COMBINED EFFECTS OF INCIDENCE AND SEVERITY

The determination of an optimal or desirable speed is not a scientific issue but a political one. Between maximum mobility at infinite speed and maximum safety at zero speed, there is a huge range for compromise.

An appreciation of the societal costs of crashes of various severity levels is possible when crash rates are disaggregated and their inci-
Table B-2  Injury Rates by Crash Severity; Comparisons of NCSS and NASS (1982–1989) (Bowie and Walz 1994)

<table>
<thead>
<tr>
<th>Total Delta-V (mph)</th>
<th>AIS 2+ NCSS</th>
<th>AIS 2+ NASS</th>
<th>AIS 3+ NCSS</th>
<th>AIS 3+ NASS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-10</td>
<td>2.4</td>
<td>4.5</td>
<td>0.7</td>
<td>1.0</td>
</tr>
<tr>
<td>11-20</td>
<td>9.5</td>
<td>10.6</td>
<td>3.5</td>
<td>2.6</td>
</tr>
<tr>
<td>21-30</td>
<td>25.3</td>
<td>29.2</td>
<td>13.9</td>
<td>11.1</td>
</tr>
<tr>
<td>31-40</td>
<td>51.8</td>
<td>53.4</td>
<td>37.2</td>
<td>27.9</td>
</tr>
<tr>
<td>41-50</td>
<td>70.3</td>
<td>67.2</td>
<td>58.3</td>
<td>40.6</td>
</tr>
<tr>
<td>Over 50</td>
<td>64.7</td>
<td>69.3</td>
<td>56.9</td>
<td>54.3</td>
</tr>
</tbody>
</table>

Note: Rate equals the number of occupants at a certain Delta-V level (in 10-mph increments) injured at specific AIS levels (AIS 2+ or AIS 3+) divided by the total number of occupants involved in crashes at that level of Delta-V times 100. Rate does not include cases in which either the Delta-V level or the AIS level was unknown. AIS = Abbreviated Injury Scale; NASS = National Analysis Sampling System; NCSS = National Crash Severity Study; CDS = Crashworthiness Data System; 1 mph = 1.609 km/h.

Sources: NASS, 1982–1986 and 1988–1989 (CDS). Includes only tow-away cases. There was no statistically representative NASS file in 1987. NCSS, 1979. Data are limited to tow-away crashes involving passenger cars and light trucks. Data are not nationally representative.

dence examined separately by severity level. Speeding is typically a more common crash-related factor in the more severe crashes. In contrast, the overall crash data are heavily weighted by property-damage-only crashes, which constitute the majority of crashes. This is illustrated in Table B-3 using CARDfile data of police-reported crashes from six states (Bowie and Walz 1994, Table 5). The table indicates that, of the total crashes in the file, the percentage of speed-related crashes increases with increasing injury severity levels: from 10 percent for no-injury crashes to 34 percent for fatal-injury crashes.

A similar effect can be observed in Solomon’s data. The injury rates [number of people injured per 100 million vehicle-mi (161 million vehicle-km)] in Solomon’s study are shown in Figure B-7. The daytime and nighttime curves in this figure are similar to the crash rates in Figure B-1 but (a) have their minimum at a lower speed level [approximately 55 mph (89 km/h)] and (b) show a much greater rate
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of involvement at higher speeds (relative to lower speeds) than was observed for all crashes in Figure B-1. An even sharper trend (above the average speed) was noted for fatality rates. During the day, the fatality rate was relatively constant at 2 fatalities per 100 million vehicle-mi (1 fatality per 100 million vehicle-km) for speeds up to 50 mph (80 km/h), increasing to 31 fatalities per 100 million vehicle-mi (19 per 100 million vehicle-km) (i.e., by a factor of 15) for speeds higher than 72 mph (116 km/h). At night, the rate was generally higher. The rate remained under 20 per 100 million vehicle-mi (12 per 100 million vehicle-km) for speeds up to 62 mph (100 km/h). At higher speeds the fatality rate increased sharply—up to 294 per 100 million vehicle-mi (183 per 100 million vehicle-km) (also by a factor of approximately 15) for speeds higher than 72 mph.

The increased incidence of speeding with increasing injury levels was also reported by Liu (1997) on the basis of Saskatchewan crash data for 1990 through 1995. His analysis showed that excessive speed—when it was both above the speed limit and high relative to conditions—constituted:

<table>
<thead>
<tr>
<th>Injury Severity Level</th>
<th>Number</th>
<th>Speed-Related(^b) (percent)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>No injury(^c)</td>
<td>12,610,000</td>
<td>10.2</td>
<td>1,286,220</td>
</tr>
<tr>
<td>Possible injury</td>
<td>1,719,000</td>
<td>10.9</td>
<td>187,371</td>
</tr>
<tr>
<td>Nonincapacitating injury</td>
<td>943,000</td>
<td>14.6</td>
<td>137,678</td>
</tr>
<tr>
<td>Incapacitating injury</td>
<td>481,000</td>
<td>17.1</td>
<td>82,251</td>
</tr>
<tr>
<td>Fatal injury(^d)</td>
<td>45,500</td>
<td>34.2</td>
<td>15,558</td>
</tr>
</tbody>
</table>

Note: GES = General Estimates System; CARDfile = Crash Avoidance Research Data File; FARS = Fatal Analysis Reporting System; 1 mph = 1.609 km/h.

\(^a\)National totals are from 1989 GES.


\(^c\)The estimate for noninjured people is considered to be low because some states only list injured persons.

\(^d\)Fatal crash statistics are from FARS, 1989.
Figure B-7 Injury (above) and property damage (below) rates by travel speed, day and night (Solomon 1964). 1 mph = 1.609 km/h.
18 to 25 percent of all human errors in property damage crashes, 20 to 29 percent of all human errors in personal injury crashes, and 24 to 40 percent of all human errors in fatal crashes.

The most compelling demonstration of the combined effects of crash probability and crash cost as they relate to speed was recently provided in an analysis of crash data from 16 European countries. In that analysis Kallberg (unpublished data, 1997) demonstrated that disregarding the effects of speed on crash severity leads to serious underestimation of the effects of speed on crash costs. On the basis of a Swedish model of the relationship between crash probability and crash cost as a function of precrash speed, Kallberg's more conservative estimate is that an “increase from 47 to 50 km/h increases accident costs (and the number of injury accidents) by 13.2 percent, speed increases from 80 to 85 km/h by 12.9 percent, and speed increases from 90 to 100 km/h by 23.5 percent, and the effect is the same in all countries” (p. 9).

In summary, these findings indicate that because speeding is a more prominent factor in more severe crashes and because severity increases as a power function of speed, it is difficult to sustain a view that excessive speed—at least relative to the median of the prevailing traffic—is not a crash risk factor with significant societal costs in terms of injuries and fatalities as well as money.

CONCLUDING REMARKS

There is sufficient evidence to indicate that a driver's absolute speed is a correlate of crash involvement. The indications for the positive relationship between speed and crashes are derived from empirical data of single-vehicle crashes, causal crash analysis, and theoretical frameworks related to the effects of speed on information overload and reduced vehicle-handling capacity. In addition, empirical data show unequivocally that injuries and fatality rates increase as a power function of impact speed or Delta-V.

There is also ample evidence to indicate the contribution of wide disparities in speed of the traffic stream, as well as the deviation of
crash-involved vehicles from the average traffic speed, to crash involvement. However, the support for these findings comes from correlational studies, and the argument for causality rests on the theoretical support for this finding. The theoretical support is not sufficient. To suggest that speed disparities in the traffic stream contribute to potential intervehicle conflicts is not sufficient, since such conflicts appear to constitute a small portion of crashes in general and an even smaller portion of the more severe crashes. So what is the source of that relationship? Liu and Popoff (1996) suggest that the “variance effect” reflects a greater vehicle mix or a greater mix of drivers with different styles and capabilities. If that is the case, the variance effect may be a spurious finding. As long as data on driver and vehicle types (both in crash samples and traffic samples) are unavailable, this remains an interesting speculation.

In a situation in which speed selection is totally at the driver’s discretion, the range of speeds in the traffic stream is a function of the risk levels that different drivers are willing to tolerate, different perceptions of a “safe speed” that drivers have for a given risk level, and the handling capabilities of different cars and drivers. All of the studies reporting narrowing of speed disparities with increasing speed were conducted in the presence of speed limits, and, consequently, a threshold level of speed may have been responsible for the reduction in speed dispersion (i.e., higher speeds were due to higher speed limits on roads with higher design speeds). This is because as the speed limit is raised, fewer and fewer drivers are likely to exceed it by much, and more and more drivers tend to drive close to the limit. This also means that it is highly probable that if speed limits were strictly controlled in low-speed zones, then drivers who would otherwise exceed the limit significantly (and therefore contribute to widening speed dispersion) would refrain from doing so, and both speed dispersion and crash risk would be reduced.

The tendency of speed differences to narrow as average speed increases probably reflects drivers’ tendencies to violate low speed limits (e.g., near schools) more than high speed limits [e.g., on Interstate highways with limits of 65 to 70 mph (105 to 113 km/h)]. The critical issue then is how speed limits are set. If they are realistic (e.g., 85th percentile or design speed), speed dispersion may be low,
constant, and independent of average speed. Since the speed limit, the design speed, and prevailing conditions all contribute to speed choice, separating average speed from speed limits and enforcement is artificial. If speed limits are set at low levels and they are enforced, then speed dispersion would probably not decrease with increasing speed but rather would increase with it, in a manner similar to most measures of human psychomotor behaviors (where variance is positively correlated with the mean). Then what would the relationship between speed dispersion and crashes be? That is an open question. Perhaps what is needed is systematic research into the relationships between measures of speed and speed dispersion under conditions of speed control.

The importance of theory to the role of speed dispersion can be illustrated with older drivers. Older drivers are a good group to pick because the elderly are the fastest-growing age group in the population in general and on the roads in particular (Eberhard 1996). Now, if slow driving (rather than slowing down) increases crash risk, should slow drivers be advised to increase their speed? Older drivers, who tend to drive slow, do so to maintain or reduce their risk level, not to increase it. Given their slowed information processing capabilities, it would be foolhardy to recommend that these people drive faster so as to reduce speed disparities in the traffic stream. Also, removing them from high-speed roads may actually be detrimental to safety since (a) they already restrict their driving to safer roads and times and (b) their crash involvement may actually increase on other roads with lower design speeds (placing greater information processing demands on the driver) that are already associated with higher crash risks.

Given the multiple factors that coexist in the real driving environment, it is interesting to speculate if it is even possible to find or create a situation in which only speed changes. The answer is probably not. Even in a simulator study, if all that is changed is the driver’s speed while the traffic speed and likelihood of emergencies stay the same, then crashes will most likely increase—but so will speed differences. If the speed of all the traffic is changed and an emergency arises, then multiple-vehicle chain crashes are likely. Chain crashes on highways with restricted view (e.g., in fog)
are suggestive of the process: the faster a vehicle travels, the greater the probability of a crash—but only in the event of an obstacle ahead. However, this situation is very artificial, because drivers adjust their speed in accordance with their expectations of obstacles ahead. Thus, it is hard to think of a realistic situation, even in a simulator study, that would disaggregate the effects of the speed of a crash-involved vehicle from the disparities in speed of the traffic.

In summary, the ultimate question is not whether increasing speed increases crash probability and crash severity. Instead, there are three questions: What are the mediating factors involved? What are acceptable societal costs for increased mobility? Who should decide the levels of acceptability—elected officials, safety experts, or the motoring public through their opinion or behavior (such as the 85th percentile speed)?

With respect to mediating factors, it is impossible to hold all “other things equal” while varying speed. This is because the basis for speed choice—roadway design, traffic controls, enforcement, traffic flow, and perceived risk and comfort levels—all affect the relationship between speed and crash probability. With respect to the acceptable risk level, there is willingness at both the individual and the societal levels to accept some degree of risk to improve mobility. Thus, speed management, speed choice, crash risk, and crash severity are all intertwined and linked to the value placed on mobility.

**CONCLUSIONS**

1. There is ample, but not unequivocal, evidence to indicate that, on a given road, crash involvement rates of individual vehicles rise with their speed of travel.

2. There are no convincing data to demonstrate that, across all roads, crash involvement rates rise with the average speed of traffic (i.e., that roads with higher average traffic speeds have higher crash rates than roads with lower average traffic speeds). This is probably because the average traffic speed is highly correlated with the design speed of different road classes (and other conditions).

3. The absolute speed deviation of crash-involved vehicles from the average traffic speed appears to be positively related to crash
probability, especially for rural arterial highways and Interstate highways. There are insufficient data to demonstrate such a relationship for rural collector roads and urban streets.

4. The principal factor that accounts for the effects of speed deviation is the requirement to slow down to make turns and to enter and exit high-speed roads. Still, even when the effects of turning vehicles are removed from the data, some effects of speed deviation, especially at the extreme ends, remain.

5. The disparities in speed of the traffic stream may be positively related to crash probability, especially on Interstate highways. However, the data are not very consistent, and more data are needed.

6. On urban streets there appears to be a strong relationship between crash rates and the absolute speed of crash-involved vehicles. However, this conclusion is based mainly on small data sets from non-U.S. studies.

7. The data demonstrating the relevance of speed dispersion in the traffic stream and speed deviations of crash-involved vehicles are based on correlational effects and therefore cannot be used to indicate that if slow-moving drivers were to increase their speed, their crash probability would be reduced.

8. There are unequivocal data to indicate that the risk of injuries and fatalities increases as a function of precrash speed or Delta-V. This is true for all road types.

9. The overall cost of speed-related crashes is much greater than the relationship between speed and crash probability indicates. This is because high-speed crashes are associated with greater injury levels than are low-speed crashes.
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Effect of Speed Limits on Speed Distributions and Highway Safety: A Survey of the Literature

Patrick McCarthy
Department of Economics, Purdue University

The purpose of this review is to examine recent work on the effect of motor vehicle speed limits on highway speeds and highway safety. The review is empirical and concentrates on identifying the quantitative effects of changes in regulatory speed limit policies on the distribution of speeds and traffic safety. In general, the proposition that changes in speed limits induce observed changes in the distribution of speeds on a road network and have implications for the network’s highway safety is straightforward. However, testing this proposition
in a scientific inquiry to reliably answer such questions as “How will a 5-mph (8-km/h) increase in the speed limit alter the average speed of travel on a road? Will the number of fatal crashes increase if drivers, on average, travel 5 mph faster? What effect will a 5-mph increase in the speed limit have on the fatality rate?” is not straightforward.

Through local, state, and federal provision, the country’s transportation system comprises a network of roads that differ by size, quality, and location. The attributes of each road’s users (e.g., socio-economic characteristics of the drivers, proportion of truck traffic) over some time period will generally differ by type, quality, and location of road. In combination with differential speed limits, traffic enforcement, and other government interventions, the nation’s highways produce trips and, as a by-product, highway safety outcomes. If all roads and all road users were homogeneous, then determining the effect of alternative speed limit policies on speed distributions and highway safety would be relatively easy. However, the fact that both the individual components of a road system and its users are heterogeneous complicates the task of identifying the effects of changes in speed limit policies on highway speed distributions and safety.

Over the past 24 years, the U.S. Congress has passed three major pieces of federal legislation related to speed limits. First, responding to the oil crisis in the early 1970s, Congress passed the Emergency Highway Energy Conservation (EHEC) Act in 1974. Among its provisions, the act mandated a 55-mph (89-km/h) national maximum speed limit (NMSL) on all U.S. highways and threatened a loss of highway funds if states did not sufficiently enforce the limit. A Transportation Research Board (TRB) study (1984) concluded that implementation of the 55-mph national speed limit saved 2,000 to 4,000 lives annually.

In 1987, Congress passed the Surface Transportation Uniform Relocation Assistance (STURA) Act, which gave each state the right to increase speed limits on portions of the Interstate system lying within the least-populated areas of its boundaries. Thirty-eight states immediately responded to the legislation by raising speed limits on their rural Interstate highways, followed in 1988 by 2 additional states. Since passage of the 1987 legislation, there have been numer-
ous national, regional, and statewide studies analyzing the effects of relaxed rural Interstate speed limits on highway safety.

Most recently, Congress passed the National Highway System Designation Act of 1995, which gave states complete freedom to set speed limits within their jurisdictional boundaries. To date, little scientific information is available on the effect this has had on speed distributions and highway safety.

By examining the empirical relationships among speed limits, speed distributions, and highway safety on nonlimited- and limited-access roads, this paper complements recent international reviews of speed limits and highway safety (Fildes and Lee 1993; Knowles et al. 1997). In general, this review covers domestic and international speed limit studies that have been conducted since the extensive 1984 TRB review. For a subset of studies, this review critically analyzes both the studies’ findings and the strengths and weaknesses of their methodological approaches.

This review focuses on recent research that has analyzed the implications for highway safety as a direct result of the relaxed (rural) Interstate 65-mph (105-km/h) speed limit embodied in the STURA Act. There are three primary reasons for this focus. First, passage of the STURA Act was national in scope, affecting all roads, Interstate and non-Interstate, posted with speed limits above 55 mph (89 km/h). Of the rural and urban Interstate highways in 1990 with eligible mileage, 98 and 97 percent, respectively, had posted speed limits of 65 mph (NHTSA 1992). Moreover, although accounting for only 7.3 percent of total lane miles in the national transportation network, Interstate highways account for 26.1 percent of vehicle miles traveled (FHWA 1995). Factors that affect travel on limited-access high-speed roads have the potential for significantly affecting highway safety. Second, although it was national in scope, the 1987 STURA Act did not roll back the 1974 legislation. Rather, the act modified the structure of speed limits on limited-access roads by permitting higher speeds on sections of the system that past research had identified as the safest. This raises interesting and contentious issues concerning the law’s effect on highway safety. Concentrating higher speed limits on the safest parts of the transportation network makes more plausible, for example, the controversial possibility that
“fine-tuning” Interstate speed limits may have actually raised overall safety on the nation’s highways. Third, a sufficient amount of time since the law’s 1987 passage has elapsed for researchers to conduct longer-term studies on the law’s varied effects. In contrast to short-term “impact” studies that, at times, may provide misleading information to policy makers, studies based on a longer sample of postenactment data are likely to more fully capture the traveling population’s myriad adjustments to the new environment.

This paper is organized as follows. First, an overall framework within which to place existing empirical studies on the effects of speed limit laws is discussed. The methodological constructs most frequently used to empirically evaluate the effect of speed limit laws on speed distributions and highway safety are summarized. The known information on the effects of changing posted speed limits on the distribution of speeds is discussed. The effect of speed distributions on highway safety is examined. The findings of various studies examining the direct and indirect effects that relaxed speed limits on rural Interstate highways have had on the motoring public’s safety are reported. International experience with speed limits is reviewed. Finally, a number of areas for further research are identified, and concluding comments are given.

SPEED LIMIT–HIGHWAY SAFETY FRAMEWORK

Figure C-1 shows the relationship between speed limits and highway safety on a given road. The basic mechanism between speed limits and highway safety is shown in the middle of the figure. Put simply, speed limits, among other factors, influence drivers’ choices of optimal speeds. Solid arrows indicate a direction of direct causality. As shown by the figure, the posted speed limit is one of many objective factors that directly feed into a driver’s speed decision. Other important determinants include highway and vehicle design, traffic enforcement and other highway government interventions (e.g., safety belt use laws), environmental attributes (e.g., weather conditions, topography), and characteristics of the driving population (e.g., proportion of younger drivers). At the same time, a driver has underlying preferences for risk and, in any specific driving situation, a sub-
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Objective view of traffic safety. By combining to determine a driver’s optimal speed in each travel environment, these objective and subjective factors produce a distribution of speeds on the roadway and a set of safety outcomes (e.g., number and type of crashes, number and type of injuries).

Notice also that a driver’s optimal speed is a latent variable. Although analysts can observe posted speed limits, measure the distribution of speeds on roadways, and observe safety outcomes, analysts cannot directly observe a driver’s optimal speed. However, analysts can potentially (i.e., under certain conditions) infer the empirical effect of highway safety policy on a typical driver’s optimal speed by examining the effect of policy on the road’s distribution of speeds.

In addition to direct links between causal or determining factors, denoted by dotted-line boxes, and determined factors, denoted by
solid-line boxes, there are indirect links that represent feedback effects. The figure shows the feedback roles that speed distributions and highway safety play on roads. Not only does speed distribution affect highway safety, but also a road’s safety record has a feedback effect on the road’s distribution of speeds (through its effect on individual drivers’ optimal speed decisions). Further, a road’s safety record will ultimately have long-term effects on highway and vehicle design, governmental policy, and the topic of this review—posted speed limits.

Two other points about Figure C-1 are worth mentioning. First, if, as hypothesized, the indicated linkages represent a given type of road (e.g., rural Interstate highway) in the system, then similar linkages will characterize other roads in the system (e.g., urban Interstate highways, arterials). Each road does not operate in isolation but is linked with other roads in the network, which implies that policy changes specific to one type of road are not likely to produce effects specific to that road but will influence travel behavior on other roads in the network. Traffic diversion, reflecting changes in route choice, traffic generation, reflecting latent travel demands, and spillover effects, whereby travel behavior on the affected road carries over onto other roads, are indicators of these secondary or indirect effects of a targeted highway policy.

Second, most empirical studies of highway safety, particularly as they relate to the 65-mph (105-km/h) speed limit, fall into one of three general categories. A relatively small group of studies examines how posted speed limits are set—in practice, what factors traffic engineers take into account when posting speed limits on alternative roadways. A related question concerns the effect of changes in the posted speed limit on speed distributions and driver compliance with the posted speed limit. A second group of empirical studies examines the relationship between attributes of the speed distribution, specifically average speed and speed dispersion, and highway safety. An important issue in this research is the role that average speed plays in highway safety after controlling for the statistical effect of speed dispersion. The last, and largest, set of empirical studies focuses on the effect of changes in the posted speed limit on highway safety. In Figure C-1, this is the direct link between the Speed Limit
box and the Highway Safety box (indicated by the dashes). Although a large body of research on this issue is extant, a consensus has yet to form on whether increasing speed limits, particularly on limited-access roads, deteriorates safety. Part of the current debate in this area concerns how the law affected alternative highway safety measures.

**METHODOLOGICAL CONSIDERATIONS**

Empirical studies examining the effect of changes in posted speed limits on speed distributions or highway safety generally identify the primary null hypothesis as either (or at times both) of the following:

- $H_{01}$: Increased speed limits have no effect on highway speed distributions.
- $H_{02}$: Increased speed limits have no effect on highway safety outcomes.

The respective alternative hypotheses are as follows:

- $H_{A1}$: Increased speed limits have a nonzero effect on highway speed distributions.
- $H_{A2}$: Increased speed limits have a nonzero effect on highway safety outcomes.

Depending on the analyses’ objectives, there are numerous variations of these hypotheses. Highway speed limits, for example, may be referred to as having “direct” or “indirect” effects. A direct effect refers to the highway directly affected by the speed limit change. Indirect effects, on the other hand, correspond to speeds on highways whose speed limits have not changed. The direct effect of the STURA Act in 1987, for example, is the effect of a 65-mph (105-km/h) speed limit on rural Interstate speed distributions; the effect on speed distributions of all other roads is the indirect effect. If, all else being constant, relaxed speed limits on one road produce changes in the distribution of speeds on other road networks whose speed limits have not changed, there is said to be a “spillover” or “tainting”
effect associated with the speed limit change. Often, various null hypotheses are tested on characteristics of the distribution of speeds (on the affected and unaffected roads), including average speed, speed dispersion, 85th percentile speed, and the proportion of drivers traveling above a given speed. Also of interest are hypotheses related to a speed limit’s effect on highway speeds by type of vehicle, road type, time of day, and a variety of other factors that differentiate travel in the highway system.

Similarly, numerous hypotheses concerning the effect of relaxed speed limits on highway safety outcomes are tested. As with highway speed distributions, these hypotheses often focus on direct and indirect effects, as well as the effects by vehicle type, road type, time of travel, location, alcohol consumption, and socioeconomic factors (e.g., age and gender). Although most of the attention is on fatal crashes and fatalities, some studies also identify the effect of relaxed speed limits on the severity of crashes.

In the empirical literature on speed limits and their effects, three methodological approaches have typically been used to test hypotheses concerning the effects of changes in posted speed limits: paired comparisons, regression analysis, and time series analysis.

### Paired Comparisons

Ideally, testing null hypotheses on the effects of altered posted speed limits would require an experimental design whereby the analyst randomly selects a set of homogeneous roads (i.e., roads that are physically identical and that have an identical user profile) for analysis. The analyst randomly divides the set of roads into two subsets, a control group and an experimental group. The analyst then alters the speed limit for those roads in the experimental group, observes speed distributions and safety outcomes, and tests whether these outcomes are statistically different from similar measures for the control group. A benefit of this methodology is that the analyst can then draw inferences for the population of roads under study [e.g., a 10-mph (16-km/h) increase in rural Interstate speed limits increases average rural Interstate speeds by 3.2 mph (5.1 km/h), all else held constant]. Depending on whether the null hypothesis is accepted (rejected), the
analyst concludes that the results are not (are) consistent with an altered speed limit having an effect on speed distributions and highway safety. Often, to obtain additional insights on the extent to which the observed effect is (is not) close to 0, the analyst reports confidence intervals.

Unfortunately, use of an experimental design approach to analyze the effect of speed limit changes is not generally feasible. Even assuming that one could sufficiently control for differences in a set of randomly selected roads to isolate the effect of changing speed limits, transportation agencies are reluctant to participate in such experiments for a variety of reasons. The alternative to an experimental design approach is a quasi-experimental methodology, which recognizes that speed limit changes do occur on some roads while not on others. In quasi-experimental procedures, there is a set of nonrandomly chosen roads (e.g., rural Interstate highways) on which the speed limit has changed—the experimental group—and a set of nonrandomly chosen roads on which the speed limit has not changed (e.g., rural non-Interstate highways)—the comparison group. After controlling for confounding factors that reflect heterogeneity across roads and road users, the analyst tests whether there are statistically significant differences between speed distributions and highway safety outcomes on the affected and unaffected roads. Depending on whether the null hypothesis is accepted, the analyst concludes that the change in speed limit has or has not had an effect.

Paired comparison approaches come in many forms. In some cases, the analyst draws conclusions from simple comparisons of average speeds and safety outcomes for the affected and unaffected roads. Other applications use more formal testing procedures to determine whether there is a statistically significant difference in speeds or safety, or both. Further, the approach is used across roads at a given point in time (e.g., a comparison between states that did and did not increase rural Interstate speeds) or across time (a comparison of affected states before and after the speed limit change).

A common approach is the use of odds ratios. Consider the following table:
After
Speed Limit Increase

Before
Speed Limit Increase

| 65-mph (105-km/h) rural Interstate states | \( n_{11} \) | \( n_{12} \) |
| 55-mph (89-km/h) rural Interstate states | \( n_{21} \) | \( n_{22} \) |

where \( n_{ij} (i, j = 1, 2) \) is the number of fatal crashes in state type \( i \) and speed limit environment \( j \). Relative to 55-mph (89-km/h) states, the odds of a fatal crash in a 65-mph (105-km/h) state prior to the speed limit increase are \( (n_{12}/n_{22}) \). After the speed limit increase, the odds of a fatal crash in a 65-mph state relative to 55-mph states are \( (n_{11}/n_{21}) \). Thus, the odds ratio is \( (n_{11}/n_{21})/(n_{12}/n_{22}) \). If the speed limit increase in 65-mph states has no effect on fatal crashes, then the odds ratio will be 1. Alternatively, if the law significantly increased (decreased) fatal crashes, then the ratio would be greater (less) than 1. Analysts typically calculate chi-square tests and confidence intervals to test null hypotheses using these methods.

A primary advantage of quasi-experimental methodologies based on paired comparison approaches is that very little information is needed to conduct the test. In the preceding example, four bits of information are sufficient to test the hypothesis. However, the example, as with all paired comparison analyses, has a maintained hypothesis that relating outcomes in the experimental group [i.e., fatal crashes in 65-mph (105-km/h) states] to those in the comparison group [i.e., 55-mph (89-km/h) states] controls for all differences between the two groups in all other determining factors. Whether these techniques provide sufficient control for confounding factors that may influence the variable of interest and, accordingly, affect the test results and the associated policy implications is an important empirical issue. Analysts often stratify the sample by other variables (e.g., highway exposure, socioeconomic characteristics) to explicitly control for other determining factors. In most cases, however, the analyst uses univariate stratification, that is, stratification of the sample one variable at a time. Simultaneously stratifying by multiple variables would enable an analyst to better isolate the effect of altered speed limits, although a practical limita-
tion of multivariate stratification is that it generates many empty cells.

**Regression Models**

An alternative procedure for analyzing the effect of altered speed limits on highway speeds and safety is to develop a statistical model that not only includes the relevant policy variable but also controls for other confounding factors. This is the regression approach, whose aim is to estimate equations of the following general form:

\[ H_{it} = \sum_{i=1}^{N} \alpha_i + \sum_{j=1}^{k} \beta_j x_{it,j} + \epsilon_{it} \]

where

- \( H_{it} \) = highway outcome (e.g., fatal crashes, fatality rate, injury crashes, injury rate) for cross section \( i \) and time period \( t \) \((i = 1, ..., N; \ t = 1, ..., T)\),
- \( x_{it,j} \) = \( j \)th explanatory variable for cross section \( i \) and time period \( t \) \((i = 1, ..., N; \ t = 1, ..., T; j = 1, ..., k)\),
- \( \beta_j \) = parameter reflecting the marginal effect of the \( j \)th explanatory variable on the highway outcome \((j = 1, ..., k)\), and
- \( \epsilon_{it} \) = error term for cross section \( i \) and time period \( t \) \((i = 1, ..., N; \ t = 1, ..., T)\).

The data for this regression are cross sections over a period of time, called a pooled data set, an example of which is the number of annual fatal crashes in each state from 1970 through 1995.

The formulation in the preceding equation is often referred to as a fixed effects specification because the model includes separate parameters \((\alpha_i)\) to reflect each of the cross sections included in the analysis. This pooled data formulation is a general specification that, depending on one's data set, collapses to simpler econometric models. The two most common are time series regression models and cross-section models. In a time series regression model, \( N = 1 \) and there is a single cross section (e.g., annual nationwide fatal crashes from 1970 through 1997, or the monthly fatality rate from January
1980 through December 1992). Further, if the model included only a constant term and a time trend as the only explanatory variable, then the regression equation would model historical trends. Alternatively, a cross-section model is based on a cross section of observations at a single point in time (e.g., fatal crashes in each county for 1994, or total crashes for each state in the nation in 1996).

To the extent that the analyst can obtain accurate information on other confounding factors that affect the dependent variable of interest, a well-specified regression model controls for the statistical influence of the confounding factors and better isolates the independent effect of the policy. In general, there are two difficulties with this approach. First, estimation of regression models is subject to several statistical pitfalls. In time series analysis, for example, error terms may be serially correlated, which, if not corrected, invalidates hypothesis tests. Alternatively, regression models based on highly collinear data are generally unable to isolate the independent effects of the collinear variables. Thus, the potential advantages of regression model approaches will be realized to the extent that the analyst tests and, if necessary, corrects for statistical and other problems encountered in regression techniques. Second, the ability of the regression model approach to control for other determining factors implies that regression analysis is generally more data intensive. Unavailable, inappropriate, or unreliable data as well as time or resource constraints on data collection may cause researchers to develop and estimate relatively simple models that fail to adequately control for a larger set of relevant determining factors.

Similar to a paired comparison methodology, regression models may also reflect a quasi-experimental approach. Consider, for example, a regression analysis of fatalities on 50 observations, where each observation represents the number of fatalities in a state during 1990. Because not all states with eligible mileage increased their rural Interstate speed limits when Congress passed STURA, the sample of observations includes states with 65-mph (105-km/h) highways and states with 55-mph (89-km/h) highways. Typically, a variable is included in the model to reflect a state’s maximum speed limit status; the variable is equal to 1 if the state increased its speed limit on rural Interstate highways and 0 otherwise. Because the sample includes
experimental states along with comparison states, the approach is quasi-experimental. If the analyst cannot reject the null hypothesis that the coefficient on the 0-1 speed limit variable equals 0, the inference is that the enactment of STURA is consistent with a null hypothesis that the act had no effect on fatalities, holding all else constant.

Another example of a quasi-experimental approach within a regression framework occurs when there are no explanatory variables in the model. In this case, the model includes a constant, which reflects the overall mean of the dependent variable, and a set of 0-1 variables that reflect treatments. The analyst estimates this model, called analysis of variance (ANOVA), to examine whether the treatments (e.g., relaxing speed limits on rural Interstates, type of road) in the experimental states have a significant effect on the overall mean relative to the comparison states.

**Interrupted Time Series Analysis**

A third methodology often used to analyze the effect of altered speed limits on speed distributions and highway safety is time series intervention models. If a time series of the monthly fatalities from 1976 to 1990 were examined, two features would probably be immediately apparent. First, the series would exhibit a declining trend. Second, a repeating cyclical pattern that reflects seasonal variations in fatalities would appear. An analyst’s objective is to develop an autoregressive integrated moving average (ARIMA) model that accounts for the trend of the series, seasonal patterns, and any serial dependencies that exist in the series itself or in the error term. In effect, ARIMA models decompose the behavior of the series into three components: trend, which is captured by an integrated component of the model; autoregressive and moving average components that explain the current observation in terms of past observations and random shocks; and seasonal terms that capture the regularities in the series. The model is initially estimated for the preintervention period. Assuming that the process, in the absence of the intervention, would continue in accordance with the preintervention model, the model is then estimated with an additional function to identify the effect of the intervention (e.g., relaxed speed limit). There are several possibilities for
modeling the intervention. An “abrupt permanent” function reflects an intervention that has an immediate and permanent effect on the series, whereas an “abrupt temporary” function is one that immediately affects the series but whose effect decays over time. Or there could be no initial effect but a gradual buildup to a permanent effect.

A significant advantage of ARIMA time series models is data economy. In contrast to regression time series models that require data on the dependent variable and each of the explanatory variables, ARIMA models only require data on the dependent variable series and knowledge of when the intervention occurred. This can yield considerable savings on resources expended to collect the necessary data for analysis.

However, the implications that ARIMA models have for data collection are not free. In time series models, a maintained hypothesis is that the effect of other determining factors is captured and that there are no disruptions in these series over the relevant period of analysis. Essentially, the assumption is made that the disruption occurring in the series is due only to the policy under study. For example, consider the effect that relaxed rural Interstate speed limits have on fatalities. An analyst estimates an ARIMA model of the process and finds that relaxed speed limits significantly reduced fatalities. This assumes that all other determining factors, including, for example, vehicle miles traveled, evolved during the postintervention period as it had during the preintervention period. Suppose, however, that gasoline prices significantly rose in the third quarter of 1987, shortly after relaxed speed limits were implemented. The assumption that preintervention vehicle miles traveled evolved in a manner consistent with postintervention miles traveled is no longer tenable and the drop in fatalities would be inappropriately attributed to the relaxed speed limits. In recent work, researchers have included additional variables in ARIMA models, referred to as ARIMAX models, to explicitly test the hypothesis that other determining factors have no effect on the series.

POSTED SPEED LIMITS AND SPEEDING BEHAVIOR

Figure C-1 indicates that changes in posted speed limits alter the distribution of speeds on a road to the extent that changed limits
alter drivers’ optimal speed choices. Holding all else constant, if altered speed limits have no effect on optimal speeds, speed distributions will be unaffected. Although conceptually this is straightforward, empirically the issue revolves around the analyst’s ability to isolate the specific effect of posted speed limits from the effects of other confounding factors that influence optimal speed decisions, including traffic enforcement, environmental attributes, and public safety campaigns. Because roads are linked in a network, a related issue is whether a change in posted speed limits on one road alters drivers’ optimal speeds on other roads, the spillover effect.

Studies that have addressed the effects of changing posted speed limits on speed distributions can be usefully divided by two road types, nonlimited-access and limited-access roads.

**Nonlimited-Access Roads**

Table C-1 identifies recent studies that have examined the speed distribution effects of posted speed limits on nonlimited-access roads. A study by Parker (1997) included 100 experimental [172 mi (277 km)] and 83 comparison [132 mi (212 km)] nonlimited-access sites in 22 states between June 1986 and July 1989. The primary objective in selecting a comparison site was to match as closely as possible the design, volume, and speed characteristics of the associated experimental site. In general, posted speed limits on the comparison sites included in the study were set at the 45th percentile speed.

The following information is given for the experimental sites:

- Sixty-three of the 100 experimental sites and 80 percent of the total mileage for the study were located in rural areas with populations less than 5,000. Fifteen sites were located in urban areas with 50,000 persons or more.
- Posted speed limits were lowered at 59 sites and raised at 41 sites. The most frequent speed limit decrease was 10 mph (16 km/h) (35 sites), whereas the prevailing increase was 5 mph (8 km/h) (26 sites). The maximum decrease in the posted limit was 20 mph (32 km/h) (three sites), and the maximum increase was 15 mph (24 km/h) (three sites). Before the speed limit change, the typical
### Table C-1 U.S. Research on Speed Limits and Speeds—Nonlimited-Access Roads

<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Speeds</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Casey and Lund</td>
<td>Experimental/comparison site data, 55-mph² freeways to 1985</td>
<td>ANOVA</td>
<td>Supports speed adaptation, 0 to 4 percent increase mitigated by environmental factors</td>
<td>Tested three road configurations, Lower speeds for commercial vehicles, Differences in the effects of age and gender across field studies, What is the geographical extent of adaptation?</td>
</tr>
<tr>
<td>1987ᵃ</td>
<td>connecting roads, CA 1985</td>
<td>Multiple regression</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Casey and Lund</td>
<td>Experimental/comparison site data</td>
<td>ANOVA</td>
<td>Increase in average speeds with no change in speed limits</td>
<td>Retested road configurations from 1987 study, Lower speeds for commercial vehicles, Stronger evidence that younger drivers and female drivers travel faster, What is the geographical extent of adaptation?</td>
</tr>
<tr>
<td>1992</td>
<td>Reanalysis of 1985 CA study 1988</td>
<td>Multiple regression</td>
<td>Continued support for speed adaptation, No increase in adapted speeds</td>
<td></td>
</tr>
</tbody>
</table>

\(²\)² Fifty-five miles per hour
<table>
<thead>
<tr>
<th>Study</th>
<th>Design</th>
<th>Data Collection</th>
<th>Findings</th>
<th>Limitations</th>
</tr>
</thead>
</table>
| Ullman and Dudek 1987* | Experimental/comparision site data, 22 states
  June 1986–July 1988
  Aug. 1987–July 1989 | Six urban fringe 55-mph\textsuperscript{b} sites in Texas | Before/after analysis Lowering speed limits from \(55^b\) to \(45\) mph\textsuperscript{b} had little effect on speed distributions | No control for confounding factors |
| Parker 1997* | Quasi-experimental | 100 experimental sites; 83 comparison sites
  Nonrandom site selection
  No control for cross-site and cross-state differences (e.g. enforcement, vehicles, drivers, education) | Increased speed limits have significant but small absolute effect on speeds
  Change in speed alone has little effect on driver behavior
  No apparent speed adaptation | Many results statistically significant but interpreted as “not practically meaningful” |

\textsuperscript{a}The text covers this study in more detail.
\textsuperscript{b}55 mph = 89 km/h; 45 mph = 72 km/h.
posted speed limit for the experimental sites was set at the 20th percentile speed; after the speed limit change, this increased to the 43rd percentile speed.

- Sites whose speed limits were lowered by 15 mph (24 km/h) or more had the highest “before change” posted speed limits. Sites whose speed limits were increased by 10 mph (16 km/h) or more had the lowest “before change” speed limits.
- Average 24-h volume at the experimental sites was 4,500 vehicles. For the comparison sites, the average 24-h volume was 3,400.

In general, Parker’s study found little evidence of a relationship between posted speed limits and speed distributions. The study’s primary findings with respect to speed distributions are as follows:

- There was generally less than a 2-mph (3-km/h) difference in average speeds, speed standard deviation, and 85th percentile speed between the before and after speeds. These changes were statistically significant but were interpreted as “not sufficiently large to be of practical significance” (Parker 1997, 86).
- There was little evidence of spillover effects.
- Changes in posted speed limits led to changes in driver compliance, but this reflects the definition of compliance as driving at or below the posted speed limit rather than changes in driver behavior.

In sum, Parker’s study found that changing posted speed limits on nonlimited-access roads had little effect on speed distributions. It was further concluded that changes in posted speed limits had little effect on highway safety. The latter result is expected given the finding that altered limits had little effect on speed distributions.

To the extent possible, Parker’s study matches experimental with comparison sites to isolate the effect that posted speed limit changes have on driver behavior and speed distributions. At the start, Parker proposed an experimental design methodology for studying the effects of posted speed limit changes. However, because of legal, safety, and other concerns, state departments of transportation would only agree to participate if sites were nonrandomly selected. In particular, experimental sites were not randomly chosen from the
population of nonlimited-access roads but from a set of sites whose posted speed limits were to be changed. Thus, the methodology actually used in the study was quasi-experimental. This has two implications:

- Nonrandom selection of sites implies that the results emanating from a study of these sites cannot be generalized to a population of nonlimited-access roads. Inferences can only be drawn for the 172 mi (277 km) of experimental site roads included in the analysis.
- Since, for all experimental sites included in the study, speed limits were to be changed, the posted speed limit changes may have simply rationalized observed behavior.

The first point is explicitly recognized in the study, which states: “The findings may apply to similar sites where the speed limits are changed for similar reasons. Generalizations to other roadways are not appropriate” (Parker 1997, 5). There is an allusion to but relatively little discussion of the second point—the study recognizes that “speed limit changes at the study sites were not made for the purpose of experimentation” (Parker 1997, 6). Reasons cited in the study for changing speed limits included requests from the public, leaders, or enforcement personnel; consistency of speed limits with traffic conditions; high incidence of crashes; compliance with local ordinances; and changing traffic volume and land use patterns. According to the study, the researchers were not aware of any major differences in enforcement or public information campaigns between the pre- and postchange environments. However, there was no attempt to explicitly evaluate whether traffic enforcement at the experimental sites differed between the pre- and postchange periods. This is potentially important, since differences in enforcement affect drivers’ optimal speeds and, accordingly, speed distributions. Higher (lower) posted speed limits combined with greater (less) enforcement could produce little difference in observed speeds.

Further, if changes in the posted speed limit simply legalized existing behavior, the findings would be significantly biased toward accepting the null hypothesis that altered speed limits have no effect
on driver behavior, and little insight would be offered into the independent effect of changing posted speed limits on speed distributions or highway safety.

The study also notes that the modest changes in the speed distributions, on the order of 2 mph (3 km/h) or less, are statistically significant but not practically meaningful. An implication is that a statistically significant 2-mph increase in average speeds will have no effect on highway safety regardless of whether the road is posted at 20 or 40 mph (32 or 64 km/h), representing a 10 percent and 5 percent change, respectively, in average speed. The researchers do not comment on how large the distribution change must be to be “of practical significance.”

Ullman and Dudek (1987) examined the effect of lowering the speed limit from 55 to 45 mph (89 to 72 km/h) at six urban fringe highway sites in Texas where rapid urban development was occurring. On the basis of 1 year pre– and 1 year post–speed limit change data, the authors generally find little change in average speed, 85th percentile speed, the proportion of drivers traveling above 60 mph (97 km/h), acceleration, or skewness. However, there was no control for other confounding factors, including population changes, traffic congestion, and traffic enforcement, which weakens the authors’ conclusions that lowering speed limits below the 85th percentile speed had no “conclusive effect on absolute speeds, speed distributions, or speed-changing activities” (Ullman and Dudek 1987, 48).

In related studies, Casey and Lund (1987, 1992) analyzed the extent to which drivers who are exposed to and have adapted to higher-speed environments drive faster when entering lower-speed environments compared with drivers who have not been exposed to higher-speed environments. Holding all else constant, the null hypothesis is that driver speeds in low-speed environments will be no different whether or not these drivers were previously exposed to a higher-speed environment. Rejection of the null hypothesis is consistent with speed adaptation. In their 1987 paper, Casey and Lund tested three California field locations (representing six sites), reflecting rural and urban settings and alternative connecting road configurations and speed limits. Casey and Lund reached the following conclusions:
Drivers traveled more slowly on the connecting roads. However, drivers exiting an expressway generally traveled faster on the connecting road than those not exiting an expressway. At one site there was no difference between adapted and nonadapted speeds; at the other five sites, the difference ranged between 1.8 and 4.7 percent.

At two of the three field locales, close to 100 percent of the drivers were required to stop before entering the connecting road. This provides stronger evidence of speed adaptation behavior, since the observed speed behavior on the connecting road was not simply an uninterrupted continuation from the higher-speed road, a phenomenon often referred to as speed perpetuation.

In a 1992 study, the authors retested these sites to assess the effect of the 65-mph (105-km/h) speed limit that California implemented on a portion of its eligible roads. Although none of the sites included in the study were eligible for the higher speed limit, the authors found that average speed increased at two of the three freeway sites and three of the four connecting roads in the study. Speed adaptation continued to be observed but did not worsen in the post-65-mph environment.

The results reported in these studies are consistent with previous research [e.g., Matthews (1978)], although the extent of speed adaptation is less in Casey and Lund’s work, which may reflect better control of confounding factors. This suggests the need for similar studies in different areas and with different road configurations to determine whether Casey and Lund’s results are representative or, for some reason, unique to the location and set of roads studied. Further, a potentially important question that this study raises is the extent to which the speed adaptation effect continues. In the study, drivers are either “adapted” or “nonadapted,” reflecting the freeway exposure of the “adapted” drivers. If speed adaptation is a general phenomenon, will expressway drivers adapt to the lower speeds on the connecting road? If so, we might expect to initially see higher speeds for the adapted drivers on exiting the expressway but little difference in speeds between the adapted and nonadapted drivers after a time.
Limited-Access Roads

Table C-2 summarizes recent research on the effect of increased speed limits, and specifically the 65-mph (105-km/h) speed limit embodied in the STURA Act, on limited-access roads. Significant aspects of these studies are as follows:

- Regardless of research methodology, unit of observation, or time period, the 65-mph (105-km/h) speed limit generally led to an increase in average speeds on the rural Interstate systems. In various studies, the National Highway Traffic Safety Administration (NHTSA) and others consistently measured significant speed increases in the post-65-mph environment. For example, between the fourth quarter of 1986 and the fourth quarter of 1990, NHTSA (1992) estimated a 3.4-mph (5.5-km/h) increase in average speeds, from 60.6 mph (97.5 km/h) to 64 mph (103 km/h).
- Consistent with the increase in average speeds has been a general increase in speed dispersion, 85th percentile speed, and the proportion of drivers traveling over 65 mph (105 km/h).
- Virtually no study explicitly controlled for other confounding factors across either time or unit of observation, although some studies used 55-mph (89-km/h) environments to normalize for other factors.
- Although average speeds increased after states implemented 65-mph (105-km/h) speed limits on eligible parts of their Interstate systems, average speeds did not increase by the amount of the speed limit increase.
- There is mixed evidence on the effect that relaxed rural Interstate speed limits had on speed distributions in 55-mph (89-km/h) states or on 55-mph highways in 65-mph (105-km/h) states.

Similar to most studies in the highway safety literature, the studies cited in Table C-2 use a quasi-experimental design methodology, and none sufficiently controls for other factors that may influence speed distributions. Although one cannot conclude from the existing evidence that, all else constant, an increase in rural Interstate speed limits caused an increase in mean and 85th percentile speeds, the immediate and persistent increase in speeds identified in this work is
### Table C-2  U.S. Research on Speed Limits and Speeds—Limited-Access Roads

<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Speeds</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>NHTSA 1989a</td>
<td>Thirteen 65-mph&lt;sup&gt;b&lt;/sup&gt; states</td>
<td>Before/after analysis</td>
<td>Increased average speed in 65-mph&lt;sup&gt;b&lt;/sup&gt; states</td>
<td>Time series, based on averages across states</td>
</tr>
<tr>
<td></td>
<td>Eight 55-mph&lt;sup&gt;b&lt;/sup&gt; states</td>
<td>Regression trend analysis</td>
<td>Increased 85th percentile speed in 65-mph&lt;sup&gt;b&lt;/sup&gt; states</td>
<td>Limited sample</td>
</tr>
<tr>
<td></td>
<td>3rd qtr. 1982–1987</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Before/after analysis</td>
<td>Increased speeds by 0.25 mph&lt;sup&gt;b&lt;/sup&gt; per year</td>
<td>Update of 1989 study</td>
</tr>
<tr>
<td></td>
<td>Eighteen 65-mph&lt;sup&gt;b&lt;/sup&gt; states continuing to monitor speeds</td>
<td>Regression</td>
<td>Increased 85th percentile speed by 0.30 mph&lt;sup&gt;b&lt;/sup&gt; per year</td>
<td>No control found differences across states</td>
</tr>
<tr>
<td></td>
<td>4th qtr. 1985–1st qtr. 1990</td>
<td></td>
<td>Significant (but unreported) effect of speed limit on average speed and 85th percentile speed</td>
<td></td>
</tr>
<tr>
<td>NHTSA 1990</td>
<td>Eighteen 65-mph&lt;sup&gt;b&lt;/sup&gt; states monitoring speeds, two periods</td>
<td>Before/after analysis</td>
<td>Increased average speed from 60.6&lt;sup&gt;b&lt;/sup&gt; to 64 mph&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Update of 1990 study</td>
</tr>
<tr>
<td></td>
<td>4th qtr. 1986, 4th qtr. 1990</td>
<td>Regression</td>
<td>Increased 85th percentile speed from 66.6&lt;sup&gt;b&lt;/sup&gt; to 70.7 mph&lt;sup&gt;b&lt;/sup&gt;</td>
<td>No control found differences across states</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Increased speed dispersion by 0.7 mph&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

(continued on next page)
<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Speeds</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
</table>
| FHWA 1995           | State-monitored 55-mph\(^b\) roads 1993 | Reports 1993 statistics     | Average speed = 56.9 mph,\(^b\) range = (49.4, 59.6)\(^b\)  
85th percentile speed = 64.0,\(^b\) range = (56.4, 68.3)\(^b\)  
6.5 million citations, range = (2,081, 980,258) | No statistical analysis                                                                 |
| McKnight et al. 1989\(^a\) | Nine 65-mph\(^b\) states  
Seven 55-mph\(^b\) states  
Quarterly data, 1982–1988 | Quasi-experimental ARIMA models | 65-mph\(^b\) states, percent driving over 65 mph\(^b\)  
48.2% increase on rural Interstates  
9.1% increase on 55-mph\(^b\) roads  
55-mph\(^b\) states, percent driving over 65 mph\(^b\)  
18% increase on rural Interstates  
37% increase on other 55-mph\(^b\) roads | Aggregates over all 55-mph\(^b\) and 65-mph\(^b\) states  
Data could not answer why speeds in the 55-mph\(^b\) states increased  
No control for differences across states or systems |
<table>
<thead>
<tr>
<th>Study</th>
<th>Location</th>
<th>Design</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freedman and Esterlitz 1990</td>
<td>Rural Interstates (MD, NM, VA)</td>
<td>Quasi-experimental</td>
<td>Average and 85th percentile speed increase in 65-mph(^\text{b}) rural Interstate states (VA, NM) Little change in 55-mph(^\text{b}) rural Interstate state (MD) Little change on urban Interstate (NM) Similar increase in tractor-trailer speeds (MD, VA)</td>
</tr>
<tr>
<td></td>
<td>Urban Interstate (NM)</td>
<td></td>
<td>No data on estimated trends No statistical tests No control for differences across states or systems Differentiates speeds by vehicle type</td>
</tr>
<tr>
<td>Mace and Heckard 1991</td>
<td>51 rural Interstate speed study sites in AL, AZ, CA, FL, IL, OH, TN, TX</td>
<td>Before/after analysis</td>
<td>3.9-mph(^\text{b}) increase in rural Interstate speeds 4.3-mph(^\text{b}) increase in rural Interstate 85th percentile speed 0.65-mph(^\text{b}) increase in rural Interstate speed dispersion Little change in speeds from 1988 to 1989 Little local spillover effect observed and no evidence of spillover onto urban Interstates</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No control for confounding effects For spillover analysis, “toward/away” approach used for some states Small number of spillover sites Detailed analysis of Illinois data Dual speed limits inhibit car speeds</td>
</tr>
<tr>
<td>Freedman and Williams 1992</td>
<td>Northeastern states (CT, MD, MA, NJ, NY, PA, NH, OH, VT, VA, WV)</td>
<td>Quasi-experimental</td>
<td>Increased rural Interstate speeds in 65-mph(^\text{b}) states No effect on rural Interstate speeds in 55-mph(^\text{b}) states Lower truck speeds in dual limit states</td>
</tr>
<tr>
<td></td>
<td>Oct. 1989–Jan. 1990</td>
<td></td>
<td>Average car speed in 65-mph(^\text{b}) states less than in dual speed limit states No statistical tests No control for differences across states or systems Differentiates speeds by vehicle type</td>
</tr>
</tbody>
</table>

(continued on next page)
Table C-2 (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Speeds</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parker 1997</td>
<td>Experimental/comparison site data, 10 sites, 4 states (CA, MD, MI, VA)</td>
<td>Quasi-experimental</td>
<td>Increased average speed at experimental sites, range = (0.2, 2.3)(^b) Decrease in speed standard deviation at three of four experimental sites, range = (−0.9, 0.2)(^b) Changes in average speed and 85th percentile speed less than 0.5 mph(^b) at comparison sites</td>
<td>Nonrandom site selection Small sample size No control for differences across states or systems</td>
</tr>
</tbody>
</table>

\(^a\) The text covers this study in more detail.

\(^b\) Measurements given in miles per hour in this table are converted to kilometers per hour as follows:

<table>
<thead>
<tr>
<th>mph</th>
<th>km/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.1</td>
<td>-0.2</td>
</tr>
<tr>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>0.25</td>
<td>0.40</td>
</tr>
<tr>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
</tr>
<tr>
<td>0.65</td>
<td>1.05</td>
</tr>
<tr>
<td>0.7</td>
<td>1.1</td>
</tr>
</tbody>
</table>

\(\text{mph} \times \frac{1.609}{1} = \text{km/h}\)
certainly consistent with this hypothesis. The evidence strongly sug-
gests that drivers’ optimal speeds on rural Interstate systems in states
whose speed limits did rise lies above 55 mph (89 km/h) and for
some drivers may lie above 65 mph (105 km/h). This further implies
that an enforced 55-mph NMSL did constrain rural Interstate driv-
ers’ speed decisions.

On the other hand, the mixed evidence on speed distributions in
55-mph (89-km/h) environments, combined with a lack of control
for other confounding factors, precludes the drawing of any firm con-
clusions from these studies concerning the spillover effects of relaxed
rural Interstate speed limits.

As indicated in Table C-2, NHTSA produced a series of studies
on the speed distribution effects of the 65-mph (105-km/h) speed
limit. Relative to speeds expected from historical trends, average and
85th percentile speeds on rural Interstate systems that raised the
speed limits consistently rose. Average and 85th percentile rural
Interstate speeds in thirteen 65-mph states increased 1.9 and 1.3
mph (3.1 and 2.1 km/h), respectively, in 1987 over 1986 (NHTSA
1989a, 56–57). Average speeds in eight states that did not raise rural
Interstate speed limits also increased, but the increase was much less.
Rural Interstate average speeds in the 13 states, which had been
trending upwards by about 0.2 mph (0.3 km/h) per year, appeared to
have gotten a boost from the STURA Act in 1987.

But there are inconsistencies even in these data. Of the thirteen
65-mph (105-km/h) states in the study, average speeds increased in 8
(Arizona, Arkansas, California, Colorado, Illinois, Iowa, Nevada, and
Washington) but actually fell in 4 (Indiana, Mississippi, South
Dakota, and Tennessee) and did not change in 1 (Wisconsin)
between the first quarter of 1987 and the first quarter of 1988.
Eighty-fifth percentile speeds increased in nine but fell in four states
(Indiana, Mississippi, South Dakota, and Tennessee). A similar phe-
nomenon occurred in the eight 55-mph (89-km/h) states in the
study. Between the first quarter of 1987 and the first quarter of 1988,
average speeds rose in five states and fell in four (Connecticut, New
Jersey, New York, and Rhode Island). Eighty-fifth percentile speeds
fell in the same four states. On the basis of individual state data, the
apparently strong national evidence that relaxed rural Interstate
speed limits led to a uniform rise in speeds weakens. These findings emphasize the need to develop models that sufficiently control for confounding factors in order to accurately identify the isolated effect of the relaxed speed limits on speed distributions. They also imply that conclusions based on aggregates may be oversimplified and that aggregation masks the underlying mechanisms through which speed limit changes affect speed distributions.

The analysis by McKnight et al. (1989) of 55- and 65-mph (89- and 105-km/h) states gives limited speed distribution data, but the information provided is consistent with NHTSA’s research. There is no information on differences in average speeds or 85th percentile speeds between the 65-mph and 55-mph states. However, McKnight et al. provide information on the proportion of drivers traveling over 65 mph. On the basis of 16 states providing quarterly speed information between 1982 and 1989, McKnight et al. found that, between 1986 and 1988, the ratio of rural Interstate drivers to 55-mph road drivers traveling over 65 mph significantly increased in 65-mph states but fell in 55-mph states. This is not a surprising result for the 65-mph states, given the observed increase in average speeds in the 65-mph environments.

An intriguing finding of the study by McKnight et al. is that, in the post-65-mph (105-km/h) environment, the percentage of drivers exceeding 65 mph in 55-mph (89-km/h) states increased 18 percent on rural Interstate systems and 37 percent on other 55-mph highways. By comparison, in 65-mph states, there were 48 and 9 percent increases. The authors suggest that this may reflect a tainting or spillover effect but provide no evidence of this. Traffic diversion may explain the large difference in 65-mph states but does not explain the findings in the 55-mph environments. These findings again demonstrate the need to develop models that sufficiently control for relevant confounding factors in order to fully understand the mechanisms at work.

Summary

From the work cited, several conclusions can be drawn concerning the effect on speed distributions of increasing speed limits from 55 mph (89 km/h) to 65 mph (105 km/h).
On nonlimited-access roads, evidence suggests that changes in speed limits affect average speeds and speed dispersions, but the magnitude of these changes appears to be small, and possibly much smaller than the change in speed limit.

Drivers exhibit speed adaptation, but the difference between adapted and nonadapted speeds is less than 5 percent. The extent of speed adaptation appears not to worsen with increasing speed limits on limited-access high-speed roads.

On limited-access high-speed roads, work indicates that increased speed limits lead to higher average speeds [on the order of 4 mph (6 km/h) or less for a 10-mph (16-km/h) increase in the speed limit] and increased 85th percentile speeds (of a similar magnitude) with small increases in speed dispersion [by less than 1 mph (2 km/h)], but these findings are based on limited control for other confounding factors. The effects that increased speed limits on limited-access roads have on speed distributions of nonlimited-access roads are considerably more ambiguous.

Many of these studies comment on the importance of speed enforcement in determining the effects of speed limit changes on speed distributions, but there is little empirical evidence on the explicit role that enforcement plays.

SPEED DISTRIBUTION AND HIGHWAY SAFETY

Studies

The preceding section summarized a set of empirical studies examining the effect of changes in speed limits on speed distributions on nonlimited-access and limited-access roads. Particularly for relaxed rural Interstate speed limits passed in 1987, there is evidence, albeit not consistent, that relaxed speed limits on rural Interstate highways increased mean and 85th percentile speeds as well as speed dispersion on these roads. The effect that speed limits have on roads’ speed distributions, however, is primarily relevant because of its implications for highway safety. A critical question then is, What effect do speed distributions have on highway safety? Since speed distributions can be characterized by average speed, speed dispersion, 85th percentile
speed, and the proportion of traffic traveling above some speed, it is important to understand whether there is an identifiable relationship between a road’s speed distribution and highway safety.

Unfortunately, relatively little research has focused on the relationship between a road’s speed distribution and measures of the road’s safety. Recent work, identified in Table C-3, has typically centered on the highway safety effects of average speeds versus speed dispersion. In contrast, as will be seen in the next section, a significant amount of research exists on the effect of speed limits on highway safety. For much of this research, the hypothesis of interest is that an increase in speed limits leads to a deterioration in highway safety. The implication is that increases in speed limits induce drivers to travel faster, which leads to crashes involving more serious injuries and more fatalities. That is, “speed kills.”

Solomon (1964) initially investigated the relationship between crash involvement rate and speed dispersion, finding that the involvement rate is lowest very near average speeds. At speeds significantly lower or higher than average speed, involvement rates increase. According to Solomon’s findings, slower drivers can be just as dangerous as faster drivers. Cerrelli (1981) also found a U-shaped curve between crash rates and deviations from average speeds. In related work, Garber and Gadiraju (1988) found a U-shaped relationship between speed dispersion and the difference between a road’s design speed and the posted speed limit. Minimum speed dispersion tends to occur when the design speed is 5 to 10 mph (8 to 16 km/h) higher than the posted speed limit. The authors also estimated a positive but not U-shaped relationship between speed dispersion and the crash rate.

There are relatively few empirical studies that examine the direct relationship between speed distribution and highway safety after controlling for other relevant determinants. Lave (1985) explored the effects of average speed and speed dispersion on rural and urban fatality rates for Interstate systems, arterial roads, and collector roads. Each of the 6 models was estimated for 1981 and 1982, for a total of 12 models. Lave’s basic hypothesis is

\[
\text{Fatality rate} = f(\text{crash severity, crash involvement})
\]
### Table C-3 U.S. Research on Speed, Speed Dispersion, and Highway Safety

<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Speeds</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
</table>
| Lave 1985<sup>a</sup> | Statewide, by functional class 1981, 1982                                           | Regression analysis | After controlling for speed dispersion, average speed had little effect on fatality rates | Controlled for enforcement and hospital access  
Limited control for other factors |
| Garber and Gadiraju 1988<sup>a</sup> | Interstate, arterial, and major rural collector test sites in Virginia            | Regression analysis ANOVA | Crash rates increase with increasing speed dispersion on all roads  
Relationship between speed dispersion and (design speed – posted speed limit) is U shaped | Speed dispersion is lowest when difference is between 5 and 10 mph<sup>6</sup>  
Crash rate is not necessarily positively related to average speed |
| McCarthy 1988 | Countywide State of Indiana, 1987                                                   | Regression analysis | After controlling for speed dispersion, average speed had little effect on safety | Controls for a variety of socioeconomic factors  
Limited sample |

<sup>a</sup> (continued on next page)
<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Speeds</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levy and Asch 1989</td>
<td>Statewide data for 1985</td>
<td>Regression analysis</td>
<td>Average speed, speed dispersion, and their interaction have important effects on the fatality rate</td>
<td>Controls for a variety of socioeconomic factors</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Speed dispersion significantly increased Interstate fatality rates when average speed $\geq 63.8$ mph $^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Average speed significantly increased Interstate fatality rates when speed dispersion $\geq 8.2$ mph $^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Similar results for total fatality rates</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Significant speed effect results from weighted average speed measures (Lave 1989)</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Data Source</td>
<td>Methodology</td>
<td>Findings</td>
<td>Notes</td>
</tr>
<tr>
<td>------------------------------</td>
<td>----------------------------------</td>
<td>-------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Fowles and Loeb 1989</td>
<td>Statewide data for 1979</td>
<td>Regression analysis</td>
<td>Speed and speed dispersion consistently significant determinants of fatalities</td>
<td>Results robust to model specification. Controls for a variety of socioeconomic factors. Uses Interstate speeds to explain total statewide fatalities (Lave 1989).</td>
</tr>
</tbody>
</table>

*The text covers this study in more detail.

\(^{b^5}\text{5 mph } = \text{ 8 km/h; 10 mph } = \text{ 16 km/h; 8.2 mph } = \text{ 13.2 km/h; 63.8 mph } = \text{ 102.7 km/h.}
arguing that crash involvement depends on whether traffic is flowing smoothly (smoothness varies inversely with speed dispersion) and that crash severity depends on how fast traffic is moving—which is a positive function of average speed. Since smoother traffic flows imply lower speed dispersions, Lave posited that speed dispersion reflects a coordinating mechanism whereas average speed reflects a limiting mechanism on highway traffic. Lave’s empirical formulation of the above model is

\[
\text{Fatality rate} = f(\text{average speed, speed dispersion, other factors})
\]

In defining the fatality rate as the dependent variable, Lave controlled for exposure. He included two other variables in the empirical equation to control for other determining influences of highway fatality rates, enforcement and access to medical care. Average speed and speed dispersion (measured as the difference between 85th percentile speed and average speed) are the two variables of most interest, and both are expected to have a nonnegative coefficient.

From this research, Lave reached the following conclusions:

- After controlling for speed dispersion and other determining factors of the fatality rate, “there is no discernible effect of speed on the fatality rate” (Lave 1985, 1162). In all 12 equations, average speed is not statistically significant, and in 10 of 12 equations, the coefficient of average speed is negative.
- Speed law enforcement should focus on reducing speed dispersion to maintain a smoother traffic flow rather than on speed per se. Slow drivers as well as fast drivers are hazardous to public safety.

Lave did not use these findings to support higher posted speed limits because there is little information on the relationship between speed dispersion and average speed. For his data, there was “generally a negative correlation” between the two, but he took this only as suggestive of a negative relationship. Supporting Lave, Garber and Gadiraju (1988) also found an inverse relationship between average speed and speed dispersion, but their model fails to control for other confounding factors.
Lave’s general conclusion that average speed has little effect after controlling for speed dispersion is not fully supported by the estimation results. Of the 12 final regression equations reported, speed dispersion is consistently insignificant in half, corresponding to rural collectors, urban freeways, and urban Interstate roads. For these systems, the result is counterintuitive—neither speed dispersion nor average speed has any effect on the fatality rate. High correlation among explanatory variables will drive down \( t \)-statistics and could explain the insignificance in some of Lave’s equations. However, arguing against this is the nonuniform correlation between speed and variance (negative correlation in eight cases, nonnegative in four) as well as the generally low reported values of \( R^2 \) (ranging between .019 and .269 when neither speed measure is significant). In only two equations, those for rural Interstate highways in each year, do the included explanatory variables explain more than half of the variation in the fatality rate.

An alternative explanation for the poor performance of some models may be the omission of other factors that explain the fatality rate. Levy and Asch (1989) and Fowles and Loeb (1989) estimated regression models with a larger set of explanatory variables that captured additional influences including gender, age distribution of drivers, income, alcohol, and population. Enforcement, however, was absent in both studies. Both of these studies focused on the role of average speed in highway safety. Snyder (1989), on the other hand, estimated a fixed effects model (to account for the absence of controlling factors) that differed from the others in explicitly considering whether the effect of speed dispersion was symmetric for slower and faster drivers. Among the findings from these studies are the following:

- After controlling for other influences on safety, average speed and speed dispersion are both important determinants of highway safety.
- Levy and Asch (1989) found that the interaction between average speed and speed dispersion has a positive effect on fatality rates. Speed dispersion significantly increases the fatality rate when average speed reaches 63.8 mph (102.7 km/h), considerably higher than the sample average speed of 55.2 mph (88.8 km/h).
• Speed dispersion has an asymmetric effect. Snyder (1989) found that the effect of speed dispersion for the slower drivers (measured as median speed minus 15th percentile speed) had no effect on fatalities, whereas speed dispersion for faster drivers (measured as 85th percentile speed minus median speed) had a positive and significant effect on fatalities.

These results are both consistent and inconsistent with those of Lave. In that speed dispersion is found to be an important influence on highway safety, these studies support Lave’s findings. However, in contrast to Lave, each study concludes that average speed is separately important. Further, Snyder’s results call into question Lave’s conclusion that speed dispersion is symmetric for slow- as well as fast-moving traffic. In a response, Lave (1989) argued that the contradictory findings in each of these analyses could be attributed to aggregation problems in that either the fatality measures or speed measures were inappropriately aggregated across road types. He reported the empirical results of alternative specifications of the authors’ models that demonstrated the implications of alternative aggregation schemes and produced results generally consistent with his 1985 study.

All of these studies produce strong evidence that speed dispersion is an important influence on highway safety. Although the outcome of a crash is more severe the higher the speed, all else being constant, there is greater uncertainty as to the effects of average speed on crash probability. As noted by Lave, there is a need to obtain improved data on a road’s speed characteristics as well as associated data that control for other determining factors of highway safety. This would reduce potential aggregation problems and enable researchers to better isolate the effects of average speed and speed dispersion on highway safety.

Additional work is needed on the appropriate level of aggregation. In some cases, aggregation may be more beneficial than harmful. Does the speed distribution on a collector road affect speed distributions on Interstate highways? Probably not. However, much of the current debate on rural Interstate speed limits concerns speed adaptation, whereby drivers adapted to higher speeds on roads posted
with high speed limits will also drive at higher speeds on roads posted with lower speed limits. In other words, the speed distribution on higher-speed rural Interstate roads will affect speed distributions on other road systems with lower posted speed limits. Empirically, this implies that rural Interstate speed measures may be appropriate variables in models that analyze total fatality rates. And the finding that rural Interstate speeds affect the total fatality measures, rather than reflecting spurious correlation, may be capturing relationships between driving activities on road networks.

Summary

Among the implications from this discussion are the following:

• There is a positive relationship between crash severity and speed dispersion, particularly for rural Interstate roads. Also, evidence suggests that minimum speed dispersion occurs when the difference between a road’s design speed and the posted limit lies between 5 and 10 mph (8 and 16 km/h).

• There is some evidence for the notion that the marginal effect of average speed (speed dispersion) on highway safety depends on the level of speed dispersion (average speed).

• The safety effect of speed dispersion appears to be most important for the fastest rather than the slowest drivers, thus suggesting the need for maximum speed limits. Minimum speed limits could also reduce speed dispersion, but more research is needed to evaluate the effects of minimum speed limits on speed distribution and highway safety.

• More detailed and informative data should be collected to better understand the relationship between average speed, speed dispersion, and highway safety. Speed distribution measures that characterize the environment of the safety outcome (e.g., late night crashes on arterial roads) would be ideal. Existing measures, however, are typically highly aggregated proxies, and the extent to which these proxies bias the results and lead to inappropriate inferences is not known.

• There is a need for research on the aggregation issue and specifically what level of aggregation is appropriate for accurately charac-
terizing the relationship between speed distribution and highway safety.

- Literature on average speed and speed dispersion focuses primarily on fatality measures. With the exception of McCarthy (1988), who found that speed dispersion is a significant determinant of total and injury as well as fatality measures, current literature is silent on the effect of speed distribution on the spectrum of crashes.

RELAXED RURAL INTERSTATE SPEED LIMITS AND HIGHWAY SAFETY

Preceding sections have reviewed the empirical literature on the effects of posted speed limits on speed distributions and work on how changes in speed distributions affect highway safety. As shown in Figure C-1, the extent to which changes in posted speed limits affect highway safety depends on their effects on drivers’ optimal speeds and, therefore, on the distribution of speeds. The two preceding sections have identified a body of research that addresses these questions, but the literature on these issues is not extensive. In contrast, a large body of work on the relationship between posted speed limits and highway safety exists. Much of the difference reflects the availability of data. Speed distribution information is not widely available and, when available, may not be appropriate to the study’s objectives.

Highway safety data and information on changes in speed limits, particularly those initiated or facilitated at the federal level that are likely to have a broad influence on highway safety, are readily available and amenable to time series, cross section, panel data, or simply before-and-after analyses. For the 55-mph (89-km/h) NMSL and the relaxed 65-mph (105-km/h) speed limit on rural Interstate roads embodied in the EHEC and STURA Acts, respectively, the availability of data has had the positive effect of generating many studies on the relationship between changes in speed limits and highway safety. However, empirically establishing a relationship (or the absence of one) presents a difficult task. In addition to the hypothesized effects of changes in posted speed limits on speed distributions and, therefore, highway safety, account must be taken of a multitude
of confounding factors, identified in Figure C-1, that influence highway safety.

Recent literature analyzing the highway safety effects of an increase to 65 mph (105 km/h) in the posted speed limit on rural Interstate highways that Congress permitted in the STURA Act is reviewed in this section. The review is divided into two subsections depending on whether the study is national in scope or concentrates on a single state. Further, to more reliably evaluate the effects of relaxed rural Interstate speed limits, the review concentrates, with some exceptions, on studies based on a postenactment environment of at least 2 years.

Rural Interstate Speed Limits of 65 mph (105 km/h) and Highway Safety—National Perspective

Table C-4 identifies 14 studies analyzing the overall effects of relaxed rural Interstate (RI) speed limits on highway safety. Immediately after passage of the STURA Act in 1987, 38 states raised speed limits on some portion of, if not all, eligible RI mileage, and 2 other states increased their limits in 1988. Among the salient points in Table C-4 are the following:

- Compared with 55-mph (89-km/h) states, most studies concluded that highway safety on RI highways deteriorated with the higher speed limits.
- Most of the studies fail to adequately control for other factors that determine RI fatalities and fatality rates.
- The primary focus of many studies is the direct effect of the speed limit law to the exclusion of the law’s systemwide effect.
- There is relatively little attention given to nonfatal crashes, nonfatality measures, or the distribution effect of the speed limit on crash and injury severity.
- The bulk of the studies occurred in the late 1980s and early 1990s, with relatively few studies in the past 2 to 3 years.

Since passage of the law, NHTSA has completed a number of studies on the law’s effects. In the appendices of its first assessment
### Table C-4  Research on 65-mph State Speed Limit and Highway Safety—U.S. National Perspective

<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Study</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>NHTSA 1989&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Thirty-eight 65-mph states&lt;br&gt; Ten 55-mph states&lt;br&gt; Annual data: 1975–1987</td>
<td>Before/after Regression analysis with comparison series</td>
<td>65-mph&lt;sup&gt;a&lt;/sup&gt; states 19% increase in RI fatalities, 1986–1987&lt;br&gt; 7% decrease in UI fatalities, 1986–1987</td>
<td>Inconclusive results on selective speed limit increases and dual speed limits&lt;br&gt; Limited control for confounding factors&lt;br&gt; Small numbers problem for some state analysis&lt;br&gt; 55-mph&lt;sup&gt;a&lt;/sup&gt; states—East Coast&lt;br&gt; Limited evidence of increases in nonfatal injuries</td>
</tr>
<tr>
<td>Source</td>
<td>Sample/Time Period</td>
<td>Methodology</td>
<td>Findings</td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td></td>
</tr>
</tbody>
</table>
| NHTSA 1992         | Thirty-eight 65-mph\(^a\) states                            | Before/after analysis, Regression analysis with comparison series           | 65-mph\(^a\) states  
55-mph\(^a\) states  
17\% increase in RI fatalities, 1989–1990; 3\% increase, 1986–1990  |
|                    | Ten 55-mph\(^a\) states                                      |                                                                             |                                                                          |
|                    | Annual data: 1975–1990                                       |                                                                             |                                                                          |
|                    |                                                              |                                                                             | Updates 1990 study                                                      |
|                    |                                                              |                                                                             | Limited control for confounding factors                                  |
|                    |                                                              |                                                                             | Variability across states                                               |
| FHWA 1995          | All states, 1993                                            | Reports 1993 statistics                                                     | 65-mph\(^a\) states  
2.4\% increase in RI fatalities, 1992–1993  
55-mph\(^a\) states  
4.5\% decrease in RI fatalities, 1992–1993  |
|                    |                                                              |                                                                             | No analysis                                                             |
| Garber and Graham  | Forty 65-mph\(^a\) states                                   | Regression analysis                                                         | Estimated median effect of law on RI fatalities—15\% increase          |
| 1989\(^b\)         | Monthly data: Jan. 1976–Nov. 1988                            |                                                                             | Estimated median effect of law on non-RI fatalities—5\% increase       |
|                    |                                                              |                                                                             | Controlled for seasonal effects, safety belt law, economy, and exposure (i.e., trend term)  |
|                    |                                                              |                                                                             | Large differences across individual states                              |
|                    |                                                              |                                                                             | Only considered fatalities                                              |

\(^{a}\)55 mph stands for 55 miles per hour  
\(^{b}\)Garber and Graham's data was used for a before/after analysis.
### Table C-4 (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Study</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>McKnight et al. 1989&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Twenty 65-mph&lt;sup&gt;a&lt;/sup&gt; states Eight 55-mph&lt;sup&gt;a&lt;/sup&gt; states Six dual limit states Six experimental states Monthly data: Jan. 1982–July 1989</td>
<td>Before/after analysis Quasi-experimental ARIMA models</td>
<td>65-mph&lt;sup&gt;a&lt;/sup&gt; states 21.8% increase in RI fatal crashes 1.2% increase in fatal crashes on other 55-mph&lt;sup&gt;a&lt;/sup&gt; roads 55-mph&lt;sup&gt;a&lt;/sup&gt; states 10.4% increase in RI fatal crashes 12.7% increase in fatal crashes on other 55-mph&lt;sup&gt;a&lt;/sup&gt; roads Limited positive effect on injury crashes</td>
<td>Aggregate model over states Identified nonuniform changes over states Before/after analysis identified regional differences Safety belt laws and traffic density not important in explaining law’s effects Abrupt intervention Dual limit and experimental states, significant fatality increase on RI and other 55-mph&lt;sup&gt;a&lt;/sup&gt; roads</td>
</tr>
<tr>
<td>Baum et al. 1989</td>
<td>Thirty-eight 65-mph&lt;sup&gt;a&lt;/sup&gt; states Eight 55-mph&lt;sup&gt;a&lt;/sup&gt; states Annual data: 1982–1987</td>
<td>Before/after odds ratio 1982–1986 versus 1987</td>
<td>65-mph&lt;sup&gt;a&lt;/sup&gt; states 15% increase in RI fatalities relative to other rural roads (odds ratio = 1.15) 55-mph&lt;sup&gt;a&lt;/sup&gt; states No effect on RI odds ratio (odds ratio = .94) (4% increase in all RI fatalities; 12% increase in fatalities on other rural roads)</td>
<td>Odds ratio assumes independent series Similar results for uniform versus dual speed limit laws, safety belt/no safety belt law, daytime/nighttime crashes, and single/multiple vehicle crashes Odds ratio increased in 24 of 38 states Analyzed fatalities only</td>
</tr>
<tr>
<td>Study</td>
<td>Methodology</td>
<td>Findings</td>
<td>Notes</td>
<td></td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Mace and Heckard 1991</td>
<td>Twenty-eight rural Interstate speed study sites in IL, OH, TX. Annual data: 1986, 1988</td>
<td>General increase in total and injury crashes. Insufficient data on fatal crashes.</td>
<td>No control for confounding effects.</td>
<td></td>
</tr>
<tr>
<td>Chang et al. 1991&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Thirty-two 65-mph&lt;sup&gt;a&lt;/sup&gt; states, Six 55-mph&lt;sup&gt;a&lt;/sup&gt; states. Monthly data Jan. 1975–Dec. 1989</td>
<td>Before/after analysis ARIMA models, No effect of the speed limit on Interstate fatalities for larger states, Increase in Interstate fatalities, with some decaying effects, for smaller states, An initial increase with decaying effects occurred in the 55-mph&lt;sup&gt;a&lt;/sup&gt; states.</td>
<td>Aggregate model over states. Investigated alternative intervention functional forms. Significant change in fatalities compounded by change in unknown exogenous factors.</td>
<td></td>
</tr>
</tbody>
</table>
Table C-4 (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Study</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lave 1992</td>
<td>Thirty-eight 65-mph states</td>
<td>Before/after analysis</td>
<td>Systemwide, the law decreased fatalities</td>
<td>Comment on Godwin's (1992) literature review</td>
</tr>
<tr>
<td>(published with Godwin 1992)</td>
<td>Eight 55-mph states</td>
<td></td>
<td></td>
<td>Decrease due to traffic diversion and more efficient allocation of policing resources</td>
</tr>
<tr>
<td></td>
<td>Annual data: 1986, 1988</td>
<td></td>
<td></td>
<td>Other than VMT, no control for confounding factors</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>How comparable is the comparison group?</td>
</tr>
<tr>
<td>Godwin 1992$^b$</td>
<td>Thirty-eight 65-mph states</td>
<td>Before/after analysis</td>
<td>Decreased fatalities systemwide implies unreasonably high VMT shift from non-RI to RI roads</td>
<td>Comment on Lave's (1992) finding</td>
</tr>
<tr>
<td></td>
<td>Eight 55-mph states</td>
<td></td>
<td></td>
<td>Other than VMT, no control for confounding factors</td>
</tr>
<tr>
<td></td>
<td>Annual data: 1986, 1988</td>
<td></td>
<td></td>
<td>How comparable is the comparison group?</td>
</tr>
<tr>
<td>Study</td>
<td>Study Design</td>
<td>Methodology</td>
<td>Findings</td>
<td>Notes</td>
</tr>
<tr>
<td>-----------------------</td>
<td>--------------</td>
<td>-------------</td>
<td>---------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>McCoy et al. 1993</td>
<td>19 pairs of state highway urban speed zones 1985–1988</td>
<td>Quasi-experimental Poisson regression</td>
<td>Speed zones with “reasonable” posted speed limits have lower crash rates than zones with lower “unreasonable” limits</td>
<td>Focused on urban areas Reasonable and unreasonable speeds based on zone’s prevailing speed and test run speed Comparison of reasonable and unreasonable zones with same proposed speeds Regression controlled for AADT, length, and number of businesses</td>
</tr>
</tbody>
</table>

Note: AADT = average annual daily traffic; RI = rural Interstate; UI = urban Interstate; VMT = vehicle miles traveled.

a55 mph = 89 km/h; 65 mph = 105 km/h.

bThe text covers this study in more detail.
of the law, NHTSA (1989a) discusses the analytical methodology used in the first and subsequent updates to the 1989 study (NHTSA 1989b; NHTSA 1990; NHTSA 1992). In a before-and-after comparison, NHTSA (1989a) found that RI fatalities in 65-mph (105-km/h) states were 18 percent higher between 1986 and 1987, which compared with a 7 percent increase in 55-mph (89-km/h) states. Similarly, in its 1992 study, 65-mph states experienced a 27 percent increase in fatalities between 1986 and 1990 compared with a much smaller 3 percent increase in the 55-mph states. However, between 1989 and 1990, RI fatalities in 65-mph states decreased 4 percent compared with a 17 percent increase in 55-mph states.

By not adequately controlling for other influences on highway safety, before-and-after comparisons can produce a distorted picture of the law’s effects. To control for the effects of confounding factors, NHTSA relates changes in RI fatalities to changes in a companion series. An ideal companion series would have the following attributes: (a) the companion series is conceptually related to the RI series, (b) it is statistically related to the RI series over time, and (c) it is not contaminated by the intervention in the RI fatality series. According to the study (p. II-7),

the basic assumption is that the rural Interstate series and the companion series move well enough together historically that a deviation in the historical pattern can be interpreted as the result of a higher speed limit in 1987. This assumption is justified as long as no other changes affected the relationship between the two series. This assumption is not a statistical concern but one requiring knowledge about the highway safety environment. [Emphasis added.]

NHTSA experimented with various companion series and found that “fatalities on other roads” worked best. An ideal companion series enables the analyst to control for other confounding factors that influence both series. However, underlying this methodology are two important assumptions. First, no other changes occurred that affected one series but not the other. If this does not hold, the model does not sufficiently account for the influence of other confounding
factors. Second, there are no spillover effects. As Attribute \( c \) indicates, the ideal companion series is not contaminated by the intervention, an assumption that is unlikely to be satisfied. There is sufficient evidence in the literature [e.g., Garber and Graham (1989)] to seriously question the assumption of no spillover effects. The fact that the implications of these assumptions are only discussed in the appendix is unfortunate, since readers will likely place greater importance on the reported 18 percent increase in fatalities between 1986 and 1987 than may be justified by the analysis.

NHTSA (1989a) also explores the effects of the speed limit by state and finds that most states, although not all, experienced an increase in fatalities. The change in the ratio of RI fatalities to all other fatalities between 1986 and 1987 ranged from a low of \( .053 \) for Montana to a high of \( .1483 \) for Wyoming. Of the 21 states included in this analysis, 9 states had ratios less than \( .01 \). Whether these changes are statistically different from 0 is not reported.

Subsequent studies by NHTSA (1989b; 1990; 1992) used similar methodologies and newly available data to update the estimates reported in the 1989 study. One difference in the 1992 study is the explicit control for vehicles miles traveled (VMT). According to NHTSA, the 20 percent increase in RI VMT between 1986 and 1990 accounted for one-third of the increase in fatalities on these roads, once again signifying the importance of appropriately controlling for other factors.

Baum et al. (1989; 1990; 1991) used a before-and-after analysis based on odds ratios to assess the effect of higher RI speed limits on highway safety. The studies defined two groups —38 (or 40, depending on the study) 65-mph (105-km/h) states that raised the speed limit in the post-STURA environment and eight 55-mph (89-km/h) states—and two time periods, 1982 through 1986 versus the year of study (1987, 1988, or 1989). Similar to NHTSA’s regression strategy, the odds ratio identifies a companion series and statistically investigates whether the change in the odds ratio of RI to other rural fatalities was significantly different between 65-mph and 55-mph states. Overall, Baum et al. (1989) found that relaxed speed limits significantly increased the odds of an RI fatality in 65-mph states, whereas in the 55-mph states, no significant effect was found. In 65-mph
states, fatalities increased 19 and 4 percent on RI and other rural roads, respectively, yielding a net 15 percent increase in fatalities, a result similar to the 18 percent initially estimated by NHTSA (1989a). Similar results were found for comparisons of 55-mph states with and without dual speed limits, states with and without safety belt laws, and daytime versus nighttime crashes. However, in a state-by-state analysis, the study observed that 24 of the 38 states had an odds ratio greater than 1. This implies a decline in the odds ratio in 14 of the 38 states, suggesting that safety improved in those locales. This reflects, at least in part, the lack of control for other factors that influence highway safety.

In contrast to the 1989 study, Baum et al. (1991) controlled for changes in VMT and vehicle occupancy. With no adjustment, the study found that, relative to 1982–1986, the odds of an RI fatality in 65-mph (105-km/h) states in 1989 increased 29 percent. After adjustment for changes in VMT and vehicle occupancy, the percentage increase was 19 percent. The qualitative importance of this finding is twofold. First, the 1991 study again stresses the importance of controlling for other determining factors and implies that, by not controlling for them, the initial estimates of the law’s general effect were biased upward. Second, it raises the question, How would these estimated effects change if the study included controls for changes in other known influences on highway safety such as alcohol consumption and traffic enforcement?

In a widely cited paper, Garber and Graham (1989) estimated separate regression models based on monthly data for the 40 states that raised RI speed limits. In the study, the authors explicitly controlled for a subset of determining factors for which monthly data were available, including economic performance, seasonal effects, weekend travel, and safety belt laws. The models also included a time trend to capture the influence of VMT. Consistent with NHTSA's estimates and those of Baum et al. (1991), Garber and Graham estimated that the median effect of the higher speed limit law was a 15 percent increase in fatalities on RI highways. The median effect on rural non-Interstate roads was a 5 percent increase in fatalities. From their work, the authors reached the following conclusions:
The 65-mph (105-km/h) speed limit did not have uniform effects across the 40 states. All else being constant, fatalities increased in 28 of the 40 states and either decreased or were unchanged in 12 states.

- The higher speed limit generally increased rural non-Interstate fatalities, implying that the spillover effects from the law dominated the law’s traffic diversion effects.

- There is a need for additional research on identifying factors that explain cross-state heterogeneity, which implies the need to collect more detailed state-level data and to develop more reliable models of highway safety.

Although they controlled for a subset of determining factors, the authors expressed concern about the extent to which the variables included sufficiently control for other determinants of highway fatalities.

Garber and Graham’s finding of positive and negative effects of the speed limit on statewide fatalities is consistent with the notion that existing studies have not sufficiently identified or controlled for the influence of other factors on state fatalities. If a model adequately accounted for these differences, the speed limit law could be expected to have the same effect on highway safety in different states. Whether it is possible to control for the various effects is an empirical issue, but future research should move in this direction.

McKnight et al. (1989) and Chang et al. (1991) estimated ARIMA intervention time series models to assess the effect of the 65-mph (105-km/h) speed limit. McKnight et al. (1989) aggregated over twenty 65-mph states from January 1982 through July 1989. They eliminated observations prior to 1982 due to “major shifts in crash trends occurring in the years prior to 1982” (McKnight et al. 1989, 10), although there was no discussion of the nature of these shifts or why they could not be included in the empirical models. As indicated in Table C-4, McKnight et al. estimated a significant increase in RI fatal crashes in 65-mph states but no effect on non-rural Interstate roads in these states, a finding that suggests the possibility of traffic diversion toward 65-mph RI highways in the 65-mph states. Dual limit states and experimental states exhibited similar effects. Further, as confounding factors, neither safety belt use
nor traffic density affected the results. In 55-mph (89-km/h) states, on the other hand, there was an inexplicably significant increase in both RI and nonrural Interstate fatal crashes.

These findings, and particularly the significant fatal crash increase in 55-mph (89-km/h) states, raise more questions than they answer. How would the results change if a longer time series were used? What role does aggregation of 65-mph (105-km/h) and 55-mph states, respectively, have on the results? Would the results change if factors in addition to safety belt use and traffic density were accounted for in the analysis? Are the results for the 55-mph states the result of spillover effects and speed adaptation or do they reflect uncontrolled-for heterogeneity?

In a related analysis, Chang et al. (1991) used ARIMA time series intervention methodology that included a longer monthly time series, January 1975 to December 1989, to estimate fatality models for 32 states with a 65-mph (105-km/h) limit and 6 states with a 55-mph (89-km/h) limit. In contrast to McKnight et al.’s abrupt permanent intervention, Chang et al. tested alternative formulations of the intervention, including abrupt permanent, abrupt temporary, an increasing effect up to a permanent level, and so forth. Further, the authors tested the sensitivity of the interventions to alternative starting and ending periods (if appropriate). Overall, the authors concluded that the 65-mph speed limit had a statistically significant effect on fatalities, but after a year’s “learning period” the effect decayed over time. In separate analyses based on state clusters, similar effects were present in smaller states; large states, on the other hand, were “virtually insensitive to the speed limit change” (Chang et al. 1991, 68).

On the basis of their sensitivity analyses, which identified significant effects on fatalities prior to implementation of the speed limit, Chang et al. (p. 68) concluded that “the level of impacts exhibited in the ‘after’ fatality records . . . represented the compounded effects of the increased speed limit and some other exogenous factors . . . Those unknown factors have consistently caused an increase in fatality numbers since 1986. . . .” (emphasis added).

In contrast, one could argue that driver anticipation of higher speeds, rather than changes in exogenous factors, generated the fatal-
ity increases in the months preceding the 65-mph (105-km/h) limits. The proximity between 1986 and the speed limit law in 1987 raises the question of what other exogenous factors could have resulted in the observed increase in fatalities. Without further and more explicit information concerning the “unknown” exogenous factors and an explanation of the mechanism through which changes in these factors generated the increase in fatalities, the evidence does not support the authors’ conclusions that the exogenous factors have consistently increased fatalities since 1986. This again underscores the need to appropriately account for determinants of highway safety not related to speed limits. Also, Chang et al.’s analysis finds that speed limit effects are not uniform across relatively homogeneous groups of 65-mph states, which, similar to other studies, raises important issues of the appropriate level of aggregation and heterogeneity.

RI Speed Limits of 65 mph (105 km/h) and Highway Safety—Statewide Perspective

Table C-5 summarizes a number of state-specific studies on the effects of the 65-mph (105-km/h) speed limit, most but not all of which are for the more populous states. Similar to the national studies, the state-specific analyses use a variety of methodological approaches, but the state-specific studies are typically more general in that many examine the effects of the speed limit on fatal as well as nonfatal measures of highway safety. Some relevant points from Table C-5 are the following:

- With the exception of a study of Illinois by Pfefer et al. (1991), the speed limit significantly increased RI fatality measures. Fatal crashes on 65-mph (105-km/h) roads increased by as much as 45 percent.
- Fatal crashes on 65-mph (105-km/h) roads increased by 45 percent in Iowa (Ledolter and Chan 1994), and fatalities increased by as much as 40 percent in Illinois (Rock 1995).
- On 55-mph (89-km/h) roads, effects of the speed limit law were mixed. Streff and Schultz (1990) found no effect on 55-mph roads in
**Table C-5  U.S. Research on Speed Limits and Highway Safety—State-Specific Studies**

<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Study</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
</table>
40% increase in serious injuries on 65-mph\(^a\) roads  
38% increase in fatalities on 55-mph\(^a\) roads | Controls for various confounding effects but some are significant with perverse signs  
Models variable levels only  
Large confidence intervals  
Fatality equation: \(R^2 = .03\)  
Limited postenactment sample |
39% increase in serious injuries  
No effect on 55-mph\(^a\) roads or other roads | Extends Wagenaar et al. (1989) study  
No effect on number of vehicles involved, implying that main effect is on severity  
Wide confidence intervals, often including 0  
Why include insignificant covariates?  
Small number problem? |
<table>
<thead>
<tr>
<th>Study</th>
<th>Location</th>
<th>Time Period</th>
<th>Method</th>
<th>Findings</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pant et al.</td>
<td>Ohio</td>
<td>July 1984–June 1987 versus Aug. 1987–July 1990</td>
<td>Quasi-experimental Before/after analysis Poisson analysis</td>
<td>Increase in injuries and PDO crashes on 65-mph(^a) roads &lt;br&gt; Increase in fatal, decrease in injury and PDO crashes on 55-mph(^a) RI roads &lt;br&gt; Decrease in injury and PDO crashes on non-RI 55-mph(^a) roads</td>
<td>Interesting findings but no attempt to explain Levels only Little control for confounding factors</td>
</tr>
<tr>
<td>Pfefer et al.</td>
<td>Illinois</td>
<td>Jan. 1983–July 1988 Monthly</td>
<td>ARIMA intervention analysis</td>
<td>No significant effect on passenger car crash rate &lt;br&gt; Decrease in fatal-injury car-truck crash rate</td>
<td>Only considered rural Interstate crashes How sensitive are results to intervention month?</td>
</tr>
<tr>
<td>McCarthy</td>
<td>Indiana</td>
<td>Countywide data 1981–1989</td>
<td>Regression analysis</td>
<td>Increase in total, fatal/injury, and PDO alcohol-related crashes &lt;br&gt; Redistribution of alcohol-related crashes from higher-speed to lower-speed environments</td>
<td>Fixed effects model Controlled for exposure, age distribution, population, economy, alcohol availability, and enforcement Similar effects for most categories of alcohol-related crashes (e.g., daytime, single-vehicle, non-truck-involved)</td>
</tr>
</tbody>
</table>

(continued on next page)
<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Study</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Khorashadi 1994</td>
<td>California RI 65-mph(^a) roads, 1,155 mi(^a) RI 55-mph(^a) roads, 343 mi(^a) RNI 65-mph(^a) roads, 132 mi(^a) 1982–1986 versus 1988–1992</td>
<td>Before/after analysis ANOVA</td>
<td>Increase in fatal crashes on 65-mph(^a) roads, RI and RNI Increase in total, fatal, injury, and fatal and injury crashes on 65-mph(^a) roads relative to 55-mph(^a) roads</td>
<td>Fixed versus random effects ANOVA Examined various crash causes but no control for VMT or other confounding effects</td>
</tr>
<tr>
<td>Source</td>
<td>Region</td>
<td>Methodology</td>
<td>Findings</td>
<td>Implications</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-----------------</td>
<td>---------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Ledolter and Chan 1994</td>
<td>Iowa Quarterly, 1981–1991</td>
<td>Regression time series, Seemingly unrelated regression</td>
<td>Systemwide: 18% increase in fatal crashes, 2.4% increase in major injury crashes. Rural roads: 45% increase in RI fatal crashes, 17% increase in rural primary road fatal crashes, 12% increase in rural secondary road fatal crashes.</td>
<td>Implications for law's effect on severity not discussed. No control for confounding factors. Possible small number problem for road type analysis.</td>
</tr>
<tr>
<td>McCarthy 1994b</td>
<td>California Jan. 1981–Dec. 1989 Monthly</td>
<td>Regression analysis</td>
<td>Systemwide: No effect on total, fatal, injury, PDO crashes. Road type: Law had no effect on injury or fatal crashes on Interstate roads, U.S. highways, state highways, or county roads.</td>
<td>Garber and Graham (1989) type specification. Results not completely consistent with panel data analysis (by county by year) over the same period. McCarthy (1994a) found redistribution away from counties with and toward counties without Interstate roads.</td>
</tr>
</tbody>
</table>

(continued on next page)
<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Study</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rock 1995</td>
<td>Illinois</td>
<td>ARIMA intervention analysis</td>
<td>40% increase in RI fatalities, 65-mph&lt;sup&gt;a&lt;/sup&gt; roads</td>
<td>Modeled levels Abrupt permanent intervention</td>
</tr>
<tr>
<td></td>
<td>May 1982–April 1991</td>
<td></td>
<td>25% increase in RI fatalities, 55-mph&lt;sup&gt;a&lt;/sup&gt; roads</td>
<td>Considered only rural highways</td>
</tr>
</tbody>
</table>

Note: PDO = property damage only; RI = rural Interstate; RNI = rural non-Interstate; VMT = vehicle miles traveled.

<sup>a</sup>55 mph = 89 km/h; 65 mph = 105 km/h; 132 mi = 212 km; 343 mi = 552 km; 1,155 mi = 1859 km.
Michigan, and Pant et al. (1991) obtained mixed results, increased fatal crashes but decreased injury and property damage crashes.

- Most studies did not control for confounding factors.
- Wagenaar et al. (1989) and Streff and Schultz (1990) estimated time series ARIMAX models (ARIMA models that include explanatory variables), but the confidence intervals were often wide and the coefficients of other determinants often carried perverse signs.
- Only one study, McCarthy (1993), investigated the effect of the law on a subset of crashes, those that were alcohol related. He found no systemwide effect but significant redistribution of crashes away from higher-speed environments and toward lower-speed environments.
- In a time series study of California, McCarthy (1994b) found that the law had a statistically insignificant effect on fatal and nonfatal injury crashes on Interstate roads, U.S. highways, state highways, and county roads.
- For the smaller states that experience few fatal crashes and fatalities, a small number of crashes involving many fatalities could significantly affect observed percentage changes. Also, with a small number of incidents, classical regression models [e.g., Garber and Graham (1989)] are inferior to other modeling procedures. Poisson regression, for example, explicitly accounts for the fact that the dependent variable represents count data, which are likely to include a large number of zeroes. Since fatal crash or fatality data are often more consistent with Poisson rather than classical regression models, Poisson regression is a more appropriate framework for analysis.

**Local Versus Systemwide Effects**

An interesting twist in this literature occurred in 1992 when Lave, in a response published with a survey paper by Godwin (1992) on the effects of the 65-mph (105-km/h) speed limit, commented that the new law could have actually saved lives. Using data from an NHTSA (1989b) study, Godwin presented information that, between 1986 and 1988, RI and non-Interstate fatalities increased 35 and 0 percent, respectively, in 65-mph states; in 55-mph (89-km/h) states, the respective increases were 9 and 2 percent. These data are consistent
with much of the literature (as indicated in Table C-4) that 65-mph states experienced a disproportionate increase in RI fatalities. Lave's twist had two points, one theoretical and one empirical. The theoretical point was that the 65-mph law, by reducing the relative generalized cost of driving on RI highways, would alter drivers' route choices away from the less safe non-Interstate roads to the safer RI highways. That is, traffic would be diverted to the RI roads. Further, by removing the threat of cutting off funding if states did not enforce the 55-mph speed limit, the law enabled enforcement agencies to optimally reallocate traffic resources from catching speeders to more productive traffic activities such as targeting DUI drivers. Lave argued that these two effects would produce a systemwide decrease in fatalities.

Empirically, Lave demonstrated this by reworking the numbers in Godwin's Table 2. Overall, fatalities in 1988 were 1.86 percent higher in 65-mph (105-km/h) states but 1.92 percent higher in 55-mph (89-km/h) states. Alternatively, to account for exposure, Lave considered fatality rates and found that, for the 65-mph states, the 1988 fatality rate was 2.42 per 100 million VMT (1.50 per 100 million VKT) compared with 2.57 per 100 million VMT (1.60 per 100 million VKT) in 1986. There was no change in the fatality rate for the 55-mph states. Lave concluded that “if the 1986 fatality rate had still prevailed in 1988, there would have been 2206 more fatalities” (p. 12). Lave attributed the reduction to the 65-mph speed limit since fatality rates in the 55-mph states remained constant.

In a reply, Godwin (1992) pointed out that if the fatality savings occurred because of traffic diversion, the required shift in traffic to generate the expected savings would be 88.5 million VMT (142.4 million VKT), much higher than the observed 14.8 percent increase in RI VMT.

Lave and Elias (1994) refined Lave's 1992 argument. Using updated data, they estimated models of the Garber and Graham type using systemwide fatalities and fatality rates rather than RI fatality measures as the dependent variable. Separate models were fitted to each of 46 states. Consistent with Lave's earlier comment, the authors in this study concluded that systemwide fatality rates in 65-mph (105-km/h) states fell between 3.4 and 5.1 percent (significant in 14 of 40 states). Reasons cited for the decline included traffic
diversion, reallocation of enforcement resources, and possible declines in speed dispersion.

Griffith (1995) and Lave (in a response published with Griffith’s comment) discussed issues concerning Lave and Elias’s 1994 paper. Two of the more important concerns raised by Griffith, relative to the time series regression results, and Lave’s responses are as follows:

- Concern: Statewide fatality rates may be too broad to capture systemwide effects of the speed limit.
  Response: The error associated with too narrow a definition of systemwide effects will miss some of the law’s effects, whereas too general a definition will reduce the model’s explanatory power by adding noise to the model. If the additional error is systematic, that is, the model missed some strong influence that occurred independently of the speed limit law but had a negative effect on the fatality measure, then it is important to identify an alternative explanation for the observed results.

- Concern: The use of fatality rates assumes that fatalities and VMT move proportionately, contrary to empirical findings that the fatality rate decreases with traffic density.
  Response: Fatality rates control for exposure, and if the speed limit law diverted traffic to the higher-density Interstate highways, then the law should be credited with the associated lower fatality rates.

In general, both of these issues are empirical and can be subjected to hypothesis testing. The first point suggests that other excluded determinants of fatality rates may be responsible for the observed results. Garber and Graham (1989) found considerable heterogeneity across states, as did Lave and Elias, and raise the specification issue in the concluding remarks of their initial state-by-state analysis. Although Lave and Elias (1994, 53) claim that Garber and Graham’s empirical model is the “most sophisticated analysis” of the effects of the 65-mph (105-km/h) limit, an unnecessarily strong statement that even Garber and Graham may question, Lave’s basic point is relevant. Lave and Elias have proposed a theory that identifies the expected systemwide effects of the 65-mph speed limit. As
with all empirical models, their model does not prove the theory but is consistent with it. To falsify their theory, it is not sufficient to argue that some other factors may be responsible. Indeed, this was also a point of criticism for the unwarranted conclusion of Chang et al. (1991) that some exogenous factors, not the speed limit change, drove the observed change in fatalities.

Whether VMT is proportional to fatalities is also testable. Estimating, for example, a double-log model and testing the null hypothesis that the coefficient of VMT is 1 is a test of the proportionality hypothesis.

Although concerns about the direction and size of Lave and Elias’s quantitative results are likely to continue, their analysis is important because it tends to reorient one’s perspective on the various effects of the speed limit change. There has been a significant amount of research on the direct effects of the higher speed limits. The results of the research suggest that the higher speed limits have increased fatalities on RI highways. As indicated in Table C-4, many studies have also found various effects on 55-mph (89-km/h) roads (or in 55-mph states) and interpret them as detrimental spillover effects of the law. There has been relatively little discussion of traffic diversion or, for that matter, traffic generation effects of the higher speed limits. Consider two sets of hypotheses, A and B. Hypothesis Set A is as follows:

\[ H_0: \text{The 65-mph (105-km/h) speed limit had no effect on systemwide highway safety.} \]
\[ H_1: \text{The 65-mph speed limit decreased systemwide highway safety.} \]

Hypothesis Set B is as follows:

\[ H_0: \text{The 65-mph speed limit had no effect on systemwide highway safety.} \]
\[ H_1: \text{The 65-mph speed limit increased or decreased systemwide highway safety.} \]

If the direct and spillover effects of the law are emphasized to the exclusion of the traffic diversion effects, highway safety is expected to
fall, consistent with Hypothesis Set A. Contrary to most work in the area, Lave and Elias identify a mechanism, based less on speed adaptation and more on traffic diversion, that supports Hypothesis Set B. In other words, their perspective focuses more on traffic diversion (complemented with a reallocation of enforcement resources). This allows a trade-off between the deteriorating and enhancing effects of the law and produces an alternative hypothesis that admits the possibility of systemwide highway safety improvements as a result of the law. On the basis of time series and panel data for California, McCarthy (1994a, 1994b), consistent with Lave and Elias, found no systemwide effect from the 65-mph (105-km/h) speed limit law.

Lave and Elias’s paper and subsequent comments and replies generate a number of research questions on the effects of speed limits:

- Is it possible to validate Lave and Elias’s underlying assumptions on traffic diversion and reallocation of resources?
- What role do other confounding factors not included in Lave and Elias’s models have on the systemwide highway safety-enhancing effects of the 65-mph (105-km/h) speed limit law?
- What is the appropriate geographic size for internalizing the systemwide effects of the law and what are its determinants?
- To what extent do national or statewide speed limit laws produce traffic generation effects as the generalized trip cost falls below a road user’s reservation price (i.e., the price at which trip demand is zero) or as users shift from nonhighway to highway modes?
- As with most work in this area, Lave and Elias’s model examines only fatality measures. What effect would a systemwide approach have on the distribution of nonfatal injuries and property damage crashes?
- Would multiequation frameworks that modeled highway safety on alternative road types improve our understanding of the mechanisms that link changes in speed limits on high-speed roads to systemwide highway safety?

Summary

To sum up, evidence on the effect of higher RI speed limits on highway safety indicates the following:
• The higher RI speed limits initiated in mid-1987 have generally led to an increase in RI fatalities and fatal crashes. Because other determining factors were not appropriately controlled for, however, initial study estimates of fatality increases in the range of 15 to 30 percent were too high.

• The effects of the speed limit exhibited considerable heterogeneity across states. Part of this may reflect the fact that small states with few crashes will have large proportional changes relative to larger states. However, part also reflects differences across states that are not adequately accounted for in the empirical models.

• Similar to the law’s mixed effects on the speed distributions of nonlimited-access roads, the higher RI speed limits have produced mixed highway safety effects on nonrural Interstate roads.

• There is sufficient evidence in the literature to seriously question whether the net effect of the law is unambiguously negative. More work is needed on the distribution effects and the overall net effects of higher speed limits on limited-access roads.

INTERNATIONAL WORK ON SPEED LIMITS

In addition to U.S. work on the linkages between speed limits and highway safety, a number of international studies examined this issue. Tables C-6 and C-7 summarize the findings of recent international analyses for lower- and higher-speed roads, respectively.

Lower-Speed Roads

Table C-6 indicates that, unlike the United States, substantial work has been done in international studies on the effects of speed limits on lower-speed roads [roads ranging from 19 mph (30 km/h) to 50 mph (80 km/h)]. In general, the analysis in these studies is very similar to that used in many U.S. studies, namely, quasi-experimental approaches dominated by a paired comparisons methodology. As such, these studies tend to generate similar effects and suffer the same drawbacks. On the positive side, the imposition of speed limits in lower-speed environments is typically associated with a decrease in crashes and crash severity. However, these analyses generally suffer
<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Study</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engel and Thomsen 1988</td>
<td>Denmark</td>
<td>Logit regression</td>
<td>9% decrease in crashes</td>
<td>Prior speed limits were 37 mph&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Introduced a 31-mph speed limit, urban areas</td>
<td></td>
<td>24% decrease in fatalities</td>
<td>Limited sample size</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Assumes that the proportion of urban to rural miles traveled is the same before and after the law change</td>
</tr>
<tr>
<td>Schleicher-Jester 1990</td>
<td>Germany</td>
<td>Before/after analysis</td>
<td>General decrease in speeds and crash severity</td>
<td>Prior speed limits were 31 mph&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Implemented 19-mph speed zones 1983–1986</td>
<td></td>
<td></td>
<td>Speed limit decreases combined with public information, traffic control, speed control, and street design changes</td>
</tr>
</tbody>
</table>

<sup>a</sup> Speed limits are in miles per hour (mph).
<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Study</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vis et al. 1992</td>
<td>Netherlands, 15 municipal areas Implemented 19-mph(^a) speed zones 1980s</td>
<td>Before/after analysis Quasi-experimental</td>
<td>20% speed reduction, generally resulting in an 85th percentile speed of 19 mph(^a) Traffic volume fell 5% to 30% 5% trend-adjusted decrease in all crashes 25% trend-adjusted decrease in injury crashes</td>
<td>No information on prior speed limits Speed limit aimed to “integrate” road user categories, where the motorist identifies 19 mph(^a) as the appropriate speed Combined with engineering measures to slow traffic (e.g., humps, axis realignments, traffic islands) Where did the decreased traffic go? No experimental site; changed only the speed limit sign</td>
</tr>
<tr>
<td>Authors</td>
<td>Location</td>
<td>Speed Zone Introductions</td>
<td>Experimental Areas</td>
<td>Control Areas</td>
</tr>
<tr>
<td>------------------</td>
<td>-------------------</td>
<td>--------------------------</td>
<td>--------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Engel and Thomsen 1992</td>
<td>Denmark, residential areas</td>
<td>Introduced 19-mph speed zones</td>
<td>44 experimental areas, 53 control areas</td>
<td>1980s</td>
</tr>
</tbody>
</table>

(continued on next page)
### Table C-6 (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Study</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cairney and Fackrell 1993</td>
<td>City of Unley, Australia 25-mph speed zone 1991–1993</td>
<td>Before/after analysis</td>
<td>25-mph&lt;sup&gt;a&lt;/sup&gt; limit led to permanent 3-mph&lt;sup&gt;a&lt;/sup&gt; reduction in speed</td>
<td>No information on prior speed limits 2-mi&lt;sup&gt;a&lt;/sup&gt; by 660-ft&lt;sup&gt;a&lt;/sup&gt; study area in Unley Size of speed reduction at experimental sites varied Examine effects of speed limit changes with and without speed camera enforcement Authors question whether changes in economic factors may have affected results</td>
</tr>
<tr>
<td>Newstead and Mullan 1996</td>
<td>Victoria, Australia 31-, 43-, and 50-mph speed limit zones 1992–1993, 1994–1995</td>
<td>Before/after analysis Quasi-experimental</td>
<td>No systemwide effect 6.9% increase in injury crashes for metropolitan Melbourne, marginally significant 32.9% reduction in injury crashes in the rest of Victoria, marginally significant</td>
<td>Speed limits increased on 1,196 mi&lt;sup&gt;a&lt;/sup&gt; of roads, decreased on 342 mi&lt;sup&gt;a&lt;/sup&gt; of roads For Melbourne, 47% decrease in injury crashes when limit increased from 37 mph&lt;sup&gt;a&lt;/sup&gt; to 50 mph&lt;sup&gt;a&lt;/sup&gt; and a 10.5% increase when limit increased from 47 mph&lt;sup&gt;a&lt;/sup&gt; to 50 mph&lt;sup&gt;a&lt;/sup&gt; No control for other confounding factors</td>
</tr>
</tbody>
</table>
“Study used Standard International units, which were converted to U.S. equivalents in the table. Correspondences are as follows: 0.4 in. = 1 cm; 660 ft = 200 m.

<table>
<thead>
<tr>
<th>mi or mph</th>
<th>km or km/h</th>
<th>mi or mph</th>
<th>km or km/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>1</td>
<td>43</td>
<td>70</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>47</td>
<td>75</td>
</tr>
<tr>
<td>2.9</td>
<td>4.7</td>
<td>50</td>
<td>80</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>139</td>
<td>223</td>
</tr>
<tr>
<td>19</td>
<td>30</td>
<td>342</td>
<td>550</td>
</tr>
<tr>
<td>25</td>
<td>40</td>
<td>1,196</td>
<td>1925</td>
</tr>
<tr>
<td>31</td>
<td>50</td>
<td>11,766</td>
<td>18935</td>
</tr>
<tr>
<td>37</td>
<td>60</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Major Findings

- Decrease in urban speed limit from 37 mph to 31 mph would decrease fatal and nonfatal injuries 25%
- Similar but smaller effect if rural speed limits decrease from 62 mph to 56 mph
- Decrease in average speed by less than speed limit decrease
- Relative to other 56-mph roads, 15% (11%) decrease in injury crashes (injuries), neither effect statistically significant
- Statistically significant 24% increase in injury crashes per mile after introduction of 68-mph speed limit
- Statistically significant 19% decrease in injury crashes per mile after removal of 68-mph speed limit

Comments

- Confidence interval for predicted effects not given
- No control for cross-section heterogeneity
- Authors caution that other excluded variables could reduce the beneficial effects found in their analysis
- Assumes that speed limit change had no effect on previous 56-mph roads
- No control for accompanying changes in public information and enforcement or other confounding factors
- Controlled speed limit was 62 mph
- No control for other factors
- Control group is all other 62-mph signed roads in Victoria
- Similar results for rural and urban roads

<table>
<thead>
<tr>
<th>Study</th>
<th>Database for Study</th>
<th>Methodology</th>
<th>Major Findings</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fieldwick and Brown 1987</td>
<td>Europe and the United States 1984</td>
<td>Regression cross-section analysis</td>
<td>Decrease in urban speed limit from 37 mph to 31 mph would decrease fatal and nonfatal injuries 25% Similar but smaller effect if rural speed limits decrease from 62 mph to 56 mph</td>
<td>Confidence interval for predicted effects not given No control for cross-section heterogeneity Authors caution that other excluded variables could reduce the beneficial effects found in their analysis</td>
</tr>
<tr>
<td>Nilsson 1990</td>
<td>Sweden 56-mph speed limit on 3,400 mi of roads 1988, 1989</td>
<td>Before/after analysis</td>
<td>Decrease in average speed by less than speed limit decrease Relative to other 56-mph roads, 15% (11%) decrease in injury crashes (injuries), neither effect statistically significant</td>
<td>Assumes that speed limit change had no effect on previous 56-mph roads No control for accompanying changes in public information and enforcement or other confounding factors</td>
</tr>
<tr>
<td>Sliogeris 1992</td>
<td>Victoria, Australia Imposition and removal of a 68-mph speed limit 1985–1991</td>
<td>Before/after analysis Regression analysis</td>
<td>Statistically significant 24% increase in injury crashes per mile after introduction of 68-mph speed limit Statistically significant 19% decrease in injury crashes per mile after removal of 68-mph speed limit</td>
<td>Controlled speed limit was 62 mph No control for other factors Control group is all other 62-mph signed roads in Victoria Similar results for rural and urban roads</td>
</tr>
<tr>
<td>Borsje 1995</td>
<td>Netherlands</td>
<td>Introduction of general 75-mph(^a) speed limit 1988–1992</td>
<td>Before/after analysis</td>
<td>Differentiated speeds on motorways decreased average speed and had a nonincreasing effect on speed dispersion for 62-mph(^a) and 75-mph(^a) roads</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Johansson 1996</td>
<td>Sweden</td>
<td>56-mph(^a) speed limit Monthly, 1982–1991</td>
<td>Poisson time series analysis</td>
<td>No statistically significant effect on fatal or serious injury crashes Statistically significant decrease in minor injury and vehicle damage crashes</td>
</tr>
</tbody>
</table>

\(^a\)Study used Standard International units, which were converted to U.S. equivalents in the table. Correspondences are as follows:

<table>
<thead>
<tr>
<th>mi or mph</th>
<th>km or km/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>50</td>
</tr>
<tr>
<td>37</td>
<td>60</td>
</tr>
<tr>
<td>56</td>
<td>90</td>
</tr>
<tr>
<td>62</td>
<td>100</td>
</tr>
<tr>
<td>75</td>
<td>120</td>
</tr>
<tr>
<td>3,400</td>
<td>5500</td>
</tr>
</tbody>
</table>
from not appropriately accounting for confounding factors and using a comparison series that may also be affected by the speed limit change.

There are interesting and unique aspects to some of these experiments. First, three European countries—Germany, the Netherlands, and Denmark—have analyzed the effects of a 19-mph (30-km/h) speed zone in urban areas. In each of these cases, the speed limit was part of an urban planning policy whereby traffic users shared the streets with other users. Complementing the reduced limit were other actions, including public information campaigns, increased enforcement, engineering speed measures, and so forth, intended to inform the public (directly or indirectly) that the appropriate speed on the affected roads was lower than in the surrounding areas. Moreover, in the Netherlands study, Vis et al. (1992) report that for all experimental sites a combination of actions was taken. In other words, in no case did the speed limit change simply involve a speed limit sign change. Thus, it is not possible in these studies to draw any conclusions concerning the effect of a speed limit sign change only. However, there were differential effects, depending on the specific combination of actions taken, which suggests that effective speed limit changes involve the implementation of reinforcing policies. Faure and de Neuville (1992) also make this point in a description of France’s “Safer City, Accident-Free Districts” program.

A second point of interest is that part of the decrease in crashes in some studies was due to a decrease in traffic volume, which raises the question of the traffic distribution effects of the speed limit. An illustration of this was Denmark’s 19-mph (30-km/h) speed zone in residential areas. In areas just outside the speed limit effect area, Engel and Thomsen (1992) report (with no discussion) a 96 percent increase (significance level not reported) in casualties per road user. This leads to the question of whether the 30-km/h zone has sufficiently diverted traffic to outer areas that the net effect is a deterioration of safety.

Local versus systemwide effects are also present in Newstead and Mullan’s (1996) recent study of the speed limit policy of Victoria, Australia, which attempted to rationalize speed limits on more than 1,550 mi (2500 km) of its roads. The authors found that differenti-
ated speed limits increased injury crashes in metropolitan Melbourne, decreased injury crashes in the rest of Victoria, and produced no overall systemwide effect.

**Pedestrian Safety**

There has been some but not much work on the relationship between speed limits and pedestrian safety. The evidence leads to an expected positive relationship between vehicular speed and the incidence and severity of pedestrian crashes:

- Ashton and Mackay (1979) report that 5, 45, and 85 percent of pedestrians hit by vehicles traveling 20, 30, and 40 mph (32, 48, and 64 km/h), respectively, end in a fatality. Pasanen (1992) makes a similar point in a Finnish study, finding that the risk of fatality when a pedestrian is hit by a vehicle traveling 31 mph (50 km/h) is nearly 8 times higher than when a pedestrian is hit by a vehicle traveling 19 mph (30 km/h). In a study of 118 speed-related pedestrian fatalities in Adelaide, Anderson et al. (1997) found that a small reduction in vehicle speed could produce a large decrease in pedestrian crash risk by decreasing vehicle impact speed. In a 37-mph (60-km/h) speed zone, for example, the authors determined that a 6-mph (10-km/h) fall in traveling speed would produce 48 percent fewer pedestrian fatalities, and that for 22 percent of the cases, the pedestrian-related crash would not have occurred at the lower speed limit.
- Pasanen (1992) found that pedestrians were at fault in 84 percent of the crashes. In many of these cases, the pedestrian was not aware of an approaching vehicle.

**Higher-Speed Roads**

The relatively few recent international studies on higher speed limits, reported in Table C-7, indicate a positive correlation between relaxed speed limits and average speeds and crashes. Nilsson (1990) found, for example, that Sweden’s speed limit reduction (implemented in June 1989) from 68 to 56 mph (110 to 90 km/h) had beneficial effects. On the basis of speed and crash information in 1988
(before the change) and 1989 (after the change), average speeds fell, but not by as much as the speed limit reduction. Total and injury crashes fell 15 and 11 percent, respectively. However, since there was not an attempt to control for changes in enforcement, public information, or other confounding factors, the extent to which the observed beneficial effects are specific to speed limit changes is unclear. Johansson’s (1996) analysis of the same event sheds additional light on the law’s effects. On the basis of monthly data covering the period January 1982 through December 1991, Johansson estimated a Poisson time series model, which controlled for serial correlation, seasonal effects, safety belt legislation, and exposure. Although citing alcohol and driver age as potential determinants of safety, Johansson excluded each from the analysis, the former because alcohol policy had not changed in Sweden during the analysis period and the latter because data were unavailable. Like Nilsson, Johansson found that the speed limit reduction was beneficial in that the number of minor injuries and property damage only crashes fell. However, unlike Nilsson, Johansson found that the law had no effect on the number of fatal or serious injury crashes.

In addition to the studies reported in Table C-7, there has been considerable work in Finland on the effects of speed limit changes on higher-speed roads. From the 1960s through the 1970s, Finland undertook a series of speed limit experiments, the results of which were broadly consistent with the findings reported in Table C-7 (Salusjarvi 1988). In addition, between 1987 and 1988, Finland initiated a series of seasonal speed limit experiments (Finch et al. 1994) that included (a) reducing speed limits on 1,200 mi (2000 km) of roads from 62 to 50 mph (100 to 80 km/h) in the winter of 1987 [in the winter of 1988, speed limits on an additional 1,200 mi (2000 km) of roads were similarly reduced], (b) reducing speed limits on all 75-mph (120-km/h) motorways to 62 mph (100 km/h) during each winter period, and (c) increasing speed limits on 870 mi (1400 km) of roads from 50 to 62 mph (80 to 100 km/h) in the summers of 1988 and 1989, half each summer. Findings from these experiments indicated that reductions (increases) in speed limits were associated with decreases (increases) in average speed and speed dispersion. In addition, there was a positive correlation between the direction of the
speed limit change and the effect on crashes. The extent to which other factors may have affected these results, however, is not known.

Summary

This group of international studies yields the following insights in setting speed limits:

• For nonlimited-access urban roads, local speed limit zones were successful in reducing speeds and crashes when implemented with complementary policies such as public information campaigns, greater enforcement, and engineering measures. However, part of the improvement in urban speed zones was due to reduced volumes, and there was little analysis of where the traffic went, that is, the policy’s effects outside the zones. Limited evidence suggests that the systemwide effects may be zero.

• For nonlimited-access roads, there is limited evidence that enforcement is an important determinant of safety. This is consistent with more recent work by Elvik (1997), who used meta-analysis to explore the effect of automated speed enforcement on traffic safety. On the basis of work in Norway, Germany, Sweden, England, the Netherlands, and Australia, Elvik estimated that automated speed enforcement reduced injury crashes by 17 percent.

• On higher-speed roads, the international work is broadly consistent with that in the United States. With little control for other confounding factors, higher (lower) speed limits generally lead to higher (lower) speeds and more (fewer) crashes. The absolute change in speed is less than the absolute change in the speed limit.

As a final point, there has been limited international work on the role of enforcement in highway safety.

CONCLUSIONS AND AREAS FOR FUTURE RESEARCH

The purpose of this review is to provide an overview of recent empirical research on the effect of changes in posted speed limits on speed distributions and highway safety. To provide a contextual basis for the
review, the conceptual framework and statistical methodologies common to many of the reviewed studies were summarized. Recent domestic and international research on the effects of posted speed limits was reviewed.

What implications does this work have for determining speed limit policies? This section focuses on two areas. First, notwithstanding the often significant differences in geographic and temporal scope as well as methodological approach, can anything specific be said about the effect of alternative speed limits? Second, although there has been a significant amount of work on speed limits, are there important gaps in existing research that future research should address?

Conclusions

With regard to specific implications for speed limit policy, existing studies provide support for the following conclusions:

- Speed limits must be perceived by the traveling public as “reasonable,” that is, as consistent with the enforced traffic conditions experienced by the typical driver. To the extent that this is not true, more drivers will be noncompliant, which could compromise highway safety.
- On nonlimited-access roads, speed limit changes of 5 to 10 mph (8 to 16 km/h) “for cause” (e.g., based on crash experience, increased pedestrian traffic, more businesses) will likely have little effect on speed distribution and highway safety.
- For nonlimited-access roads, the greatest effect on speed distributions and highway safety occurs when a speed zone is implemented as part of an urban planning policy that simultaneously introduces complementary measures (e.g., greater enforcement, public information campaigns, engineering measures) to slow drivers down.
- For limited-access roads, a 10-mph (16-km/h) increase in RI speed limits from 55 mph (89 km/h) to 65 mph (105 km/h) has generally increased nationwide average speeds by less than 4 mph (6 km/h) and increased nationwide speed dispersion by less than 1 mph (2 km/h). But there is considerable cross-state variation in these effects.
• For limited-access roads, both average speed and speed dispersion are inversely related to highway safety in general and fatalities in particular. The effect of speed dispersion is most important for RI roads. Drivers traveling in the top 15th percentile appear to compromise highway safety more than those traveling in the lowest 15th percentile.
  • The increase in RI speed limits from 55 to 65 mph (89 to 105 km/h) has generated mixed results with respect to its effect on non-rural Interstate roads whose speed limits remained the same.
  • Although increasing RI speed limits from 55 to 65 mph (89 to 105 km/h) produces highway fatality distribution effects, the evidence is consistent with (at least) a zero net systemwide effect.
  • Evidence indicates that speed adaptation occurs, but the effect appears to be small, suggesting that the highway safety effect will also be small.
  • The few studies that have analyzed the effects of alternative enforcement levels indicate that traffic enforcement is an important determinant of highway safety.

Areas for Future Research

There are a number of areas in which additional research could significantly contribute to an understanding of the effect of speed limits on speed distributions and highway safety. These areas are discussed in the remainder of this section.

Data Collection

Common among many, if not most, of the studies reviewed in this paper was either the absence of or insufficient control of confounding factors that affect speed distributions and highway safety. Studies that do not adequately control for these related factors will likely be biased and lead to improper inferences. Although in some cases it is not possible to obtain additional information, in most cases there is at least some possibility of improved specification to better isolate the true effect of speed limit changes. An important omission in most analyses is enforcement, yet the few studies that
include this variable find that enforcement is an important determin-

tant of highway safety.

Much of the data on speed distributions is highly aggregated. Future research should aim to generate speed distribution data that are better aligned with the environment in which the crash occurred (e.g., late-night crashes on rural two-lane roads). Further, free-flow data are often collected to generate measures of speed distribution, but how useful are these data in determining highway safety outcomes in non-free-flow periods (i.e., during congested periods)? This is an open question. Also, since travel occurs on a network of interconnected roads, are existing aggregate measures of highway safety reasonable speed distribution proxies for different functional road types, or does use of these measures cause important biases?

Methodology

As noted earlier, existing research on speed limits generally uses univariate classification procedures, regression analysis, or ARIMA time series models. Multivariate classification models are rarely used to analyze the effects of highway safety. Among simple regression models, there is often a surprising lack of diagnostics and, if necessary, correction for common statistical problems (e.g., serial correlation in time series analysis).

The relationship between speed limits, speed distribution, and highway safety would likely be better understood if researchers experimented more with more general models of highway safety or alternative methodologies. The infrequency of fatal crashes and fatalities is amenable to Poisson regression techniques, yet these methods have been used less frequently than might be expected. In addition, there has been little work on developing and estimating simultaneous frameworks to capture the interaction between the demand for road space and highway safety. A third area is the use of various probability models. Ordered probit (Greene 1997), for example, is one methodology that could be used to examine the effect of speed limits on crash severity.

To date, most work on speed limits applies a particular methodology to a particular data set (e.g., regression analysis on cross-section
data from California or ARIMA models on monthly time series data from Michigan). Given the availability of state and national data and computing technology, developing multiple data sets from a given base of information is relatively easy and would enable researchers to make different passes at the same underlying information. Using data from 1980 through 1996 for a given state that raised its speed limit in 1987, for example, would an aggregate regression model based on annual data produce similar effects of the law as would an ARIMA model for that state based on monthly data over the same time period? Would the effects be similar to those generated from univariate classification models that compare crash rates between 1980 and 1986 with those between 1987 and 1996? Such analyses may produce dramatically different estimates of the law’s effects and, in so doing, identify potentially fruitful areas for further research.

**Unresolved Research Issues**

Following are a number of issues on which some research exists but on which further research is warranted.

- How robust is the empirical finding that a 10-mph (16-km/h) increase in RI speed limits leads to an increase in average speed and speed dispersion, respectively, of around 4 mph (6 km/h) and under 1 mph (2 km/h), particularly if there is greater control of other determining factors? This is particularly important given the recent increase in speed limits to 70 mph (113 km/h) that some states implemented following passage of the National Highway System Designation Act in 1995.

- How important is enforcement in determining speed distribution properties and highway safety when speed limits change?

- Although there is some information on the relationship between average speed, speed dispersion, and highway safety, much additional work is needed to improve the understanding of these relationships. Are average speed and speed dispersion negatively related? If so, does this relationship hold at all speeds or is there a nonlinear (or independent) relationship between these measures at other speeds? A related question is whether speed dispersion is only important on
high-speed RI highways, as suggested in some research, and less important on lower-speed nonlimited-access roads.

- What level of aggregation is appropriate for accurately characterizing the relationship between speed distribution and highway safety?
- More information is needed on how speed limit laws affect the spectrum of crashes, injury related as well as noninjury related. Although nonfatal crash and nonfatal injury data are less reliable, this does not justify ignoring all the available information.
- Additional research is needed on the spillover effects associated with speed limit changes for both limited- and nonlimited-access roads. The literature on this issue is mixed, and there is no consensus on either the direction or the magnitude of the effect. Better models are needed to identify the linkages that produce spillover effects.
- In addition to hypothesized spillover effects, speed limit changes, particularly on limited-access high-speed roads, are likely to produce traffic generation effects. It is not known whether these effects exist and, if so, how important they are in determining the highway safety effects of speed limit changes.
- Sufficient evidence exists to question whether the net effect on highway safety of speed limit laws is to deteriorate highway safety. More research is needed on the distribution effects of speed limit laws to evaluate their net effects on highway safety.
- Reducing the impact speed of vehicles can have a significant effect on pedestrian crashes and fatalities. For the United States there is little information on the extent to which pedestrian fatalities are an important consideration when speed limits change.
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Speeding (traveling faster than the posted speed limit) is apparently becoming more and more common throughout the world, particularly excessive speeding [exceeding the speed limit by 20 mph (32 km/h) or more]. Many countries have recognized this and have undertaken comprehensive programs to reduce speeding and the traffic crashes to which it contributes. Such programs are in existence in Victoria and New South Wales, Australia; British Columbia and Ontario, Canada; the Netherlands; Sweden; and perhaps others.

In the United States, speed management and speed enforcement are the responsibilities of the states and communities, although the
federal government can pass legislation requiring the states to take certain actions concerning speeding and traffic. Most recently, for example, the federal government canceled its mandatory maximum speed limit of 55 mph (89 km/h), allowing the states to set higher limits.

Speeding, especially excessive speeding, is apparently becoming more common in the United States. On September 19, 1997, the newspaper *USA TODAY* reported the results of a study it performed on some 2.3 million speeding tickets from 11 states between 1991 and 1996. The study indicates that the percentage of tickets written for speeding over 80 mph (129 km/h) rose from 15 percent in 1991 to 25 percent in 1996. Of course, many speed limits increased during this interval. The study also reported on speeding levels as a function of the local speed limit. In 55-mph (89-km/h) zones, the percentage of tickets written for speeding in excess of 75 mph (121 km/h) rose from 21 to 27 percent during this interval, and the percentage exceeding 80 mph (129 km/h) in these zones rose from 7 to 9 percent. In 65-mph (105-km/h) zones the percentage exceeding 85 mph (137 km/h) rose from 8 to 10 percent. It is not stated whether the level of enforcement, as indicated by the total number of speeding tickets written, had changed during this period, or whether the changes observed were statistically significant, although on the basis of the sample sizes they undoubtedly were.

Activities in other countries indicate that speeds and speed-related crashes can be reduced by a combination of speed management and speed enforcement programs. Speed management programs alone were ineffective due to the lack of concomitant enforcement, and speed enforcement programs alone were ineffective because they were too manpower intensive and thus costly. The use of automation has been shown to increase effectiveness, especially for enforcement.

In this review the experiences of automated speed management technologies and programs around the world are examined. Then a brief overview of automated photo radar technologies is given, followed by a presentation of experiences with automated speed enforcement, mostly using photo radar. Finally, some of the political and legal issues associated with the use of photo radar are discussed, and thoughts on the most effective types of implementation of automated speed management and speed enforcement are expressed.
EXPERIENCE WITH AUTOMATED SPEED MANAGEMENT

Speed management may be defined as a process designed to control or affect vehicle speeds, both the average speeds and the dispersion of speeds. Automated speed management is a speed management process that uses automation in some form (usually electronics and other advanced technologies). Police enforcement (with or without automation) is not included in this discussion of speed management; police enforcement (with automation) is treated as a special topic later in this review.

This section of the review is organized as follows. First, the earlier work in speed management is discussed, focusing on automated speed management. Two major types of automated speed management are identified: speed monitoring and warning systems, and variable speed limit systems. Following the review of the early work, more recent experiences of speed monitoring and warning systems and, on a country-by-country basis, of variable speed limit systems are examined. Finally, another type of automated speed management system, drone radar, is reviewed.

Early Experience

An early study of speed management systems was reported by Parker and Tsuchiyama (1985). They examined a broad spectrum of speed management concepts, ranging from static methods such as fixed maximum and minimum speed limit signs to the automated highways of the future. In between are a number of methods mentioned only to illustrate the scope of the options presented; they are not discussed further in this paper:

- Dummy police cars,
- Oversized speed limit signs,
- Painting or striping to create illusions of narrower roads or increasing speed,
- Speed bumps and rumble strips,
- Economic approaches (e.g., tolls increased if elapsed time is too short),
- Legislative approaches (e.g., prohibition of radar detectors), and
In-vehicle devices ranging from current cruise control systems to future speed-limit-sensing engine governors.

Of all the methods examined, two are most relevant to this review—speed monitoring and warning systems, and variable speed limits.

Parker and Tsuchiyama (1985) state, “The purpose of speed warning systems is to continuously monitor vehicle speeds and provide speed-related informational or warning messages to aid motorists in the selection of appropriate travel speeds.” Two general types of systems are distinguished—those providing group speed information and those providing overspeed or underspeed warnings.

The group speed information systems display average vehicle speeds on the theory that motorists will then check their speedometers and adjust their speeds to more closely match the average. The warning systems provide individualized information to vehicles traveling too fast or too slow in the hope that the drivers will respond appropriately by either slowing down or speeding up.

The researchers identified only two group speed information systems existing at the time of their study, one in Calgary, Canada, and one on the “Maine Facility.” Both displayed data that were updated frequently as real-time data were collected. Effectiveness data were available only from the Canadian facility. They found that whereas average speeds were reduced only 4 percent, the proportion of drivers traveling more than 10 mph (16 km/h) over the speed limit decreased 35 percent, speed violations were reduced 40 percent, and total crashes were reduced 57 percent. Moreover, public reaction was positive.

A number of overspeed and underspeed warning systems were identified in the United States, Canada, and the United Kingdom. Evaluation data were limited. Some sites had no data; the others indicated only modest reductions in average speeds [2 to 4 mph (3 to 6 km/h)] but greater reductions in percentages of speeding vehicles (15 to 24 percent).

Parker and Tsuchiyama (1985) state, “The concept of variable speed limits involves setting minimum and maximum speed limits based on real-time monitoring of prevailing traffic and roadway conditions and using dynamic information displays to inform motorists of the appropriate limits.” They go on to state that no existing sys-
tems (at that time, 1984) fulfilled that concept, but they then examine the five existing systems that came closest to doing so:

- New Jersey Turnpike Control System, United States;
- National Motorway Communication System, United Kingdom;
- Corridor Control System north of Marseilles, France;
- Motorway Control and Signaling System, the Netherlands; and
- Self-Sufficient Speed Control System, Germany.

All five systems used speed and volume data. The English and Dutch systems used incident detection data along with speed and volume data. The German system used speed and volume data along with daylight (day/night) and rainfall (wet/dry). The English system required manual changing of the speed limits; the U.S. and French systems allowed manual override of the automated speed settings. The automated German system had many built-in backup features such as duplicate computers and message-lighting systems.

Effectiveness data were very limited. The Germans believed that drivers perceived the displayed speed as a recommendation, not a limit; nevertheless they determined that the differences in speeds of consecutive vehicles were decreased, as was the frequency of short headways, and there was a slight increase in the traffic flow rate. The British system produced larger speed reductions with lower speed restrictions, but the speed standard deviation remained constant at about one-seventh of the average speed. The U.S. system (the oldest of these five systems) was judged less sophisticated than the European systems in terms of backup capabilities and the ability to store historical data (which all the European systems had), which would be needed if enforcement were to accompany the use of variable speed limits.

Additional technical details about these variable speed limit systems are provided in a second report by Parker (1985).

**Speed Monitoring and Warning Systems**

Roqué and Roberts (1989) reported on experiments in Alabama, wherein an automated system collected data on traffic speeds a day at a time. After a day of collection, the percentage of vehicles exceeding
the speed limit was determined and displayed on variable message signs the next day. Both truthful and inaccurate results were displayed, in accordance with an experimental design. The hope was that drivers would modify their speeds to provide better compliance than had been observed. No significant changes were observed.

Casey and Lund (1993) examined the effectiveness of “mobile roadside speedometers” in reducing traffic speeds in California. The speedometer used an “undetectable” radar to measure speeds of individual vehicles, which the system displayed to the motorists. The system was deployed at five urban sites with speed limits from 30 to 45 mph (48 to 72 km/h) and at five school zones with speed limits of 25 mph (40 km/h). Significant but modest speed reductions were noted at three of the five urban sites while the system was in place, but the reductions disappeared the following week. Statistically significant speed reductions were found at all five school zone sites, with greater reductions at sites with higher prior average speeds. The researchers also examined the longer-term effectiveness of this system by coupling it with downstream enforcement. They found that adding downstream enforcement greatly increased the longevity of the system’s effectiveness.

Garber and Patel (1994) reported on a very thorough evaluation of the use of variable message signs designed to control driver speeds in work zones. They deployed the system at seven work zone sites in Virginia and collected extensive driver response data. The system determined individual vehicle speeds with radar and then, in accordance with the experimental design, either did nothing (baseline) or displayed one of four predetermined messages for high-speed drivers:

- Excessive Speed Slow Down,
- High Speed Slow Down,
- Reduce Speed in Work Zone, or
- You Are Speeding Slow Down.

Data were collected by roadway sensors and by videotape and were analyzed in detail using formal statistical methods. Effectiveness was judged by the reduction in the percentage of speeders (typically about 50 percent before implementation of the speed warning system), the
percentage of vehicles speeding by 5 mph (8 km/h), the percentage of vehicles speeding by 10 mph (16 km/h) or more, average speeds, 85th percentile speeds, and speed variance. All of the warning messages were effective, although the last was the most effective and the second was second-most effective.

Oei (1996), in a comprehensive report of experiences with automatic speed management in the Netherlands, discusses two types of installations, one to reduce speeds in school zones and one to reduce speeds on two-lane rural roads. For the school zones, three types of speed signs were used: a permanent 31-mph (50-km/h) sign, a 31-mph sign illuminated only during school hours, and a 31-mph sign that flashed only when an approaching vehicle was exceeding the speed limit. The latter was the most effective, reducing average speeds by 3 mph (5 km/h) and producing a theoretical reduction in crashes of 24 to 65 percent. The two-lane road installations covered stretches from 5 to 9 mi (8 to 15 km) in length and cost an average of U.S. $40,000. They consisted of static signs indicating the speed limits [minimum of 37 and maximum of 50 mph (60 and 80 km/h, respectively)], an automated, illuminated, switchable sign saying “60-80” displayed for vehicles outside of these limits, and downstream automatic signs saying “You Are Speeding” (in Dutch) for vehicles still exceeding the speed limit. Evaluations indicated significant reductions in average speeds, 85th percentile speeds, percentages of speeders, and the standard deviation of speeds.

Variable Speed Limit Systems

In this section findings on the use of variable speed limit systems are presented alphabetically by country.

Australia

Coleman et al. (1996), in their report on speed management and enforcement technology in four countries, include a brief discussion of the use of automated speed management in Australia. At the time of their investigation (1995), although Australia had a major speed management program in place, only one automated component was doc-
A fog warning and speed advisory system was installed south of Sydney. The speed of a vehicle passing through a detector is displayed to the next vehicle as an advisory speed. A prototype of the system installed in 1993 notified motorists traveling more than 6 mph (10 km/h) over the speed limit. That system resulted in a 60 percent reduction in the number of speeders, but the effect was temporary; there was no reduction in speeding 1,000 ft (300 m) downstream.

**Finland**

Pilli-Sihvola and Taskula (1996) reported on a Finnish system to warn drivers of black ice and other hazards with a variable speed limit system. Installed on a section of roadway 9 mi (14 km) long, the system includes 36 variable speed limit signs. Sensors detect ice or snow, wet pavement, heavy rain, fog, and high winds. The speed limit is varied between 50, 62, and 75 mph (80, 100, and 120 km/h), depending on conditions. A 3-year evaluation was under way at the time of the report (1996).

**Germany**

Coleman et al. (1996) reported that Germany is a world leader in the application of advanced traffic management technology, with 70 traffic management facilities in operation on the autobahns at the time of the study (1995) and another 60 planned to be in operation by the end of 1997. These systems are located where hazardous conditions exist, especially hazardous environmental conditions. A typical system has variable speed limit signage that displays not only the current speed limit but also its reason. Reasons such as construction, fog, crash ahead, ice, and high winds are included. The researchers report a crash reduction of about 25 percent. The cost of these systems ranged from U.S. $0.6 million to $1.1 million per mile ($0.4 million to $0.7 million per kilometer).

**The Netherlands**

Wilkie (1997), in her review of variable speed limit systems, included a discussion of the Dutch speed management system installed in
1992 on the A2 highway between Amsterdam and Utrecht, which was still in operation in 1997. The system covers a 12-mi (20-km) length of highway with three interchanges, with signs spaced at intervals of about 0.6 mi (1 km). The main reason for the installation was frequent congestion at one of the interchanges and resultant traffic backups. The normal speed limit is 75 mph (120 km/h), but lower limits of 56, 43, or 31 mph (90, 70, or 50 km/h) are displayed depending on sensed traffic conditions. The goal was not so much to reduce average speeds as to narrow speed dispersion. Evaluation found that the system was well received by motorists, speeds were effectively reduced in all lanes, the number and severity of shock waves were reduced, the percentage of small headways was reduced, the average headway increased, and the average roadway occupancy increased. More details on this system are provided by van den Hoogen and Smulders (1994).

Coleman et al. (1996) report on a fog advisory system and on the more extensive Motorway Signaling System in the Netherlands. The fog advisory system reduces the speed limit from 62 mph (100 km/h) to 50 or 37 mph (80 or 60 km/h), depending on visibility. The system proved to be effective, reducing average speeds by 5 to 6 mph (8 to 10 km/h) (though the speeds remained higher than the displayed speed limit), reducing the standard deviation of speeds, and reducing the percentage of vehicles with very small headways. The Motor Signaling System, begun in 1981, in 1995 covered about 120 mi (200 km) of highways and is planned to cover 560 mi (900 km) by 2000. Displayed speed limits are reduced depending on traffic and weather conditions. Evaluations indicate a reduction of 50 percent in secondary crashes (when speed limits are reduced because of a crash ahead) and a decrease of 5 to 15 percent in lost travel time. The system costs are U.S. $1.1 million to $1.6 million per mile ($0.7 million to $1.0 million per kilometer).

**United Kingdom**

Wilkie (1997) reported on British work on the “Controlled Motorway Pilot Scheme.” The Department of Transport established this system on a 14-mi (23-km) section of M25 outside of London;
it was extended in 1995. The system was designed to minimize stop-and-go driving during heavy traffic (one-way peak volumes reach 10,000 vehicles per hour). The system senses volume and reduces the speed limit from 70 to 60 mph (113 to 97 km/h), then further to 50 mph (80 km/h), as volume thresholds are reached. The speed limits are displayed on changeable message signs spaced at 0.6-mi (1-km) intervals. (The speed limits can also be changed manually by the police.) The speed limits are enforced by photo radar. Formal evaluation is under way by the Transportation Research Laboratory, but preliminary results indicate that police are impressed by the system and the obedience of the drivers, compliance is about 98 percent, lane usage is more even, and average headways have increased.

**United States**

Wilkie (1997) included information on two early installations in the United States. One was on the John C. Lodge freeway in Detroit. It was installed in 1962 and dismantled sometime after 1967. The system was intended to display variable speed limits and lane-control information in response to congestion ahead. It was an advisory system, not an enforceable system. It consisted of 21 variable speed signs at 1,600-ft (500-m) intervals, 11 lane control locations at 2,600-ft (800-m) intervals, and 14 television camera locations at 1,300-ft (400-m) intervals. Evaluation found that aspects of the system, especially the lane-control information, were confusing to drivers, and that the variable speed limits did not induce any changes in driver speeds.

In 1986 the U.S. Federal Highway Administration contracted with Farradyne Systems, Inc., to develop a variable speed limit system (VSLS). The system is described in a report by Sumner and Andrews (1990). It appears that the VSLS was well designed and was intended to be flexible in its modes of operation and in the environmental conditions it could sense and act upon. It was estimated that future systems could be built and installed for $30,000 per station, plus $20,000 for the central hardware. The system’s software and hardware were tested in the field in Albuquerque and found to be operating correctly. The system was then turned over to the state of New
Mexico for longer-term evaluation. Whether any further reports are available on the operation of this system is unknown. Some limited applications of VSLSs are under development as part of the Intelligent Transportation Systems program. For example, the Nevada Department of Transportation in conjunction with the U.S. Department of Transportation is developing a VSLS that reflects actual traffic speeds and weather conditions on a stretch of Interstate highway that is frequently subject to adverse weather. Deployment of the system will be accompanied by a monitoring effort to assess effects on driving speeds and crash experience.

**Drone Radar**

The use of drone (unattended, continuously operating) radar to control driver speeds has been studied in the United States by several authors, including Pigman et al., whose early work was reported in 1989. Two of the most recent reports are those of Streff et al. (1995) and Freedman et al. (1994).

Streff et al. (1995) installed drone radars in 1993 at two freeway sites and one construction zone in Michigan and compared their effectiveness with traditional police enforcement and with no enforcement. Speeds were measured at the drone location and upstream and downstream of the drone location. Overall effects of the drone radar were small [typically 1.5-mph (2.4-km/h) decrease with drone radar present] but statistically significant due to the very large sample sizes. The effects were about the same as those with police presence. Some reductions in the speeds of the highest-speed vehicles, especially trucks [reductions from 30 to 70 percent of trucks exceeding the speed limit by 10 mph (16 km/h) at some sites and times], were found. It was determined that about 5 percent of the cars had radar detectors and that between 19 percent (day) and 28 percent (night) of the trucks had radar detectors.

Freedman et al. (1994) did a similar study in Missouri, comparing speeds of traffic with and without the presence of operational drone radar. Twelve sites were investigated, covering rural construction zones, rural and urban temporary work zones, and rural and urban locations with high crash rates. They also found only modest changes in average
speeds but a greater change in truck speeds than in car speeds. The proportions of vehicles with excessive speeds were often reduced by one-third to one-half when the drone radar devices were activated.

OVERVIEW OF AUTOMATED SPEED ENFORCEMENT TECHNOLOGIES

Automated speed enforcement (ASE) equipment has been in use for more than 30 years (Blackburn and Bauer 1995). Most of it uses some form of radar to sense vehicle speed, although pavement sensors and optical sensors are also used. (The author is unaware of any commercially available automated equipment that uses laser technology.) The remainder of this discussion will focus on photo radar ASE equipment.

The concept of the photo radar equipment has not changed during its period of use, although the technologies have improved greatly. The heart of the photo radar is the radar unit. It is much different from the radar guns traditionally used in the United States and elsewhere. Traditional radar produces a powerful but wide beam aimed down the road that can detect speeding vehicles as much as 1 mi (1.6 km) away. Unfortunately, it is not selective and does not identify which of the vehicles in its field of view is the speeder. Furthermore, drivers with radar detectors can usually detect the beam and slow down before they are detected speeding.

The radar used with ASE equipment is usually a type called “cross-the-road” radar. It produces a low-powered, narrow beam that is aimed at a 20- to 25-degree angle to the direction of the road. It is undetectable to drivers until they are within the beam, by which time their speed has been determined. This technology also enables vehicle identification for vehicles with headways of more than about ½ s.

The radar unit is connected to a computer that determines whether the vehicle’s speed is greater than a predetermined threshold. If so, the computer triggers a camera (and a flash if necessary) to photograph the vehicle and its license plate. The photograph has superimposed on it the time, date, recorded speed, location, officer, and so forth. Typically, the film is processed to the negative stage and the license number of the offending vehicle determined. If the speeder is unambiguously identified in the photo and the license number can be read,
a search of files is conducted and the owner identified. A ticket is then mailed to the owner. Depending on local laws, the owner may be required to pay the fine or may be given the opportunity to review the film at the police station or otherwise identify the driver, who then must pay the fine. Appeals are allowed, but they are rare.

As stated, the concepts have not changed over the years, but the technologies have improved. Improved electronics have allowed the units to be made much smaller. The use of lenses with longer focal length and better film (including some units that use a 70-mm format and color rather than black and white) has enabled license plates to be more readily identified. Some units have used video film.

Until recently, all of the equipment development and sales have been from overseas. More recently, a U.S. firm has designed and now builds complete photo radar systems (American Traffic Systems 1997). The systems feature their own military-grade camera with advanced photoelectronic imaging capabilities. They then use a proprietary system to rapidly scan the negatives into a computer (or read digital camera images directly), conduct digital enhancement procedures, read the image of the license plate by the use of optical character recognition, and produce printed traffic tickets if the system is tied to an owner’s license database.

EXPERIENCE WITH ASE

ASE using photo radar has been in existence since the 1970s. The experience has been documented by Glauz and Blackburn (1980), Fitzpatrick (1991), Zaal (1994), and Blackburn and Gilbert (1995). At the time of this review, there are reportedly 75 countries using automated speed enforcement (American Traffic Systems 1997). This review is mainly concerned with the most recent research reports, although some of the more unusual early work is included. The experience is presented in alphabetical order by country.

Australia

Victoria, Australia, has perhaps the most extensive photo radar enforcement program of any jurisdiction in the world. The program
was launched in December 1989, and by January 1991 there were 54 speed cameras in operation across Victoria (Cameron et al. 1992). The program included massive publicity both to increase the level of perception of the use of the cameras and to build a community agenda about speeding and safety. The enforcement occurred primarily on arterial roads with 37-mph (60-km/h) speed limits in both metropolitan and country areas.

The rate of issuance of speeding tickets increased from around 20,000 per month prior to the program to 40,000 to 80,000 per month during the program (Cameron et al. 1992). Over the 2-year period, more than 20 percent of all drivers received at least one speeding ticket. The penalties ranged from a small fine and demerit points to license suspension for speeding 19 mph (30 km/h) over the limit. The incidence of crashes and their severity were carefully analyzed statistically. For these analyses, crashes were separated into “low-alcohol hours,” basically daytime hours, and nighttime hours, to distinguish causality between the speed program and a concurrent drinking/driving campaign; drinking had been shown not to be a concern during the low-alcohol hours prior to 1990. New South Wales was used as a “control” since it had no photo radar program, at least initially.

The frequency of casualty crashes compared with that in New South Wales decreased around 30 percent in Victoria because of the combination of the speed enforcement and publicity programs. The percentage of crashes resulting in serious injury also declined significantly. Most of the reductions occurred on arterial roads in Melbourne and on 37-mph (60-km/h) roads in rural Victoria, where the photo radar operations were conducted. The comparisons did not indicate a like reduction during the last 6 months of this 2-year period, during which time New South Wales also introduced a photo radar program and its crash rate dropped.

Rogerson et al. (1994) further analyzed data from the 2-year Victoria experience. One type of analysis used just the crash data from within 0.6 mi (1 km) of each of the 1,699 photo radar camera sites. The crashes were separated into “influenced” and “not influenced” time periods, where “influenced” was defined to be within 7 days after photo radar operations at the site or within 2 weeks after the traffic tickets were mailed (which usually occurred several weeks
after photo radar operations). There were no control sites; the enforcement sites served as their own controls. As before, the times of the crashes were separated into low-alcohol hours and high-alcohol hours. The only statistically significant reductions in crash frequency found were during the days influenced by mailing of traffic tickets, and then only during the high-alcohol hours.

The second set of analyses presented by Rogerson et al. (1994) dealt with the effects of photo radar on speeds in Melbourne and the rest of Victoria. The researchers analyzed a sample of speeds taken from 44 locations and continuous speed data taken from 8 permanent monitoring sites. They found little change in average speeds or in 85th percentile speeds but significant reductions in the percentage of vehicles exceeding the speed limit by at least 9 mph (15 km/h) (from 11.3 percent to 5.5 percent) and in the percentage exceeding the speed limit by at least 19 mph (30 km/h) (from 2.5 to 3 percent to 1 to 1.5 percent). These reductions were observed on roads with speed limits of 37 and 47 mph (60 and 75 km/h); there were insufficient data on roads with a speed limit of 62 mph (100 km/h) to draw similar conclusions.

An update to the Victoria program was provided by Coleman et al. (1996). In the 5 years since the program was begun (December 1989), the percentage of vehicles exceeding the speed limit tolerance (10 percent above the speed limit) decreased from 23 to 2.9 percent, and virtually no drivers exceeded this tolerance by more than 25 percent. There was a 30 percent reduction in casualty crashes on arterial roads in Melbourne and a 20 percent reduction on the 37-mph (60-km/h) rural roads. In 1989 the safety management plan, which included the photo radar speed enforcement, had a goal of reducing Victoria fatalities to 500 per year by 2000. This goal was met in 1992. In 1994 there were 378 fatalities.

Additional data were provided on the Victoria program by Sinclair (1996). Reported traffic collisions dropped from more than 5,400 per year in 1989 to about 4,000 per year in 1996; fatalities dropped from about 1,050 per year to about 700 per year during the same period, with serious injuries dropping correspondingly. In December 1989, 23.9 percent of vehicles exceeded the camera threshold speeds. This percentage dropped to 13 percent in December 1990 and to 5 percent in December 1996. The percentage of all tickets written that were for
speeds more than 19 mph (30 km/h) above the limit (at which level the driver’s license is suspended) dropped from 1.6 percent in December 1989 to about 0.4 percent in 1996.

Coleman et al. (1996) also reported on the photo radar program in New South Wales, which was begun in mid-1991. As of 1995, 21 speed cameras were operating at 809 sites throughout the state. A 22 percent reduction in serious crashes and a decrease in excessive speeding [6 or 12 mph (10 or 20 km/h) above the limit] were realized. The targeted reduction in fatalities for 2000 was surpassed in 1994.

Canada

An early, limited experiment in Vancouver, British Columbia, was reported by Pedersen-Handrahan (1991) and by Pedersen and McDavid (1994). The Vancouver police used photo radar at a site in Vancouver during fall 1990, and data from that site were compared with a control site. The analyses indicated that both average speeds and the percentage of drivers exceeding the speed limit of 31 mph (50 km/h) decreased during the enforcement period but increased again after enforcement ended.

The use of photo radar has increased substantially in more recent times (personal communication, F. Navin, 1997). Photo radar is in widespread use in British Columbia in a program that is patterned after the Australian experience. The effect on high-speed driver behavior is reportedly very noticeable. At the time of writing this review, results of this program had not yet been published. A report is expected from Peter Cooper of the Insurance Corporation of British Columbia.

The Ontario government developed a program “to make Ontario’s roads the safest in North America” (Ontario Ministry of Transportation 1995). As part of this program, a 1-year pilot project was designed to evaluate the effectiveness of photo radar. Photo radar was deployed at three experimental sites [six-lane 62-mph (100-km/h) divided freeway, four-lane 62-mph divided highway, two-lane 50-mph (80-km/h) undivided urban highway] and three control sites. The ministry’s report covers the effects on speeds after 4 months of operation. Significant decreases in average vehicle speeds, and even more profound declines in the percentages of vehicles
speeding by various amounts, especially the highest speeds, were found. Decreases were also noted at the control sites, but they were of lesser magnitude. The control site decreases were attributed to extensive media attention to the use of photo radar and to campaigns against speeding in general. Analyses of changes in crash rates await the accumulation of more data.

**Germany**

One of the earliest studies of the effect of photo radar on speeds and crashes was reported by Glauz and Blackburn (1980); a more detailed study was reported by Lamm and Kloeckner (1984). A section of southbound autobahn A3 between Cologne and Frankfurt experienced crash rates ranging from 5 to 10 times that of the rest of the autobahn system. The section was on a long, steep downgrade (the Elzer Berg) and experienced 85th percentile speeds of 93 mph (150 km/h), compared with the local design speed of 62 mph (100 km/h). Therefore, a speed limit of 62 mph for cars (lower for trucks) was put in place. In conjunction with that, automatic photo radar was installed over each of the three lanes. The 85th percentile speed dropped quickly to about 65 mph (105 km/h) in the left lane and remained at that level for at least 10 years. Total crashes dropped from about 300 per year to under 30 per year, and injury crashes dropped by a factor of 20.

Coleman et al. (1996) indicate that photo radar is now used in Germany only on a limited basis. The reason for this, they indicate, is that under German law the driver, not the owner, is liable to pay the fine. The author’s experience, based on travel there in 1997, is that photo radar is much in evidence. It was particularly evident on autobahn A6 from Cologne to Hannover to Berlin, especially in conjunction with reduced speed limits in construction zones. This observation has been confirmed by the coordinator for police traffic activities in the state of Niedersachsen, with headquarters in Hannover (personal communication, E. Klein, 1997). He agrees that enforcement is more difficult because of the German legal system, but “even given these drawbacks, we will not stop using the automatic speed control on autobahns, since it is pretty successful.”
Correspondence received on December 15, 1997, prepared by Herr Brackemeyer of the German Police Academy in Münster provided additional detail. Frontal photos are taken in hopes of identifying the driver. If the registered owner will not identify the driver, and the driver is repeatedly detected speeding, German law enables the police to require the owner to keep a log of all trips and their drivers for later reference. Photo radar is being used in conjunction with the variable speed limit program described in the previous section. In addition, photo radar is used by local communities, although by law they cannot stop vehicles for speeding (only “the police service” can do that).

The Police Academy also furnished statistics on the prevalence of photo radar units in Germany. As of April 1996, there were 593 photo radar units in the 16 states of Germany, of several different manufacturers and models. The states with the most were Nordrhein-Westfalen (104), Bayren (95), Baden-Württemburg (69), and Niedersachsen (67). Each of the states has at least a few.

Kuwait

Ali et al. (1997) report that Kuwait installed 10 automatic (unmanned) photo radar units for speed enforcement purposes. The researchers determined that drivers slow down dramatically as they approach the units, whose permanent locations are now well known, then speed up immediately after passing them. This behavior is attributed to the general lack of visible law enforcement in the Persian Gulf countries. (Ali et al. quote another study involving 112 h of traffic observation by researchers at a number of intersections over a 3-month period, during which they observed more than 10,000 traffic violations and 3 crashes, but never saw a police officer.) Ali et al. believe that photo radar will not be effective in Kuwait unless it is accompanied by a much greater police presence.

The Netherlands

Oei (1996) presents information and data on speed management and speed enforcement in the Netherlands. The government instituted a Multiyear Road Safety Program with the goals of reducing fatalities
by 25 percent between 1985 and 2000, the average speed by 5 to 10 percent, and the number of speeders to less than 10 percent. Photo radar was installed at four locations that also had speed warning systems in place. The 85th percentile speed was reduced by 2 mph (3 km/h) with warning signs alone and by 5 mph (8 km/h) with signs and photo radar enforcement. The percentage of speeders dropped from 38 percent initially to 28 percent with signs only and to 11 percent with enforcement. The latter percentage increased slightly from 11 percent speeders to 16 percent after 3 years of operation. A small experiment using moveable photo radar in unmarked cars was also reported; it had smaller but measurable beneficial effects on speeds.

Coleman et al. (1996) provide additional information on photo radar enforcement in the Netherlands. They point out that recent enabling legislation that holds vehicle owners, as opposed to drivers, liable for speeding violations makes their program more effective. They also quote additional research by Oei, reported by the Dutch Institute for Road Research, that shows the efficiency in the use of automated speed enforcement as compared with manual enforcement, and they quote other research that shows that automated enforcement can be ineffective without accompanying media publicity.

**Norway**

Elvik (1997) reported on automatic speed enforcement in Norway. Photo radar was deployed at 64 road sections that were classified according to whether they met certain warrants. One warrant was based on crash rates (crashes per million vehicle kilometers before deployment); the other was crash density (crashes per kilometer before deployment). The analyses corrected for regression to the mean, and the effects at each site were weighted statistically. He found a statistically significant reduction in injury crashes of 20 percent for all 64 sections combined. The largest reduction, 26 percent, was found for sections meeting both warrants, and the smallest, 5 percent, was found for sections meeting neither of the warrants.

Elvik (1997) also used a statistical approach to combine his data with 15 other data sets of reported effectiveness of automatic speed enforcement from Germany, Australia, England, Sweden, and the
Netherlands. The weighted mean change (based on the size of the crash sample) was a highly significant 17 percent decline, with 95 percent confidence bounds of 16 to 19 percent.

**Sweden**

A test program of the use of automatic speed enforcement in Sweden was reported by Nilsson (1992). For a 2-year period, 8, and later 16, test sites comprising a total of 68 mi (110 km) of rural road and 11 mi (17 km) of urban main roads had cameras installed; a like number of control sites were also identified. These cameras were tied to sensors buried in the road, not radar (personal communication, G. Nilsson, 1997). They were placed into use according to a plan, for 4 to 6 h at a time, spread over the 24 h of the day and all days of the week. During this period, 14,000 photos were taken of incidents in which the driver exceeded the speed limit of 31 mph (50 km/h) by at least 8 mph (13 km/h), or the speed limit of 56 mph (90 km/h) by at least 9 mph (14 km/h).

The researchers found that average speeds dropped by 3 to 6 mph (5 to 10 km/h) at the experimental sites. The speed reductions started about 0.3 mi (500 m) upstream of the radar units and continued to about 0.6 mi (1 km) past the units. Over the 2-year period the range of influence diminished to be more in the immediate vicinity of the cameras. A reduction in injury crashes and fatalities was also observed, but these changes were too small to be statistically significant.

Additional information is provided by Coleman et al. (1996) and by Nilsson (personal communication, 1997). Photo radar usage in Sweden is now rather limited. Where it is used, it is usually mounted in a police van that can be moved from site to site. Most speed enforcement there is not automated but uses manned radar (without a camera) or manned laser guns. In fact, the use of manned lasers is increasing dramatically in Sweden, as reported by Andersson and Nilsson (1997). The percentage of all tickets written using lasers increased from 36 percent to 53 percent from 1994 to 1995. This enforcement is part of Sweden’s national road safety program, intended to decrease the proportion of drivers exceeding the speed limits by 35 percent by 2000.
United Kingdom

The effects of the use of automated photo enforcement (speed cameras, using radar and other speed-sensing systems) on trunk roads in West London were reported by Swali (1993) and later with additional data by Winnett (1994). The early results reported by Swali indicated very significant reductions in speeds; one site with a 40-mph (64-km/h) speed limit indicated a change from 1,090 drivers per day traveling more than 20 mph (32 km/h) over the limit before enforcement to 30 drivers per day after, a reduction of 97 percent. For all sites combined, total crashes were reduced by 22 percent, and fatal plus serious injury crashes were reduced by 38 percent.

The later report by Winnett (1994) indicates that, after correcting for general crash trends, total crashes at speed camera sites declined 14 percent, significant at the 1 percent level. Furthermore, the decrease in fatal and serious injury crashes was highly significant, whereas the 8 percent decrease in slight crashes was not statistically significant.

United States

The first use of ASE in the United States was in Arlington, Texas, in 1976 (Blackburn and Gilbert 1995). For a 3-month period a photo radar system known as Orbis III was used. Photo radar was not used again for actual enforcement until 1986, although, as will be noted, there was much field testing of various systems. In July 1986, Precinct 8 of Galveston County, Texas, began an ASE program that lasted for 1 year. In 1987 the city police of La Marque, Texas, used ASE equipment for a 3-month period. Both programs were stopped because of adverse public opinion.

Blackburn and Gilbert (1995) report that, as of about 1994, 13 additional U.S. communities used photo radar for speed enforcement for some period. At the time they wrote their report, the ASE programs in 6 of the 13 communities had ceased for a variety of reasons. Programs still operational at that time were Paradise Valley, Arizona; Campbell, National City, and Riverside, California; and Garland, Wellington, and West Valley, Utah. The Pasadena program, no longer
operational, was well known for its intensity and the fact that it was in a fairly large community. It ran for 4 years until it ended in 1992 for several reasons (judicial and public support eroded, the equipment vendor went out of business, police manpower was reduced, and the cost of the program was excessive).

At the present time the following U.S. communities are using ASE: Portland, Oregon; Scottsdale, Mesa, Tempe, and Paradise Valley, Arizona; National City and perhaps San Jose, California; and Fort Collins and Commerce City, Colorado (personal communication, A. Tuton, 1997). (Canadian locations with current ASE programs include British Columbia and Edmonton, Calgary, and Lethbridge, Alberta.) Boulder and Denver, Colorado, have issued RFPs to establish ASE programs.

Generally, the U.S. programs did not receive as much evaluation as many of the foreign programs did. However, some data are presented by Blackburn and Gilbert (1995). In Paradise Valley (the longest running of any U.S. ASE program) the annual number of crashes went from 460 in 1986, the year before the program was begun, to 224 in 1992, the last year data were available to the authors. In West Valley, Utah, the annual number of crashes fell from 2,130 to 1,710 after 2 years of ASE use. The police of National City, California, reported a 26 percent decline in crashes during the first 10 months of photo radar use.

The Scottsdale ASE program was begun in 1996. American Traffic Systems (1997) reports that crashes declined from 181 to 120 during comparable 10-week periods before and after enforcement. Similarly, an 81 percent drop in speeding violations, from about 6.6 percent to about 1.2 percent as a percent of all vehicles, was reported in Commerce City, Colorado (American Traffic Systems 1997).

Midwest Research Institute provided an evaluation of the ASE program in Riverside, California (Blackburn and Bauer 1995). Data were obtained from 13 test sites in the community by the police department. Unfortunately, broad generalizations are not possible because the amount of data collected varied greatly from site to site and at different times of the day; at some sites no data were obtained after the beginning of enforcement and at some sites there
were no before-enforcement data. Following are some of the findings:

- Average speeds were changed by an amount ranging from a decrease of 14 mph (23 km/h) (at a school zone) to an increase of 1.1 mph (1.8 km/h).
- The 85th percentile speed (calculated as the mean plus one standard deviation) was reduced at all sites and times of day for which data are available by a maximum of 16.4 mph (26.4 km/h) (at the school zone) and a minimum of 0.2 mph (0.3 km/h).
- The percentage of vehicles exceeding the speed limits by various amounts was examined. For example, the percentage speeding by 11 mph (18 km/h) or more decreased in all but 1 of the 39 site/time combinations for which data were available. Again, the largest reduction was at the school zone, where, in the a.m. peak, for example, the percentage dropped from 77.7 to 19.9. [At this 25-mph (40-km/h) speed zone, nearly everyone was speeding before the ASE program; some speeds of 70 to 80 mph (113 to 129 km/h) were recorded.]
- Reductions in crashes in Riverside were compared with those in a control city, Santa Ana. The monthly average of speed-related (by police report) fatal and injury crashes decreased by 5.3 in Riverside, while it increased by 2.4 in Santa Ana. The total number of speed-related crashes dropped by 14.2 per month in Riverside and increased by 1.1 per month in Santa Ana.
- The percentage reduction in speed-related fatal and injury crashes in Riverside was 14.7, whereas the comparable reduction in fatal and injury crashes judged not to be speed related was 18.1 percent. Similar results were obtained for total crashes.

Finally, it is of interest to report the number of evaluations of photo radar systems in the United States that stopped short of issuing speeding citations. Pilot tests of ASE equipment are reported by Blackburn and Gilbert (1995) in the early 1980s by state police agencies in Washington, Michigan, and New Jersey. Lynn et al. (1992) report on feasibility studies conducted in Virginia and Maryland, with the intent of ultimately installing such systems on the Capital Beltway (which has not happened).
SUMMARY OF LEGAL AND POLITICAL ISSUES ASSOCIATED WITH ASE

A short selection of some of the more commonly discussed legal and political issues is presented here, with brief discussions of each. Much of this material is taken from Blackburn and Gilbert (1995).

Constitutional Issues

Issues such as right to privacy and illegal search and seizure have been raised from time to time. Many state and Supreme Court decisions have consistently found that the use of photo radar does not violate rights under the Fourth Amendment.

Admissibility of Photographic Evidence

Some have argued that photographs taken by photo radar should not be allowed as evidence in a courtroom. This issue has been addressed by a number of state supreme courts and appellate courts, and it was found consistently that photographic evidence of this type, if it can be shown to be authentic and competent, is admissible.

Scientific Reliability

The issue here is whether the photo radar equipment can be shown to be scientifically valid and reliable. In some countries the equipment (not just a sample, but every single device) must be tested periodically by a government testing agency and certified to be accurate. In the United States a formal set of standards for such equipment is under development and should be available soon (personal communication, A. Tuton, 1997).

Frontal Versus Rear Photographs

There was much debate on this issue 15 years ago, and some continues. The argument is that a frontal photograph is required to provide some identification of the driver. Others argue that such photographs
have occasionally created unpleasant repercussions if a motorist was shown in a potentially embarrassing situation. If the owner of the vehicle can be made liable for the speeding infraction (see next issue), then frontal photographs would not be necessary since it would only be necessary to identify the vehicle. A related issue is that some states do not require front license plates, so a frontal photograph would not identify the vehicle. In other states that require front plates, the police find that a significant fraction of vehicles (10 to 20 percent) do not display such plates. Therefore, they set up their photo radar with two cameras and manually take a second photo of the rear of the vehicle if the front plate is missing. It is also possible for an automatic system to routinely take both front and rear photos of detected speeders.

**Owner Liability**

In most jurisdictions where photo radar is used, the legal system makes the driver, not the owner, liable for the violation. Exceptions include Australia, the Netherlands, and Paradise Valley, Arizona, where the owner is held responsible (vicarious liability). Otherwise, the police can mail the registered owner the ticket and the owner has the option of paying the fine, identifying the driver, coming to the police station to view the photograph (most jurisdictions do not mail the photos), or contesting the ticket and going to court. Laws in some countries require owners to follow these steps; in others such as Germany they are voluntary, but the majority of owners pay the fine.

**Penalties**

In some jurisdictions the fines for speeding when detected by photo radar are modest, and the violations are considered civil (not criminal) offenses. As such, they are treated much like parking tickets; this approach makes it easier for the jurisdiction to hold the owner vicariously liable. In many European countries and in Australia, the fines can be stiff (hundreds of dollars). Moreover, points may be assessed against the driver’s record. It is not uncommon for countries to impose license suspension for excessive speeding [19 mph (30 km/h) over the limit, for example].
Manned Versus Unmanned Operation

It is possible for photo radar to be operated in a totally automatic, unmanned mode. In this mode, a large spool of film is placed in the camera, the system is placed in a roadside box or cabinet, power is supplied, and the system then operates by itself until an officer comes to retrieve the film. With this mode, many boxes are usually installed at the locations to be used for speed enforcement, the locations being evident to the motorists. However, there are far fewer photo radar units than boxes, so the photo radar units are rotated among the boxes. This mode can be effective because the motorists do not know which boxes are active. Experience indicates that vandalism can be expected, however.

Alternatively, a manned operation requires an officer to be present with the equipment. Some jurisdictions require this, so the officer can vouch for the operation and that the photographed vehicles were witnessed by the officer. The equipment can either be set up alongside the road on a stand or tripod or, more commonly, mounted in the back of a police van, enabling rapid mobility.

Public Opinion

The demise of a photo radar program is often the result of adverse public opinion being brought to the attention of the community officials (city council, mayor, etc.), causing them to cancel the program. This happens not only in the United States but also on occasion in foreign countries.

There have been only two formal surveys of public opinion about photo radar in North America in recent years. A well-publicized survey by the Insurance Institute for Highway Safety was conducted in 1989, using random digit dialing in two communities with ongoing photo radar programs, Paradise Valley, Arizona, and Pasadena, California, and in the surrounding areas (Freedman et al. 1990). There was great awareness of the ongoing programs in both communities and in the surrounding areas. In all, 58 percent either approved or strongly approved of the program, with the residents of Paradise Valley and Pasadena more likely to approve than those in the nearby
communities. (However, the majority of all subpopulations approved, after removing those who had no opinion.) The percentage of those interviewed who strongly disapproved ranged from 12 percent in the two communities with active enforcement to 15 and 20 percent, respectively, in the surrounding areas of the two communities. Reasons given by those who disapproved were that the wrong person may be ticketed, it gives police an unfair advantage, it violates rights to privacy, it does not give the driver a chance to explain, and it is not effective in reducing speeds.

A later survey was conducted in British Columbia by Zuo and Cooper (1991). Surveys of randomly selected drivers in British Columbia during the period 1988 to 1990 were conducted about red light cameras. Roughly 500 to 600 driver responses were obtained in telephone interviews in each of the 3 years. In 1989 and 1990, questions about photo radar were added. The positive response to photo radar increased from 71 percent in 1989 to 74 percent in 1990, which was not statistically significant. Drivers who were against photo radar tended to be young to middle-aged males with two or more moving violations in the past 3 years and who tend to respond more aggressively to frustrating traffic situations.

In a parallel survey in 1990, drivers were presented with a hypothetical situation where they were speeding to “keep up with traffic” (Zuo and Cooper 1991). If they received a ticket from a policeman using conventional enforcement, 39 percent felt that the ticket was unfair, and 51 percent said that it would make them angry. If they received the ticket because of photo radar enforcement, 45 percent said that it would be unfair and 60 percent said that it would make them angry. The authors conclude that “there are obviously a number of drivers whose attitude towards the cameras simply reflects their attitude towards enforcement in general.”

DEPLOYMENT STRATEGIES FOR ASE

Automated Speed Monitoring and Warning Systems

Experience with these systems indicates that they can be effective at selective locations, such as in school zones and work zones. They
must react to the speeds of individual vehicles. They must display messages dynamically, by flashing or giving appropriate messages. They must be enforceable speeds, not advisory speeds, and they must be backed up by enforcement, at least occasionally.

**Variable Speed Limit Systems**

These systems can be effective when installed at locations where the public senses that they are believable. Locations where there is frequent fog or traffic backups are prime candidates. (At a cost on the order of $1 million per installation, they must be used selectively.) Dynamically displaying the reason for a reduced speed limit is recommended. The displayed speeds must be appropriate to the conditions of the moment and enforceable. Actual enforcement must accompany the reduced speed limit, at least some of the time, and must be accompanied by publicity about both the variable speed limit and the presence of enforcement.

**Automated Speed Enforcement**

ASE and, in particular, photo radar can be effective in detecting and convicting drivers traveling at excessive speeds, provided that enabling legislation that is supported by the politicians and the courts is in force. It is critical that public support be gained before the legislation is implemented. The public must be convinced that there is a safety problem, that high speeds are a primary cause of the problem, and that enforcement is aimed at only a small minority of drivers (the focus population of automated enforcement travel at very high speeds). If the public becomes convinced that ASE is being used to generate revenue, the program is doomed to failure.

ASE should be used where there is a perceived speeding problem. Candidates include school zones (during hours when students are likely to be about), work zones (when there is actually work going on or where the road geometrics have been temporarily and radically modified), and known high-crash locations. Especially appropriate are high-crash locations where traditional police enforcement is not feasible due to lack of adequate shoulders, high traffic volumes, and
so forth. The installations must be publicized and defended. Signage upstream or downstream of the actual installation is often used to allay driver complaints of police unfairness. It must be understood that the purpose of the enforcement is to reduce high speeds, not to “catch” speeders.

The ASE equipment should be used, at least initially, with a fairly high threshold—say, 20 mph (32 km/h) over the limit. It has been found that there are enough drivers with such speeds to keep the equipment, the police, and the courts busy. As the public becomes more used to the equipment, it may be possible to reduce the threshold.

If a state, a community, or the nation decides on a major program to reduce speeding in general and not just at selected locations as part of a greater program to reduce serious crashes, then a wider deployment of ASE would be in order. Either a large number of boxes or cabinets could be installed to house ASE equipment on a rotating basis or mobile equipment housed in police vans could be used. The public must be convinced of the importance of the program and know that they cannot predict where the equipment might be located on a day-by-day or hour-by-hour basis. The types of roads where such equipment is deployed should be determined on the basis of speed surveys; the road class in itself is not particularly important. Modern ASE equipment can easily be deployed to survey two or three lanes of traffic in one direction, perhaps more. If the jurisdiction is serious about the program, convictions should be accompanied not only by fines but also by points, and consideration should be given to license suspension if the violation is serious enough.
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Appendix E

Glossary

The terminology required for a comprehensive discussion of the relationship between vehicle speed and safety has specific technical connotations that may differ from the meanings of these words in the vernacular. This glossary describes several terms associated with vehicle speeds on streets and highways, and with highway and traffic engineering. Speed parameters customarily expressed in miles per hour (mph) are cited in these units in this glossary (1 mph = 1.609 km/h).

10-mph Pace

The 10-mph pace is the 10-mph range encompassing the greatest percentage of all the measured speeds in a spot speed study. It is described by the speed value at the lower end of the range and the percentage of all vehicles that are within the range; as such, it is an alternative indicator of speed dispersion. Most engineers believe that
safety is enhanced when the 10-mph pace includes a large percentage (more than 70 percent) of all the free-flowing vehicles at a location. (Note: 10 mph = 16 km/h.)

**85th Percentile Speed**

The 85th percentile speed is the speed at or below which 85 percent of the free-flowing vehicles travel. Traffic engineers have assumed that this high percentage of drivers will select a safe speed on the basis of the conditions at the site.

The 85th percentile speed has traditionally been considered in an engineering study to establish a speed limit. The 85th percentile speed for a normal distribution is shown in Figure E-1. In most cases, the difference between the 85th percentile speed and the average speed provides a good approximation of the speed sample’s standard deviation.

**Advisory Speed**

At certain locations on the highway system, such as horizontal curves, intersections, or steep downgrades, the safe speed on the roadway may be less than the posted speed limit. Rather than lowering the regulatory speed limits at each of these locations, traffic engineers often place standard warning signs accompanied by a square black-and-yellow advisory speed plate as shown in Figure E-2. Although this sign provides a warning to approaching drivers, it is not legally enforceable.
Arterial

Arterials provide the high-speed, high-volume network for travel between major points in rural areas. They generally have minimum design speeds of at least 37 mph (60 km/h). Most intersections are at grade (i.e., at the same level), and access to abutting property is permitted but controlled. Utilities are usually permitted within the right-of-way. All rural arterials, including freeways, constitute about 9 percent of the rural highway length in the United States and carry 64 percent of the rural vehicle miles of travel.

The principal purpose of urban arterials is to provide mobility. Design speeds may be as low as 31 to 37 mph (50 to 60 km/h), but higher speeds are common, particularly for principal arterials. In developed areas, principal arterials are often spaced at intervals of 0.6 to 1.2 mi (1 to 2 km). Principal arterials, including freeways, account for 9 percent of the urban street length and carry 58 percent of all urban travel.

Average Speed

The average (or mean) speed is the most common measure of central tendency. Using data from a spot speed study, the average is calculated by summing all the measured speeds and dividing by the sample size, $n$.

Basic Speed Law

The Uniform Vehicle Code (National Committee on Uniform Traffic Laws and Ordinances 1992) and most state motor vehicle laws include a basic speed law with wording similar to the following: No person shall drive a vehicle at a speed greater than is reasonable and prudent under the conditions and having regard for the weather, visibility, traffic, and the surface and width of the roadway.

Braking Distance

Braking distance, assumed for design purposes to be on a wet pavement surface, is the distance required to stop a vehicle from the
instant brake application begins. The minimum braking distance for a vehicle on a level roadway increases with the square of the speed:

$$b = \frac{V^2}{254f}$$

where

- $b$ = braking distance (m),
- $V$ = initial speed (km/h), and
- $f$ = coefficient of friction between tires and roadway.

The dashed line in Figure E-3 shows braking distance as a function of a vehicle’s initial speed. The solid line shows the total stopping distance.

![Figure E-3 Design values for braking and stopping distance. (Note: 1 m = 3.28 ft and 1 km/h = 0.62 mph.)](image)

**Business District**

For the purpose of establishing statutory speed limits, the Uniform Vehicle Code (National Committee on Uniform Traffic Laws and Ordinances 1992) defines a business district as the territory contiguous to and including any highway when within any 180 m along such highway there are buildings in use for business or industrial purposes, including but not limited to hotels, banks, or office buildings that occupy at least 90 m of frontage on one side or 90 m collectively on both sides of the highway. (Note: 1 m = 3.28 ft.)
Collector Roads and Streets

Collector roads and streets collect vehicles from local roads and abutting properties and route them to arterials. Traffic volumes are relatively low and design speeds may be as low as 31 mph (50 km/h). Collectors have all intersections at grade and little access control. They may also have pedestrians and parked vehicles. Collectors represent 23 percent of the rural highway length and carry 25 percent of the rural vehicle miles of travel.

Collector streets in urban areas have design speeds of 31 mph (50 km/h) or greater. Their function is divided equally between mobility and access. Collectors are more likely than minor arterials to accommodate parking, pedestrians, bicycles, and local buses. Collectors and minor arterials account for 21 percent of urban street length and carry 28 percent of all urban travel.

Compliance with Speed Regulations

There is no commonly accepted definition of compliance with speed regulations. Motorists traveling less than the posted speed limit might appear to be in compliance, but under certain weather, visibility, or traffic conditions, they may be violating the basic speed law. In the more general case of free-flowing vehicles under favorable environmental conditions, measures of compliance (actually, noncompliance) include the percentage of vehicles exceeding the posted limit by 6 or 9 mph (10 or 15 km/h), or the percentage of vehicles exceeding the roadway’s design speed.

Costs of Motor Vehicle Crashes

In highway safety analyses, it is often necessary to assign costs to traffic crashes. For example, the National Safety Council (NSC) recommends economic costs for crashes on the basis of productivity lost and expenses incurred because of collisions. NSC also estimated comprehensive costs for crashes, which included economic costs and a measure of the value of lost quality of life associated with deaths.
and injuries. The Federal Highway Administration (FHWA) has also suggested collision costs based on two different injury scales: (a) the KABC scale, with four injury levels ranging from Killed to Possible Injury; and (b) the Abbreviated Injury Scale, with six injury levels ranging from Killed to Minor. Table E-1 compares the costs recommended by NSC (1996) and FHWA (Judycki 1994).

<table>
<thead>
<tr>
<th>Type of Injury</th>
<th>Economic</th>
<th>Comprehensive</th>
<th>KABC Scale</th>
<th>Abbreviated Injury Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatal</td>
<td>790,000</td>
<td>2,790,000</td>
<td>2,600,000</td>
<td>2,600,000</td>
</tr>
<tr>
<td>Critical</td>
<td></td>
<td></td>
<td></td>
<td>1,980,000</td>
</tr>
<tr>
<td>Severe</td>
<td></td>
<td></td>
<td></td>
<td>490,000</td>
</tr>
<tr>
<td>Incapacitating</td>
<td>41,200</td>
<td>138,000</td>
<td>189,000</td>
<td></td>
</tr>
<tr>
<td>Serious</td>
<td>13,900</td>
<td>35,700</td>
<td>36,000</td>
<td>150,000</td>
</tr>
<tr>
<td>Evident</td>
<td></td>
<td></td>
<td></td>
<td>40,000</td>
</tr>
<tr>
<td>Moderate</td>
<td>7,900</td>
<td>17,000</td>
<td>19,000</td>
<td>5,000</td>
</tr>
<tr>
<td>Possible</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minor</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No injury—property</td>
<td>6,000</td>
<td>1,700</td>
<td>2,000</td>
<td></td>
</tr>
</tbody>
</table>

a NSC economic costs include minor injuries whereas comprehensive costs exclude all injuries.

Crash Probability

In typical use, crash probability refers to the long-term likelihood that a driver will be involved in a crash under a specified set of conditions (e.g., on a given trip, during the coming year). Estimates of national crash experience can be used to calculate average crash probabilities. However, crash probability is known to vary with driver characteristics, vehicle type, roadway features, and environmental factors, so the crash probability for an individual motorist may be substantially more or less than the average.
Crash Severity

A fatal crash is a crash that results in one or more deaths within 30 days of the crash. A nonfatal injury crash is a crash in which at least one person is injured, but no injury results in death. A property-damage-only (PDO) crash is a collision that results in property damage, but in which no person is injured.

Cross Section

The roadway cross section consists of those geometric features perpendicular to the direction of travel. Common cross-section elements include the following:

- Number of lanes—determined by the projected traffic volume for a facility.
- Lane width—must be sufficient to accommodate the design vehicle, allow for imprecise steering maneuvers, and provide clearance for traffic flow in adjacent lanes. It is dependent on the design vehicle, design speed, volume, the presence or absence of shoulders, horizontal alignment, and the presence of oncoming traffic.
- Cross slope—promotes drainage of surface water.
- Shoulders—used for emergency stopping and for lateral support of base and surface courses.
- Medians—used to separate opposing directions of traffic on multilane highways.
- Marginal elements—curbs, gutters, sidewalks, roadside slopes, and barriers.

Design Driver

A roadway's design must be compatible with drivers' capabilities and limitations. The design driver embodies those specific human characteristics that should be recognized in designing and operating the road. It is inappropriate to design for the median driver because this would potentially put half the drivers at risk. On the other hand, it is
probably not realistic to design for the 99th percentile value of every human characteristic. Although the American Association of State Highway and Transportation Officials (AASHTO) does not provide an explicit description of the design driver, the following elements certainly should be included:

- **Familiarity:** The designer should assume that motorists are driving on a roadway for the first time and that they have no familiarity with its features.
- **Driver age:** Certain human performance characteristics deteriorate with age. Persons over the age of 65 constitute an increasing portion of the driving population, and their special needs must be considered in highway design.
- **Vision:** States specify a level of visual acuity (typically 20/30 corrected) that drivers must satisfy to retain their license. Designers must not only consider this requirement for their state, but also recognize that drivers from other jurisdictions with potentially inferior visual acuity standards will be using their roads. Most states do not test drivers for nighttime vision; nevertheless, the significant amount of travel during the hours of darkness suggests that designers should consider this factor.
- **Eye height:** The height of a driver’s eye above the pavement affects the length of road ahead that a driver can see; eye height is a function of both the human and the vehicle. AASHTO’s recommended value (AASHTO 1994) of 1070 mm corresponds to the 7th percentile driver in a passenger car.
- **Impairment:** Motorists may become impaired by fatigue, medication, alcohol, and drugs. These imperfections, at least to the extent that they are legal (e.g., a blood alcohol content below 0.08), should be recognized by the designer. As a consequence, engineers must design for the prudent, rather than the perfect, driver.

**Design Speed**

AASHTO defines a roadway’s design speed as “the maximum safe speed that can be maintained over a specified section of highway when conditions are so favorable that the design features of the high-
way govern” (AASHTO 1994). This is the maximum speed prudent drivers would choose when environmental conditions are very good and traffic volumes are light. Subject to the constraints of environmental quality, economics, aesthetics, and social impacts, AASHTO recommends higher design speeds to promote safety, mobility, and efficiency. Certain highway design features, including curvature, sight distance, and roadside elements, are highly sensitive to the choice of design speed; others, including lane and shoulder widths, do not change appreciably with design speed. In planning a roadway, the engineer initially selects a design speed; that decision, in turn, establishes upper or lower bounds on the facility’s geometric design parameters. This is the principal use of design speed. On a rural, level, straight roadway with no access points and obstacle-free roadsides, the concept of design speed is not meaningful.

Drivers exceeding the design speed by a small amount under favorable conditions will not necessarily have a crash, principally because AASHTO incorporates safety factors into its design recommendations. For example, the stopping sight distance model assumes a very conservative perception-reaction time and a wet roadway surface; an alert driver can react quicker and a vehicle on a dry roadway can decelerate to a stop in a much shorter distance than the design value. Likewise, an attentive motorist can exceed a horizontal curve’s design speed without running off the roadway.

Higher design speeds enhance safety, principally by accommodating minor driver errors and providing greater opportunities for crash avoidance. AASHTO strongly recommends consistency in design speed along a roadway section to avoid misleading motorists. Although it appears reasonable that the posted speed limit should not exceed a highway’s design speed, the existing roadway system includes countless horizontal curves with safe speeds below the design speed or posted speed limit; these situations are routinely handled with curve warning signs and advisory speed plates (see Figure E-2).

Engineering Study

The Uniform Vehicle Code (National Committee on Uniform Traffic Laws and Ordinances 1992) and state motor vehicle laws
authorize state and local highway agencies to determine whether the statutory speed limit on a section of road is greater or less than is reasonable under the conditions that exist at the location. This determination must be based on an engineering study, which requires data collection and analysis in the determination of an appropriate limit. The data considered would typically include the following factors:

- Area—rural, suburban, or urban;
- Results of a spot speed study, principally the 85th percentile and 10-mph (16-km/h) pace speeds;
- Crash experience, with particular attention to speed-related crashes;
- Traffic volume and composition (i.e., types of vehicles);
- Existing traffic controls (regulatory and warning);
- Design features, including horizontal and vertical alignment, sight distance, and lane width;
- Pavement surface condition;
- Parking;
- Presence and usage of driveways;
- Roadside hazards;
- Pedestrians and bicycles;
- Speed limits on adjacent roadway sections; and
- Existing level of speed enforcement.

Typically, the speed data—particularly the 85th percentile speed—provide the first approximation of the speed zone limit. The limit may be adjusted from this value on the basis of the other factors.

Externalities

“Externalities” refers to the risks imposed on others not taken into account by an individual’s decision. In the case of speed choice, the term refers to the risks imposed on other road users (e.g., other drivers and vehicle occupants, pedestrians, bicyclists) by an individual driver’s selection of a driving speed. For example, a driver’s decision to accept a higher risk of death or injury in exchange for a shorter trip
time almost certainly increases the risk for other road users. Externalities are one of the primary reasons for regulating speed.

**Fatality Rates**

There are four common methods of calculating fatality rates:

- *Travel-based fatality rate*—fatalities per 100 million vehicle-mi of travel (100 mvm). In 1996, the United States had a travel-based fatality rate of 1.7 fatalities per 100 mvm. This rate is commonly used in the highway engineering community. (Note: 100 million vehicle-mi = 161 million vehicle-km.)

- *Registered vehicle fatality rate*—fatalities per 100,000 registered vehicles. In 1996, the United States had a registered vehicle death rate of 20.8 fatalities per 100,000 registered vehicles.

- *Population fatality rate*—fatalities per 100,000 population. In 1996, the United States had a population death rate of 15.8 fatalities per 100,000 people. This method of normalizing fatalities is commonly used by the health profession for infection and mortality rates.

- *Driver fatality rate*—fatalities per 100,000 licensed drivers. In 1996, the United States had a driver fatality rate of 23.3 fatalities per 100,000 licensed drivers.

**Free Flow**

A free-flowing vehicle is one whose driver has the ability to choose a speed of travel without undue influence from other traffic, conspicuous police presence, or environmental factors. In other words, the driver of a free-flowing vehicle chooses a speed that he or she finds comfortable on the basis of the appearance of the road.

In conducting a spot speed study, the field observer detects and records the speed of free-flowing vehicles. Vehicles operating under the following conditions are not free flowing and must be excluded from the sample:

- Two vehicles in the same lane have a headway (time from the front of one vehicle to the front of the following vehicle) of less than 4 s.
• A vehicle’s brake lights are on.
• A vehicle is accelerating or decelerating; this includes a vehicle entering or leaving the roadway at nearby ramps, intersections, and driveways.
• Enforcement or emergency vehicles with flashing lights are nearby.
• Oversize loads or funeral convoys are present.
• Pedestrians, animals, debris, or disabled vehicles are on or adjacent to the roadway.
• There is interference from maintenance crews.

A field observer can monitor these conditions and select a sample of truly free-flowing vehicles. However, most automatic devices used to detect and record the speeds of passing vehicles are unable to detect these interfering factors. As a result, data from automatic speed monitoring stations underestimate the free-flow speed of traffic.

**Freeway**

A freeway is a type of principal arterial designed to move large traffic volumes at high speeds. It is characterized by limited access, grade separations rather than intersections at cross streets (i.e., intersecting traffic crosses the freeway at a different level), minimum design speed of 50 mph (80 km/h), and medians to separate opposing traffic flows. Because of their superior design features, freeways have low crash rates relative to other rural roads. They constitute only 1 percent of rural highway length but carry 24 percent of all rural travel.

Freeways in urban areas are intended to move large volumes of traffic at higher speed with limited access to adjacent property. Design speeds are similar to those of rural freeways, but urban freeways often have three or four lanes in each direction and interchanges spaced at less than 1.2 mi (2 km). Most traffic traveling through an urban area uses a freeway. Although urban freeways account for less than 3 percent of the street length in urban areas, they carry more than one-third of all urban travel.
Geometric Design Standards

The geometric design standards for streets and highways specify desirable and minimum values for most geometric features, including horizontal alignment, vertical alignment, cross section, and roadside elements.

Highway Capacity

All roads, streets, and freeways have an upper limit on the amount of traffic they can accommodate during an hour. For uninterrupted flow facilities (e.g., ones without traffic signals), this flow rate is related to speed as shown in Figure E-4. At very high flow rates, the speed of the traffic stream decreases slightly; under these conditions, even a small incident can cause the flow to become unstable, and both the volume and the speed will decrease. Traffic density is the number of vehicles in a single lane 0.6 mi (1 km) in length. At low densities, motorists are able to select their speed; as conditions become more congested density increases and speeds tend to decrease. The diagonal line in Figure E-4 shows the reciprocal of density as a function of the flow rate.

Highway Functional Classification

In designing a highway facility, the engineer initially defines the function that the facility will serve. The level of service required for the anticipated volume and composition of traffic determines the subsequent selection of design speed and geometric criteria. AASHTO recommends design characteristics for four classes of rural highway: freeway, arterial, collector, and local (AASHTO 1994).
The terminology used for roadway classification in urban areas is similar to that for rural areas. However, most urban areas have special conditions that can alter the design and operation of their roadways. Factors such as higher population density, one-way streets, parking, pedestrians, and transit influence urban street and roadway design.

**Horizontal Alignment**

Horizontal alignment parameters include the curve radii \( R \) and the roadway superelevation. To provide motorist comfort and permit higher operating speeds, road segments on horizontal curves are superelevated or banked. (See Figure E-5.) The superelevation rate \( e \) may be as high as 0.12, but it is typically limited to 0.08 in areas subject to ice and snow. The engineer selects \( R \) as a function of the highway’s design speed and the superelevation.

**Level of Service**

A roadway’s operational condition as perceived by motorists is referred to as the level of service. In highway capacity analysis, this parameter has six designated levels, from A (the best condition with no congestion and higher operating speeds) to E (capacity) and F (the worst situation with extreme congestion and stop-and-go traffic). On a freeway section, most drivers judge the level of roadway performance by their travel speed. However, studies have documented that high speeds can be maintained on well-designed freeways over a considerable range of traffic volumes (see Figure E-4). As a result, the level of service for freeway sections is based on the density of traffic (vehicles per kilometer per lane); as density increases, the level of service deteriorates.
Local Roads and Streets

Local roads and streets primarily provide access to the farm, residence, business, or other abutting property. Because these facilities are not intended to accommodate much through traffic, they may have lower design speeds. Pedestrians, bicycles, and parked vehicles may use these facilities. Although 68 percent of all rural highway length in the United States is classified as local, these roads account for only 11 percent of all rural vehicle miles of travel.

Local urban streets provide access to property and connections to roadways of higher functional class. Design speeds are typically 37 mph (60 km/h) or less, and through traffic is discouraged. Traffic calming techniques are being used with increasing frequency to control vehicle volumes and speeds on local urban streets. Local streets account for 70 percent of the urban street length and carry 14 percent of all urban travel.

Median Speed

The median speed, another measure of central tendency, is the middle (or 50th percentile) value. It is readily determined by arranging all of the speed observations from low to high and then selecting the middle value. If the speed data are approximately symmetrical, the average and median will have similar values.

Operating Speed

Operating speed is the speed at which drivers of free-flowing vehicles choose to drive on a section of roadway. Figure E-6 compares the design speeds and two operating speeds (average and 95th percentile) at 12 two-lane study sites in Arkansas, Illinois, and Texas when the national 55-mph (89-km/h) speed limit was in effect (Messer et al. 1981). The dashed line represents the situation where the design and operating speeds are equal. On roadways with 50-mph (80-km/h) design speeds, average operating speeds exceeded the design speed by about 6 mph (10 km/h), and the 95th percentile speeds were 17 mph (27 km/h) greater than the design speed. These parameters increased
by relatively small amounts on highways with design speeds of 60 and 70 mph (97 and 113 km/h).

![Figure E-6 Relationship between design and operating speeds (Messer et al. 1981). (Note: 1 mph = 1.609 km/h.)](image)

**Perception-Reaction Time**

In the context of geometric design, perception-reaction time is the interval between the instant the motorist recognizes the existence of an object or hazard on the roadway ahead and the moment the driver actually applies the brakes or takes another action. Although most alert drivers have perception-reaction times of less than 1 s, AASHTO recommends a value for stopping sight distance calculations of 2.5 s (AASHTO 1994). Vehicle speed does not affect reaction time, but the distance traveled by a vehicle during a fixed time period obviously increases with speed.

**Residence District**

For the purpose of establishing statutory speed limits, the Uniform Vehicle Code (National Committee on Uniform Traffic Laws and Ordinances 1992) defines a residence district as the territory contiguous to and including a highway not comprising a business district when the property on such highway for a distance of 90 m or more is in the main improved with residences or residences and buildings in use for business. (Note: 1 m = 3.28 ft.)
Roadside Elements

Roadside elements consist of relatively flat slopes (which provide adequate recovery room for errant vehicles), ditches and other drainage features, highway appurtenances (e.g., signs, signals, and street lights), and traffic barriers to shield traffic from steep slopes or other potentially hazardous objects.

Safe Curve Speed

The safe speed through horizontal curves is often less than the design speed on adjacent sections of tangent roadway. However, the “safe speed” on a horizontal curve is much less than the speed at which a motorist would run off the roadway. Rather, it is the speed at which the unbalanced side force experienced by the driver and other vehicle occupants starts to become uncomfortable. To quantify this feeling, traffic engineers adapted the ball bank indicator from airplanes; a modern version of this device is shown in Figure E-7. This device is mounted in a typical passenger vehicle, and readings are taken as the vehicle negotiates a curve at progressively higher speeds. The readings, of course, increase with speed. The maximum recommended values, initially established around 1940, are 14 degrees for test speeds of less than 20 mph (32 km/h), 12 degrees for speeds between 22 and 37 mph (35 and 60 km/h), and 10 degrees for speeds of 40 mph (65 km/h) or greater. An FHWA study (Chowdhury et al. 1998) evaluated the behavior of contemporary drivers in horizontal curves and recommended raising these values.

Figure E-7  Ball bank indicator.
Sight Distance

Sight distance is the length of roadway ahead visible to the driver. AASHTO design standards discuss four types of sight distance—decision, intersection, passing, and stopping (AASHTO 1994).

Sight Distance, Decision

Decision sight distance is the length of roadway required for a driver to detect an unexpected hazard in the environment, recognize the hazard, select an appropriate speed and path, and initiate and complete the required maneuver safely and efficiently. In contrast to stopping sight distance, this model assumes that the driver will not simply slam on the brakes but rather will assess the situation, make an informed decision, and implement the action without interfering with other traffic. Table E-2 indicates decision sight distances on rural highways where the expected maneuvers are a controlled stop and a speed or path change.

Table E-2  Rural Decision Sight Distances

<table>
<thead>
<tr>
<th>Speed (km/h)</th>
<th>Decision Sight Distance (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>60</td>
<td>95</td>
</tr>
<tr>
<td>70</td>
<td>125</td>
</tr>
<tr>
<td>80</td>
<td>155</td>
</tr>
<tr>
<td>90</td>
<td>185</td>
</tr>
<tr>
<td>100</td>
<td>225</td>
</tr>
<tr>
<td>110</td>
<td>265</td>
</tr>
<tr>
<td>120</td>
<td>305</td>
</tr>
</tbody>
</table>

Note: 1 m = 3.28 ft and 1 km/h = 0.62 mph.

Sight Distance, Intersection

AASHTO identifies several intersection sight distance criteria that must be considered by the designer (AASHTO 1994). At the risk of oversimplification, intersections on high-speed rural highways must provide sufficient sight distance for motorists under the following conditions:
A driver approaching an intersection controlled by a Yield or Stop sign or a traffic signal must have sufficient distance to see and react to the traffic control.

Drivers stopped at a Yield or Stop sign and preparing to cross or turn onto a through highway must be able to see a sufficient distance to make their maneuver with safety and without significantly interfering with motorists on the through road.

Drivers on the major roadway intending to turn left onto a cross street must have adequate sight distance to make their maneuver with safety.

AASHTO prescribes numerical values for these and other situations at intersections; in all cases, the required sight distances increase with the speeds of traffic approaching the intersection on the controlled approaches and on the through highway. Many jurisdictions specify intersection sight distances that are less stringent than those recommended by AASHTO.

**Sight Distance, Passing**

Passing sight distance is the length of roadway that a motorist must be able to see ahead in order to safely complete a passing maneuver on a two-lane highway. The AASHTO model for passing sight distance design assumes that the passing maneuver, once initiated, will be completed (AASHTO 1994). The passing sight distance model uses a driver eye height of 1070 mm and a height for the opposing vehicle of 1300 mm. The model also makes assumptions about the relative speeds of the passing vehicle, the passed vehicle, and an oncoming vehicle. AASHTO’s assumptions for design purposes are fairly conservative and result in long distances. By contrast, passing sight distances for operational purposes assume that a partially completed passing maneuver may be aborted if an opposing vehicle comes into view while the passing vehicle is in the left lane. This assumption shortens the necessary sight distance considerably. Values from the operational analysis are used by traffic engineers in
establishing the location and length of marked no-passing zones. Table E-3 compares the passing sight distances for design and operational purposes.

### Table E-3 Passing Sight Distances

<table>
<thead>
<tr>
<th>Speed (km/h)</th>
<th>Design (m)</th>
<th>Operation (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>345</td>
<td>150</td>
</tr>
<tr>
<td>60</td>
<td>407</td>
<td>170</td>
</tr>
<tr>
<td>70</td>
<td>482</td>
<td>200</td>
</tr>
<tr>
<td>80</td>
<td>541</td>
<td>240</td>
</tr>
<tr>
<td>90</td>
<td>605</td>
<td>280</td>
</tr>
<tr>
<td>100</td>
<td>670</td>
<td>320</td>
</tr>
<tr>
<td>110</td>
<td>728</td>
<td>360</td>
</tr>
<tr>
<td>120</td>
<td>792</td>
<td></td>
</tr>
</tbody>
</table>

Note: 1 m = 3.28 ft and 1 km/h = 0.62 mph.

### Sight Distance, Stopping

Stopping sight distance is the minimum distance for a vehicle traveling at or near a highway’s design speed on wet pavement to come to a complete stop before reaching a stationary object (150 mm high) in its path (AASHTO 1994). Adequate stopping sight distance, which should be provided at every point along all roads, consists of two components—the motorist’s perception-reaction distance and the vehicle’s braking distance. Stopping sight distance may be calculated using the following formula:

$$d = 0.278tV + \frac{V^2}{254f}$$

where

- $d$ = minimum stopping sight distance (m);
- $t$ = perception-reaction time, assumed to be 2.5 s;
- $V$ = initial speed (km/h); and
- $f$ = coefficient of friction between tires and roadway.

The solid line in Figure E-3 shows the relationship between stopping sight distance and highway design speed. The difference between the stopping and braking distances is the length of highway traveled during the perception-reaction time.
Speed Change Lanes

Speed change lanes include acceleration and deceleration lanes, which are used in conjunction with interchange ramps to permit entering vehicles to attain the speed of the through traffic and exiting vehicles to decelerate outside of the through-traffic lanes.

Speed Dispersion

The speeds of individual vehicles on a street or highway vary, often in the manner suggested by Figure E-1. Speed dispersion refers to this spread in vehicle speeds. Speed dispersion can be quantified in various ways including the standard deviation, variance, 10-mph pace, or range (high minus low). There is general agreement that the safest conditions occur when all vehicles at a site are traveling at about the same speed.

Speed Limit, Absolute

An absolute speed limit specifies a numerical value, the exceeding of which is always in violation of the law, regardless of the conditions or hazards involved. Many enforcement officers prefer absolute speed limits because they reduce the incidence of challenged citations. However, absolute speed limits lack flexibility, particularly in those situations where traffic conditions vary widely. Approximately two-thirds of the states have absolute speed limits. Prima facie speed limits are the alternative to absolute limits.

Speed Limit, Differential

The motor vehicle codes in some states prescribe different speed limits for different classes of vehicles. For example, the maximum speed limit on a rural section of Interstate might be 75 mph (121 km/h) for cars, pickup trucks, and vans, but 65 mph (105 km/h) for large trucks. The primary rationale for this type of regulation is that large trucks have much longer stopping distance than cars. In the absence of differential speed limits, studies have found that large trucks travel 1 to 2 mph (2 to 3 km/h) slower than cars on level sections of rural
Interstate. This value may double when differential speed limits are introduced, but the actual difference between car and truck speeds rarely approaches the difference cited in the code.

**Speed Limit, Posted**

The posted speed limit is the value conveyed to the motorist on a black-on-white regulatory sign such as the one shown in Figure E-8. Standard engineering practice is to post speed limits for freeways, arterials, and any roadway or street where speed zoning has altered the limit from the statutory value. They are also used at any point where the speed limit changes, including points beyond major rural intersections where traffic may change from one road to another.

![Figure E-8 Speed limit sign.](image)

**Speed Limit, Prima Facie**

A prima facie speed limit is one above which drivers are presumed to be driving unlawfully. Nevertheless, if charged with a violation, drivers have the opportunity to demonstrate in court that their speed was safe for conditions at the time and not in violation of the basic speed limit, even though they may have exceeded the numerical limit. Approximately one-third of the states have prima facie speed limits or limits of each type (i.e., prima facie and absolute). Absolute speed limits are the alternative to prima facie limits.

**Speed Limit, Statutory**

State motor vehicle laws specify numerical values for speed limits on specific categories of streets and highways. For example, a code might limit speeds to 25 mph (40 km/h) in residential areas, 30 mph (48 km/h) in business districts, and 55 mph (89 km/h) on all other roads. Unless otherwise prohibited by law, these limits may be altered on the basis of an engineering study.
Speed Limit, Variable

The typical speed zoning process establishes a limit that is posted and enforceable 24 h/d. In reality, streets and highways experience conditions of traffic, weather, and incidents when lower limits would be appropriate. In some cases, the conditions will be such that motorists could not possibly travel at the posted speed limit. On the other hand, an urban speed limit established in part because of daytime pedestrian traffic may be unrealistically low for conditions at night. One method of addressing these types of situations is through the use of variable speed limits.

An urban freeway variable speed limit system would operate in the following manner. Detectors would monitor the actual volume, speed, and density of traffic in sections of the freeway. This information would be used to determine where congestion is causing traffic to slow. In advance of these locations, electronic speed limit signs (similar to Figure E-8, but with changeable numbers) would be remotely controlled to alter the posted speed limit. Motorists who comply with these regulations would decrease their speed and not approach the end of a stopped or slow-moving traffic queue at normal freeway speeds.

Speed Parameters

Field data from spot speed studies of free-flowing vehicles (see Figure E-9) are processed to determine typical data parameters of central tendency (average or median) and dispersion (standard deviation, variance, 10-mph pace, and range).

Speed Standard Deviation

The standard deviation, which has the units of speed (km/h), is the positive square root of the speed variance. Speed standard deviations are often 3.7 to 4.3 mph (6 to 7 km/h) on urban streets and 5.6 to 6.8 mph (9 to 11 km/h) on freeways. The standard deviation’s value is strongly influenced by a few vehicles traveling at very high or very low speeds; elimination of these vehicles will reduce the standard deviation. The standard deviation is readily calculated from a sample of speed measurements such as those shown in Figure E-9. It may be roughly
approximated by the speed range (largest observed speed minus the smallest) divided by 6. The standard deviation may also be estimated as the difference between the 85th percentile and average speeds.

**Speed Variance**

Speed variance for a spot speed study is calculated by summing the squares of the differences between each measured speed and the average speed, and dividing the total by the sample size minus one ($n - 1$). The variance, which is the square of the standard deviation, thus has

![Figure E-9 Sample speed data collection form.](image_url)
units of speed squared (km²/h²). Speed variance has little practical value and is rarely cited as an output value from a spot speed study. The variance’s principal application is in determining the standard deviation.

The technical literature includes studies in which analysts relied on selected speed parameters, rather than having the original data such as that shown in Figure E-9. Using speed study results that report only the average and the 85th percentile speeds, these analysts have attempted to quantify speed dispersion by calculating the numerical difference between these two values. Although this difference usually provides a good approximation of the speed sample’s standard deviation, these analysts have unfortunately and incorrectly labeled this result as “speed variance.” In reality, it is an estimate of standard deviation.

**Speed Zone**

Speed zoning is the process of establishing a reasonable and safe speed limit for a section of roadway where the statutory speed limits given in the motor vehicle laws [e.g., 30 mph (48 km/h) in business districts] do not fit the road or traffic conditions at a specific location. The limits may be altered on the basis of an engineering study. To be enforceable, the new limits must be posted along the roadway using a standard regulatory sign such as the one shown in Figure E-8. In addition, speed limits that are increased or decreased as a result of the speed zoning process must be recorded in documents maintained by an appropriate agency (e.g., state supreme court library). Speed zones should be periodically restudied.

The basic principles of speed zoning should also be applied to special situations such as school crossings and roadway construction areas. In addition, they may be used to establish minimum speed limits for freeways.

**Spot Speed Study**

Engineers conduct spot speed studies by measuring and recording the speeds of a sample of free-flowing vehicles as they pass a point on a street or highway. The measurements are usually made with a hand-held radar or laser speed meter. The field data are typically recorded on a data form similar to the one shown in Figure E-9. This study is an essential ele-
ment in the more comprehensive engineering study required for speed zoning. Unless there is an interest in other conditions, a spot speed study is normally conducted on a straight, level road during daylight, off-peak hours. Speed data are collected separately by direction. Minimum sample sizes of at least 100 vehicles are necessary to properly represent the speed characteristics of the traffic at the study site.

Traffic Calming

Traffic calming is a term used to identify various engineering techniques to physically control vehicle speeds and/or volumes on local streets. The techniques, which include speed humps, traffic diverters, narrow roadways, and staggered alignment, are deployed in response to complaints by adjacent property owners of speeding traffic or excessive traffic volumes. Although these techniques have been found effective on local streets, they must be planned and implemented carefully to ensure that the original problems are not simply moved to another local street.

Vehicle Alignment

A roadway’s vertical alignment consists of grades, where the elevation changes at a fixed rate per unit distance along the highway, and vertical curves, where the highway grade increases or decreases. These features are portrayed in Figure E-10. As indicated in Table E-4, AASHTO recommends maximum grades for rural highways as a function of highway classification and type of terrain (AASHTO 1994). Maximum grades on urban freeways are identical to those for rural freeways, but grades steeper than those given in Table E-4 are permitted on urban arterial, collector, and local streets. Minimum lengths of crest vertical curves are a function of the approach and departure grades as well as the stopping sight distance for the roadway’s design speed.

Figure E-10  Vertical alignment features.
Vehicle Miles of Travel

The total amount of travel on a roadway segment or on an entire roadway system is typically expressed in vehicle miles of travel (VMT). The numerical value may be obtained by multiplying the length of a section (in miles) by average traffic volume (vehicles per day), summing these values for all sections of interest, and expanding the results to an annual value. VMT is commonly used to characterize the amount of travel on different classes of roadway and as a normalizing factor in calculating crash or fatality rates.
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