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Summary 

This project explores the use of commercially available consumer GPS data in travel reliability studies. 
Travel time reliability concerned in this study has two dimensions. The first dimension is the probability of 
completing a trip within a given time budget, the so-called on-time arrival probability. This measure is 
related to how the decision maker deems the importance of a trip.  The second dimension has to do with the 
fact that for the trip deemed as equally important (i.e. the same on-time arrival probability is required), two 
individuals may choose different routes and reserve different amounts of time for travel depending on their 
risk-taking preference.  This dimension reflects traveler’s risk-taking behavior in the face of uncertainty, 
which is largely ignored in previous studies.  
 
This project examines two TomTom traffic data products, namely MultiNet and TrafficStats, which produce 
respectively time-of-day link travel speed profile and travel time statistics on selected routes.   The project 
has two primary objectives. The first is to evaluate the quality of the aforementioned commercial data 
products using publically available traffic sensor data (specifically, Gary-Chicago-Milwaukee, or GCM, 
database).    The second objective has to do with evaluating the impacts of this new data source on reliable 
route guidance.   The findings from our case study are: 

• TomTom speed profile data generate average travel time estimations for highway segments that 
match those from GCM data reasonably well.  However, estimated average link travel times from 
TomTom are about 10% – 15 % lower than those from GCM data.  

• Using TomTom data as a benchmark, we found that the travel times on arterial streets are severely 
underestimated in the GCM database. Note that these arterial travel times were estimated because 
no direct observations were available.  

• The daily speed profiles obtained from TomTom and GCM data do not match very well on most 
expressways examined in this study.  In general, TomTom data tend to underestimate the travel 
speeds on expressway segments. It appears that, in most cases, TomTom caps the speed at the legal 
limit, which is not the true free flow speed, as revealed from the GCM data.  

• The quality and usefulness of the data provided by TrafficStats raise more concerns.  For one thing, 
the percentile route travel times provided in the route reports seems to spread out too much and have 
variances too high to be realistic in most cases.  More problematic is the fact that these percentile 
travel times do not match the reported route segment statistics, especially in terms of variances.  The 
conclusion of the research team is that one has to consider the utility of this product with cautions, 
especially given its high price. 

• The reliable routing experiments conducted in this project show that the reliability routing results 
are changed significantly after TomTom data are used to generate travel time distributions on the 
arterial streets.  The main reason for this change is that the travel times on arterial streets in GCM 
were severely underestimated.  As a result, many arterial-based paths that were found reliable for 
certain risk-taking preferences were no longer attractive because they become much longer when 
TomTom data are used.  This finding suggests that MutliNet speed profile may be used to as a 
supplementary data source for travel reliability studies.  

 
 
The project generates a new TomTom database that stores all TomTom data acquired in this project, as well 
as a GCM database.   Both databases are managed using PostgreSQL system on a server hosted at 
Northwestern University. The project also develops an application, called RIDEA (or Reliability-IDEA) 
based on the VNET platform. VNET is a simple, flexible and extensible graphic user interface that supports 
a wide variety of network-related applications.    RIDEA is available for download, along with the VNET 
platform, at http://translab.civil.northwestern.edu/nutrend/?page_id=53. RIDEA provides a graphical 
interface to access and visualize the databases and to conduct reliable routing experiments.   It may be used 
as a prototype to support future commercial software development for travel reliability analysis. 
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1 INTRODUCTION 

1.1 BACKGROUND 

Urban travel reliability analysis aims to obtain statistical distributions for roadway performance (volumes, 
travel times etc.) and then employ sensitivity analysis to evaluate the impact of link condition variations on 
urban road networks. Urban reliability performance may be defined with respect to connectivity (i.e., the 
probability that a path exists between an origin-destination pair) (1, 2), travel time (i.e., the probability that a 
trip can be completed within a given time budget) (3), and capacity (i.e., the probability that the network can 
accommodate travel demands with a desired level of service) (4, 5). This study is focused on travel time 
reliability.  
 
Travel time reliability concerned in this study has two dimensions. The first dimension is the probability of 
completing a trip within a given time budget, the so-called on-time arrival probability. This measure is 
related to how the decision maker deems the importance of a trip. For instance, a desperate job hunter may 
wish to arrive on time with 99% probability for a job interview whereas the same person may not care as 
much about reliability on a casual trip to a coffee shop. The second dimension has to do with the fact that for 
the trip deemed as equally important (i.e. the same on-time arrival probability is required), two individuals 
may choose different routes and reserve different amounts of time for travel depending on their risk-taking 
preference. This dimension reflects traveler’s risk-taking behavior in the face of uncertainties, which is 
largely ignored in previous studies.  
 
Analyzing travel reliability requires travel time data across the network. The state-of-the-practice data 
collection efforts, to the best of our knowledge, are focused on expressways, leaving the majority of the 
network uncovered. However, the vast growth of cyber-infrastructure and communication technology is 
making available enormous amount of data.  Of these, a very promising source is consumer-driven GPS 
data. These data, usually logged by GPS-equipped navigation devices, reveal the detailed trajectories of 
individual trips and can be collected and synthesized, at a relatively low cost, by the navigation service 
providers. The GPS service providers have begun to commercialize these privacy-protected data for various 
applications, including transportation.  
 
This project examines two TomTom traffic data products, namely MultiNet and TrafficStats, which produce 
respectively time-of-day link travel speed profile and travel time statistics on selected routes.  The first 
objective of this research is to evaluate the quality of these two commercial data products using publically 
available traffic sensor data (specifically, Gary-Chicago-Milwaukee, or GCM, database).    The second 
objective is to evaluate the impacts of this new data source on reliable route guidance.   

1.2 POTENTIAL PAYOFF AND DELIVERABLES 

Reliability is an important dimension in user experience of transportation services. Lack of reliability 
information either encourages overly conservative risk-averse behavior or leads to uncomfortable, 
sometimes disastrous, disruptions to personal and business schedules. On the other hand, users’ behavior in 
response to uncertainties may collectively affect the “equilibrium” of traffic in highway networks. Ignoring 
such effects could lead to sub-optimal decisions for infrastructure investments and traffic 
operations/management. This project addresses the travel reliability issue in the following aspects. First, the 
methods developed in this project can provide travelers with “reliable route guidance”, which will allow 
them to make better use of their limited travel time budget. Second, the project helps better understand and 
characterize the reliability performance of existing highway networks, which is an important step toward 
reliability-sensitive transportation decision support. Finally, the project explores the applicability of 
consumer GPS data in transportation applications. While this emerging data source promises to transform 
the way traffic data are collected and consumed, its potential cannot be fully realized without proper 
validation studies.  
 
In addition to this report, the project also generates a new TomTom database and a processed GCM 
database, both managed using PostgreSQL system on a server hosted at Northwestern University. The 
project also develops a VNET application called RIDEA (Reliability-IDEA), which, among other functions, 
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provides a graphical interface to access and visualize the databases and to conduct reliable routing 
experiments. The software is available for download at  
http://translab.civil.northwestern.edu/nutrend/?page_id=53. 

1.3 TRANSFER TO PRACTICE 

Results from this research can be transferred to practice through various deployment/commercialization 
paths. In the short run, public agencies, including state departments of transportation (DOT) and regional 
transit operators, may use the methodologies developed in this project to monitor and assess the reliability 
performance of their systems. The project will verify the utility of consumer GPS data in transportation 
applications, which will help DOTs to determine if and how they will accommodate this emerging source in 
their future data management portfolio. In the long run, reliable route guidance can be made available to 
motorists in various commercialized products, such as in-vehicle navigation systems, smart phone 
applications, and traditional web-based map services. RIDEA may be used as a prototype to support these 
commercial developments.  The results from this research could also lead to enhanced transportation 
decision support tools that account for the interactions between the inherent uncertainties in the 
transportation systems and users’ risk-taking behavior in their day-to-day travel.  

1.4 ORGANIZATION 

The rest of this report is organized as follows.  Chapter 2 briefly reviews the literature on travel reliability 
studies. Chapter 3 presents the methodology used in this project to generate reliable route guidance in a 
network with random link travel times.  Chapter 4 describes the data sources, including both TomTom data 
and GCM data.  Details regarding the acquisition and processing of TomTom data are also provided in this 
chapter.  Chapter 5 reports the results of an evaluation study, which compares travel time data obtained from 
TomTom and GCM.   Chapter 6 conducts reliable route guidance experiments for a set of selected 
origin-destination pairs using two different data sources. The first source only uses GCM data and the 
second source supplements the GCM data with the data obtained from TomTom data products. Chapter 7 
concludes the study with a summary of findings.  Finally, a brief user manual for RIDEA is given in the 
appendix.  
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2 LITERATURE REVIEW 

The problem of analyzing travel time reliability in a network with random link travel times has been 
extensively studied. The literature often approaches the problem by analyzing how travelers choose routes in 
a stochastic network, and how such route choice behavior affects the distribution of traffic flow. These often 
lead to stochastic routing problems (6) and reliability-based assignment problems (7, 8). Urban travel 
reliability analysis considered herein is based on stochastic routing models. Therefore, this chapter will 
briefly review the literature of stochastic routing.  

2.1 STOCHASTIC ROUTING MODELS 

A routing problem concerned here aims to direct vehicles from an origin to a destination along a path that are 
considered “optimal” one way or another. Depending on whether or not the guidance is coordinated by a 
central control unit, the problem can be classified as “centralized” or “decentralized”. They can also be 
labeled as “adaptive” or “a priori”, according to whether or not en-route re-routing is allowed. Two other 
factors that are often used in classification are dynamics (i.e., travel time varies over time) and uncertainties 
(i.e., travel time is random). This research considers decentralized, a priori routing problem on stochastic 
networks.1  The focus is to incorporate travel reliability as an integrated objective of routing.  
 
When uncertainties are concerned, “optimal” routing, either adaptive or a priori, has many different 
definitions. A classic one considers a routing strategy optimal if it incurs the least expected travel time 
(LET) (9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19). Clearly, the LET path may not properly weigh in travel time 
reliability since it overlooks travel time variances. This concern gives rise to the reliability-based routing 
problems.  
 
TABLE 2-1 classifies stochastic routing problems in four categories, using two criteria. Our focus is the 
right bottom cell, i.e., reliability-based a priori routing problem, which is further discussed in what follows. 
 

TABLE 2-1 Various Definitions of Stochastic Optimal Paths 
 LET-based Reliability-based 

Adaptive 
(12), (14), (15), 
(16), (17), (10), 

(18), (19) 
(20), (21) 

A priori (9), (11), (13) 
(22), (23), (24), (25), 
(26), (27), (28), (29), 

(30), (31) 

2.2 MOTIVATION 

One limitation of most existing travel reliability studies is that they only have access to traffic data on 
expressways (freeways and toll roads). Indeed, in the traditional data collection practice, traffic data are not 
typically collected and archived for urban arterial roads and local streets, which far outnumber the 
expressways. In the Chicago case study conducted in (32), the “uncovered” links constitute more than 95% 
of all road segments. Consequently, the travel times distributions on these links were estimated based on 
freeway data.  This is a rather coarse approximation because freeways and urban arterial roads have very 
different characteristics. The availability of consumer GPS data makes it possible to directly acquire speed 
and travel time data on urban arterial roads without large-scale data collection efforts that need to span a 
rather long period of time. This promises to significantly improve the estimation of link travel time 
distributions across the network and hence the quality of the network reliability analysis.  
 
Another limitation of the existing reliability analyses is the lack of a coherent framework to model 
risk-taking preferences. A recent study (33) reveals that the risk-taking behavior can be modeled using the 
theory of stochastic dominance, and that alternative routes can be classified according to risk-taking 
preferences using this theory. Three risk-taking preferences are considered in this study: risk-neutrality, 

1 While the routing model studied herein can address time-varying stochasticity, dynamics is not the focus of this 
project. 
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risk-aversion and ruin-aversion. Simply speaking, a risk-neutral traveler always use the route that requires 
the least time budget to arrive on-time; whereas the risk-averse and ruin-averse travelers add additional risk 
premiums into their time budget to hedge against uncertainty, and consequently, they may end up choosing 
quite different routes. For one thing, such a classification has a direct behavioral interpretation – for 
example, in the case of route guidance, travelers who consider themselves as “risk-averse” should be 
presented only with the routes labeled as “risk-averse”. Second, preclassification promises to significantly 
improve the computational efficiency of route evaluation, as demonstrated in preliminary tests reported in 
(33).  
 
This study aims to overcome the above limitations by implementing the travel reliability analysis framework 
based on the stochastic-dominance (SD) theory, and to test it in a case study with inputs from consumer GPS 
data. As a by-product, the research will provide a validation of consumer GPS data for transportation 
applications.  
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3 METHODOLOGY 

In this chapter, we introduce the underlying mathematical theory and solution methods for stochastic routing 
problems. We shall start with an introduction to the stochastic dominance theory, because it provides a 
unifying framework to not only interpret risk-taking behavior, but also to rank different paths under 
uncertainty.  

3.1 STOCHASTIC DOMINANCE (SD) THEORY 

3.1.1 Definitions 

The stochastic dominance (SD) theory is widely used to compare random variables according to their 
(known) distributions. In the conventional setting, the utility function is always assumed to be increasing: 
that is, decision makers always prefer more quantities of a random variable (e.g. the return of an investment). 
In the context of route choice where travel time is often a dominating decision variable, however, travelers’ 
utility typically decreases with travel time. Keeping this in mind and denoting XF  as the cumulative 
distribution function (CDF) of random variable X , the first-, second-, and third-order SD are defined as 
follows.  
Definition 1. FSD 1   A random variable X  dominates another random variable Y  in the first order, 

denoted as 1X Y , if ( ) ( )X YF t F t t≥ ,∀ , and ∃  at least an open interval [0 ]TΛ∈ ,  with nonzero 

Lebesgue measure such that ( ) ( )X YF t F t t> ,∀ ∈Λ .  

Definition 2. SSD 2    A random variable X  dominates another random variable Y  in the second order, 

denoted as 2X Y , if ( ) ( )
T T

X Yt t
F w dw F w dw t≥ ,∀∫ ∫ , and ∃  at least an open interval [0 ]TΛ∈ ,  with 

nonzero Lebesgue measure such that ( ) ( )
T T

X Yt t
F w dw F w dw t> ,∀ ∈Λ∫ ∫ .  

Definition 3. TSD 3    A random variable X  dominates another random variable Y  in the third order, 

denoted as 3X Y , if ( ) ( )
T T T T

X Yt t
F w dwd F w dwd t T

τ τ
τ τ≥ ,∀ ≤∫ ∫ ∫ ∫ , and ∃  at least an open interval 

[0 ]TΛ∈ ,  with nonzero Lebesgue measure such that ( ) ( )
T T T T

X Yt t
F w dwd F w dwd t

τ τ
τ τ> ,∀ ∈Λ∫ ∫ ∫ ∫ .  

where T  is a finite upper bound of the support.  

3.1.2 SD and Risk-Taking Behavior 

A widely adopted behavioral assumption in economics and finance (34) states that decision makers always 
choose the alternative that provides maximum expected utility. Specifically, if E[ ( )] E[ ( )]U X U Y> , then 
X  is preferred to Y , where U  is the utility function and E[ ]⋅  denotes the expectation operator. The SD 

relationship between two random variables can be interpreted within this framework, as shown below.  
 
Theorem 1.  A random variable X  dominates another random variable Y   
1. in the first order, i.e., 1X Y , if and only if E[ ( )] E[ ( )]U X U Y>  for any U  such that 0U ′ < ;  

2. in the second order, i.e., 2X Y , if and only if E[ ( )] E[ ( )]U X U Y>  for any U  such that 
0 0U U′ ′′< , < ; and  

3. in the third order, i.e., 3X Y , if and only if E[ ( )] E[ ( )]U X U Y>  for any U  such that 
0 0 0U U U′ ′′ ′′′< , < , < .  

Proof. The results can be proven similarly as in (35), but note that (35) considers increasing utility functions. 
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3.1.2.1 FSD and Insatiability 

A decision maker is insatiable if his/her utility is a strictly increasing or decreasing monotone function of the 
quantity of the random variable of interest. Whether the utility function is increasing or decreasing depends 
on whether the decision maker prefers more quantities of the random variable or not. In route choice, for 
example, higher travel time generally leads to lower utility. Thus, the utility function of an insatiable traveler 
is always decreasing. According to Theorem 1, FSD is the rule for all insatiable decision makers. That is, if 

1X Y , then any insatiable decision maker would prefer X  to Y . Note that FSD only establishes a partial 
order, and hence two paths are not always properly ranked under FSD.  

3.1.2.2 SSD and Risk Aversion 

A decision maker is considered “risk-averse” in this paper if he/she always prefers the expectation of a 
random variable, i.e., E[ ]X , to X  itself (34). Mathematically, this implies 

E[ ( )] E[ ( )] (E( )) E[ ( )]X XX U U X U X U Xδ δ⇐⇒ > ⇐⇒ > , where Xδ  is a random variable such 

that ( E( )) 1XP Xδ = = . According to Jensens’ inequality, the utility function ( )U ⋅  satisfies the above 
condition if and only if it is concave, i.e., 0U ′′ < . It follows from the second statement in Theorem 1 that 

2X Y  if and only if all risk-averse decision makers prefer X  to Y . Risk-averse decision makers are a 
sub-set of insatiable decision makers.  

3.1.2.3 TSD and Ruin Aversion 

According to (36) and (37), ruin-averse decision makers are “willing to accept a small, almost certain loss in 
exchange for the remote possibility of large returns,” and conversely, are “unwilling to accept a small, 
almost certain gain in exchange for the remote possibility of ruin.”  When the utility function is decreasing, 
ruin aversion corresponds negative skewness in the probability density function (PDF) of a random variable. 
FIGURE 3-1 plots the PDFs of random travel times of two paths, where PDF 1 is positively skewed and 
PDF 2 is negatively skewed.  

 
FIGURE 3-1 Ruin aversion and skewness of probability density function 

 
 
Let 1t  and 4t  be the mean and maximum realization of Path 1’s travel time, and let 2t  and 3t  be the mean 
and the maximum realization of Path 2’s travel time, respectively. A ruin-averse traveler prefers Path 2 to 
Path 1 even though Path 2 has a longer mean travel time ( 1 2t t< ), because  . In other words, the 
traveler would like to accept a slightly longer average travel time in order to avoid encountering a very 
significantly delay.  
 
The relationship between TSD and ruin aversion can be illustrated using the Taylor expansion of the 
expected utility (36, 37). 
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 E[ ( )] E[ (E[ ])] (E[ ]) E( E[ ])U X U X U X X X′= + ⋅ −  (1) 

 2 3(E[ ]) (E[ ])E[( E[ ]) ] E[( E[ ]) ]
2 3

U X U XX X X X
′′ ′′′

+ ⋅ − + ⋅ −
! !

 

 
Recalling that the skewness is measured by 3E[(( E[ ]) ) ]X X σ− / , where σ  is the standard deviation, 

0U ′′′ <  indicates that an expected-utility-maximization decision maker would always prefer negative 
skewness (or ruin aversion), everything else equal According to Theorem 1, if X  dominates Y  in the third 
order, it implies that X  is preferred to Y  by all travelers whose utility functions satisfy 

0 0 0U U U′ ′′ ′′′< , < , < . These include all ruin-averse travelers who are also insatiable ( 0U ′ < ) and 
risk-averse ( 0U ′′ < ) no matter which utility function they adopts. Finally, we note that a ruin-averse 
traveler must be risk-averse, but not vice versa.  

3.2 SD-ADMISSIBLE PATHS 

All the three SD rules can only impose a partial order, because the dominance relationship may not exist 
between a pair of alternatives. Thus, the main utility of these rules is to eliminate paths that are dominated by 
others. The paths that are not dominated are called admissible paths in this paper. These admissible sets are 
useful because they provide a basis for further decision-making. Before we formally define admissible paths 
and discuss their properties, let us first introduce the following notation for the expository convenience.  
 
Consider a directed and connected network ( )G N A P, ,  consisting of a set of nodes N  ( N n| |= ), a set of 
links A  ( A m| |= ), a probability distribution P  describing the statistics of link traversal times. The travel 
times on different links (denoted as ijc ) are assumed to be independent random variables, each of which 

follows a random distribution with a probability density function ( )ijp ⋅ . Let rs
kπ  be the random travel time 

over path rsk , and ( ) ( )rs rs
k ku b P bπ= ≤  be the cumulative distribution function (CDF) of rs

kπ . Also, we 

use rs
kv  to denote the inverse function of rs

ku . Finally, let rsK  represent the set of all paths between an OD 
pair ( )r s, .  
 
Definition 4. (FSD/SSD/TSD-admissible paths)  A path rsk  is an FSD/ SSD/TSD-admissible path if and 
only if no such a path rs rsl K∈  exists that 1 2 3

rs rs
l kπ π/ /   .  

Theorem 1 and Definition 4 lead to the following corollary.  
 
Corollary 1.  The optimal path for any insatiable/risk-averse/ruin-averse traveler must be an 
FSD/SSD/TSD-admissible path. However, an FSD/SSD/ TSD-admissible path may not be optimal for any 
insatiable/risk-averse/ruin-averse traveler.  
 
To see why the second statement in Corollary 1 is true, note that a path may not be preferred by any traveler 
i , because the traveler i  may always find a set of paths ( )iΛ  that provides a better expected utility. 
However, as long as ( ) ii ∀∩Λ =∅ , the path is still SSD-admissible.  

Let FSD SSD
rs rsΓ ,Γ  and TSD

rsΓ  be the sets of all FSD, SSD and TSD-admissible paths between OD pair ( )r s, , 
respectively. The relationship between these sets can be shown as follows.  
 
Proposition 1.  TSD SSD FSD

rs rs rsΓ ⊆ Γ ⊆ Γ   

Proof. To show SSD FSD
rs rsΓ ⊆ Γ , consider two paths rsk  and rsl . According to Definitions 1 and 2, 

1 2
rs rs rs rs
k l k lπ π π π→  . Thus, if a path is dominated in the first order, it must be dominated in the second 

order as well; Conversely, if a path is not dominated in the second order, it must not be dominated in the first 
order. That is, an SSD-admissible path must be FSD-admissible. The other relationships can be proven 
similarly. The relationship also follows from Theorem 1, using the properties of the utility functions.   
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3.3 FINDING SD-ADMISSIBLE PATHS 

The problem of finding FSD-admissible paths is solved in (6), with a label-correcting algorithm that 
operates on the principle of general dynamic programming (GDP). This section extends their algorithm to 
the higher order SD, by proving that GDP still applies in these cases.  
 
SD-admissible paths can be found by checking the stochastic dominance relationship between any pair of 
paths and eliminating those that are dominated. However, since the problem is NP-hard, such a brute-force 
method may not be computationally feasible. SD-admissible paths have two important properties that make 
it possible to greatly improve the efficiency of the search process. The following result can be viewed as an 
extension to those given in (6).  
 
Proposition 2.  FSD/SSD/TSD-admissible paths have the following properties: (1) They must be acyclic; (2) 
Subpaths of any FSD/SSD/TSD-admissible paths must also be FSD/SSD/TSD-admissible.  
 
Acyclicity ensures that the number of admissible paths in a general network is finite; and the second 
property ensures the applicability of the Bellman’s principle of optimality. Consequently, any of the three 
SD admissible path sets can be constructed recursively using label-correcting (LC) algorithms. A brief 
description of a generic form of the algorithm is given below. Note that the algorithm always finds all-to-one 
admissible paths.  
Algorithm SD-LC   
Step 0  Initialization. Let 0ss  be a dummy path from the destination to itself. Initialize the scan list 

0ssQ { }= . set 0 1ssπ =  with probability 1.  

Step 1  Select the first path from Q , denoted as jsl , and delete it from Q .  

Step 2  For any predecessor node i  of j , create a new path isk  by extending jsl  along link ij .  
Step 2.1 Calculate the distribution of is

kπ  from the distribution of js
lπ  by convolution.  

Step 2.2 Compare the distribution of the new path to those of all existing admissible paths by the 
appropriate SD rule: if any of the existing path dominates isk , drop isk  and go back to Step 2; 
otherwise, delete all paths that are dominated by isk  from is

DΓ  (where FSD SSD andTSDD = , , ), 

set is is
D {k }Γ ∪ , and update isQ Q {k }= ∪ .  

Step 3  If Q  is empty, stop; otherwise go to Step 1.  
 
The above algorithm does not have a polynomial complexity, as shown in (29) and (6). However, existing 
numerical evidence suggests that FSD-admissible path sets are rather small on typical transportation 
networks, and that the performance of the algorithm is generally satisfactory in practice.  
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4 DATA 

Our study will focus on the Chicago Regional Network as illustrated in FIGURE 4-1. This network has about 
44, 000 links, and is obtained from a regional travel demand forecasting model developed by Chicago 
Metropolitan Agency for Planning (CMAP). It provides not only topology and static road characteristics 
(functional type, control type etc.), but also hourly average link flows. Two major sources of traffic data will 
be used to estimate network travel times and construct their distributions in this study. These include sensor 
data from Gary-Chicago-Milwaukee (GCM) database and travel time data from a commercial traffic data 
provider TomTom Inc.  
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We next explain how travel times on freeways and aerials streets are estimated using the GCM data.  

4.1.1 Travel Times on Freeways 

First, we identify a set of links that are “covered” by either I-PASS detector, loop detector or both. To 
determine which link in the CMAP network is associated with a loop detector, the coordinates (longitude 
and latitude) of the detector (available in the GCM database) are used to find the closest freeway link (38). In 
total, 765 links in the original CMAP network are covered in one way or another. Then, travel times on a 
freeway link for any of the 288 intervals (12 24hr hr day/ × / ) in any day covered by the data collection 
period are first derived from loop detector or I-PASS data. Once link travel times are obtained, the empirical 
distributions can be constructed using the following procedure.  
Step 1 Find 0min ( ) min 10 max ( )a a a a a aL { t t } U { l v { t t}}τ τ= ,∀ ∈Λ , = / , ,∀ , where Λ  is a set of valid 

time intervals, and 0
av  is free flow speed (or speed limit) on link a .  

Step 2 Divide [ ]a aL U,  into M  intervals, and let ( )a a aU L Mδ = − / .  

Find the set ( ) ( 1) ( ) 1m a aS { t t m a t m } m Mτ δ τ δ= |∀ ∈Λ, − ≤ < ,∀ = ,....,   
Step 3 Obtain the probability mass for each interval m  using  

 m
m

SP | |
=
| Λ |

 

It is noted that link travel time distribution may be affected by various factors, such as time-of-day and 
seasonal effects. Consequently, one should consider a different reliable routing decision for rush hour and 
off-peak period. To address this issue, the GCM travel time data are disaggregated according to three key 
factors: time-of-day, day-of-week and season. Specifically, each day is divided into four periods, namely, 
morning peak period (6 am - 10 am), mid-of-day period (10 am - 15 pm), evening peak period (15 pm - 20 
pm) and off-peak period (20 pm - 6 am). Days in a week are first grouped into weekends and weekdays. In 
addition, Friday, Saturday and Sunday are separated to form individual groups because the travel patterns on 
these days are subject to large variances. Finally, a year is grouped into Spring (months of 3, 4 and 5), 
Summer (months of 6, 7 and 8), Fall (months of 9, 10, 11) and Winter (months of 12, 1, 2). For each of the 
three factors, an additional group is added to address the case of no-segmentation. For instance, the 
segmentation for time-of-day contains 5 instead of 4 groups: morning peak, mid-of-day, evening peak, 
off-peak and whole-day (no segmentation for time-of-day). Therefore, in total, there are 5 6 5 150× × =  
possible combinations. Accordingly, we generate 150 different distributions for all the 765 covered links.  

4.1.2 Travel Times on Arterial and Local Streets 

No observations are available for arterial and local streets in the GCM database. Consequently, the travel 
time distributions on these links have to be estimated indirectly. The estimation process involves two main 
steps: select an appropriate functional form, and estimate mean and variance.  
 
Travel time on freeways and arterial streets is known to closely follow a Gamma distribution, see e.g. (39). 
Therefore, we adopt Gamma distribution to describe the travel time distribution on arterial and local streets. 
The probability density function of a Gamma distribution is  

 1 ( )1( ) ( ) 0
( )

xf x x e xκ µ θ
κ µ µ θ κ

θ κ
− − − /= − ; ≥ , , ≥

Γ
, (2) 

 
where θ  is the scale parameter; κ  is the shape parameter; µ  is the location parameter; and ( )Γ ⋅  is the 
Gamma function which takes the following form  

 1

0
( ) z tz t e dt

∞ − −Γ = ∫  

Note that the mean and variance of a Gamma distribution are κθ  and 2κθ , respectively. Thus, if we know 
mean (denoted as u ), variance (denoted as 2σ ) and µ , then κ  and θ  can be obtained by  
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2

2( )u
u
σ µθ κ
µ σ

−
= , =

−
 (3) 

 
To estimate the mean (u ), variance ( 2σ ) and the location parameter (µ ), we postulate that the mean and 

variance of travel times on a link are related to its free flow travel time 0τ  and the level of congestion 
0ρ τ τ= − , where τ  is travel time from traffic assignment (note that the subscript a  is suppressed for 

simplicity). This relationship may be estimated from freeway data using statistical models. The simplest 
linear regression model reads  
 0

1 1 1u a b cτ ρ= + +  (4) 

 0
2 2 2a b cσ τ ζρ= + +  (5) 

 
where 1 1 1 2 2a b c a b, , , ,  and 2c  are coefficients to be estimated from linear regression. ζ  is a predetermined 
parameter to account for the fact that the existence of signal control may increase variances. 1ζ =  if no 
signal exists on the link; otherwise ζ  is taken from a uniform distribution between [1 1 1 3]. , . . For all 765 
links covered by GCM data, u  and σ  can be obtained from the empirical distribution and ρ  is known 
from the CMAP travel demand model. Thus, a linear regression can be performed to determine the 
coefficients, which in turn are employed to estimate u  and σ  for arterial streets. We note that a linear 
model is needed for each of the four time-of-day periods. A similar linear model can be constructed to 
estimate the location parameterµ , which delineates the smallest possible travel time on a link. The reader is 
referred to (32) and (38) for more details about the estimation of travel time distributions on arterial and 
local streets.  

4.2  TOMTOM CONSUMER GPS DATA 

4.2.1 Overview of TomTom Data  

The sampled speed and travel time data were derived from individual TomTom devices that travelers carry 
during their trips. If the users choose to opt in, their TomTom navigation devices (and mobile apps) report 
the GPS traces anonymously when they connect to the internet using the provided software. Since 2007, 
over 3 trillion data points from primarily passenger cars have been archived for Europe and North America, 
and a few billion are being added each day. A map-matching procedure snaps these floating car data (FCD) 
points to the detailed navigation network (TeleAtlas map), filters out the unusable ones (e.g., change of road 
infrastructure, using the device outside the vehicle, etc.), and creates the geo-database ready for query. 
Currently two sets of travel time data are offered for North America and the research team used them both 
for constructing link and route travel time distributions in the case study. The first data set, called MultiNet, 
provides the quarter-hourly average speed for each roadway segment in the navigation network wherever 
data available on a yearly update basis (see FIGURE 4-2). This data set precategorizes the data based on 
each day of the week (Monday to Friday).  It serves as the input for generalizing the link travel time 
distributions in conjunction with the next data set.  
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FIGURE 4-2 Example link speed profiles (MultiNet) on Freeway I-43,  showing strong westbound 
morning peak on average Wednesdays in comparison to eastbound  

 
The second data set (TrafficStats) provides user-defined and route-specific custom travel time data. Through 
a web portal, users can define the routes and select the calendar days (available since August 2008) to query 
the travel time statistics. These statistics include mean, median and standard deviation values, and sample 
sizes over the selected days for each segment along the route (see FIGURE 4-3). While the segment travel 
time is reported for all valid probe data traversing the segment, the route travel time uses full trips on the 
route wherever available and is supplemented with data from partial trips to improve the accuracy and 
confidence level in the data. The data are provided in the formats of EXCEL spreadsheet and KML.  

 
FIGURE 4-3 Example route travel time data in KML format loaded into Google Earth, 
with one display of segment travel time statistics 

 
Both link speed profiles and route-specific travel time data are associated with TomTom navigation network 
(aka former Tele Atlas digital map database). Since previous research and numerical experiments were 
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conducted on the CMAP network, these speed and travel time data must be extracted and transferred over to 
the CMAP network. The data acquisition and processing are detailed in the next sections.  
 

4.2.2 Data Acquisition 

Link speed profiles (MultiNet) and route travel times (TrafficStats) are archived separately in various geo 
databases. Acquiring MultiNet and TrafficStats data went through different data extraction and reassembly 
processes.  

4.2.2.1 Data reassembly MultiNet 

For MultiNet data, an offline database storing all speed data is provided in association with the navigation 
network geo-database. To ease data operations, the database is organized into smaller geographic areas by 
boundaries such as state or district borderlines. In the case of CMAP coverage area, the database was 
organized into primarily four areas, illustrated in Figure 4-4, with CMAP network overlaid to provide the 
location reference.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

FIGURE 4-4 Visualization of Link speed profiles (MultiNet) coverage data sets with respect to CMAP 
network; data organized in separate databases associated with navigation network, generally following 
state border lines.  (a) Major part of Illinois, (b) Part of Wisconsin, (c) Indiana part 1, (d) Indiana part 
2 (covering a minor set of CMAP links).  

 
PTV has implemented an automated procedure under Visum software platform to bring in all time-varying 
speed data with the navigation network; this tool was utilized to associate the speed data with all four areas 
as illustrated. The geo-database and speed profiles were then matched with the CMAP network to transfer 
the speed data. 
 

4.2.2.2 Route Selection and Web Access to Route Specific Travel Time Data (TrafficStats) 

Route specific travel time data (TrafficStats) are offered by routes, and a certain quota of 42 routes were 
made available to this research team. Limited by this quota, the team strategically decided two categories of 
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routes: highways and arterials, for both cross-reference and widest possible coverage purposes. In the 
highway section all the highways serving downtown area within a 3-mile distance radius of the loop are 
selected, including: 

• Kennedy Expressway, 
• Dan Ryan Expressway, 
• Eisenhower Expressway, 
• Edens Expressway, and  
• Lake Shore Dr.  

In comparison, the number of major arterials in Chicago area is much larger. With the assumption that 
arterial travel time reliability of the same geographic area, similar function level and similar travel 
directionality would be similar to each other, the team only selected some of the most important arterials. As 
the first step, all the arterials of either the start or the end location in downtown Chicago (Loop) area are 
selected. Then the arterials shorter than 2.5 miles and farther from downtown area are removed from the 
selection set. The reduced set included 45 arterials, 19 of which are “North-South” routes, 21 are 
“East-West” and 5 are “Radial”. The final subset of longer routes was derived, considering width and 
location of the routes.  

 
(a) 

 

  
(b) 

FIGURE 4-5 Example route travel time data access by manual origin/destination selection from 
online web maps: (a) route definition by manual origin/destination selection, (b). Calendar to 
choose the interested dates and time window for travel time data 

 
Accessing and retrieving route specific travel time data goes through a TomTom web portal 
(http://trafficstats.tomtom.com), see FIGURE 4-5.  Each route is defined by its origin, destination and at 
most three via points, considering the shortest travel time path between these points using the online map. 
Beyond defining route, a  series of manual steps are followed to retrieve the data, including calendar 
definition of interested time window, group of day and week time slots, data quality evaluation and data 
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output.  
 
Through an authentication process, users are allowed to navigate, sample, and analyze travel times and 
statistics such as sample sizes, percentiles.  Once the route is selected, users can choose the dates and time 
from calendar for retrieving the travel time data.  
 
Before finalization and data output, users can verify the plausibility of the data such as sample sizes and 
completeness in the same web portal. Among the subset of arterials the ones with larger sample size are 
selected as the final set of arterials in this study. TABLE 4-1 shows final major arterials and their 
classification. 
 

TABLE 4-1 Final Major Arterials and their Classification 
North-South/South-North East-West/West-East Radial 
Western Ave. Roosevelt Rd.  Ogden Ave. 
Harlem Ave. Cermak Rd. Milwaukee Ave. 
State St. North Ave. Archer Ave. 
 Madison St.  

 
The last step is to accept all settings and output the travel time data in both formats of KML (refer FIGURE 
4-3) and EXCEL spreadsheet.  KML files include the geo reference information (latitude and longitude of 
start and end nodes) for each segment in addition to trip information of each segment provided in EXCEL 
spreadsheets. 
 
Overall 42 routes, distinguished by their path and date, were selected and exported for further analysis, as 
can be illustrated in Figure 4-6.  These routes’ basic information is then used as an input to “TomTom 
Traffic Stats Dashboard” and the travel time reports are extracted from the dashboard. However, dates are 
limited to one year from October 2011 to October 2012 since TomTom portal cannot process any larger 
data. To be able to compare the highway reports with GCM data, extra reports are driven for highways from 
October 2008 to October 2009. Time segments for both sets of dates are divided to weekdays (Monday 
through Friday) and weekends. Time segments for weekdays are “weekday am” from 6am to 10am, 
“weekday mid” from 10am to 4pm, “weekday pm” from 4pm to 9pm and “weekday off” from 9pm to 6am. 
Weekend days are Saturday and Sunday and the time segments are “weekend daytime” from 6am to 8pm 
and “weekend night” from 8pm to 6am.   

 

 
FIGURE 4-6 Visualization of final TrafficStats route selection set 

 

20 
 



4.2.3 Data Processing  

The foremost step in processing TomTom speed and travel time data is to construct the mapping relationship 
between CMAP network and TomTom (Tele Atlas) navigation network. For both MultiNet and TrafficStats, 
the mapping process refers to building the one-to-many relationship between CMAP link and the links or 
segments that carry the speed or travel time data. However, this mapping step differed in MultiNet and 
TrafficStats data sets. The first reason is that TrafficStats data segments were found to be in finer resolution 
than the Navigation network; in other words, travel time data sampling were conducted on even smaller 
segments than navigation network links. Furthermore, TrafficStats route selection is a manual process 
resulting in different origin/destination nodes from navigation network objects, and thus the mapping 
process must be conducted separately.  
 

4.2.3.1 Network wide link speed profiles (MultiNet) 

Extracting link speed profile data from TomTom network and associating them with the same represented 
roadway segment in CMAP first need to deal with the link level mapping between two geo databases. As 
easily seen from FIGURE 4-7, the TomTom (Tele Atlas) navigation network has very detailed 
representation of the roadway network, while CMAP network covers the mainly the major roads. At the 
same time, CMAP links are straight segments connecting the nodes, missing the fine geometric alignment 
details.  
 

 
(a) 

 
(b) 

FIGURE 4-7 CMAP network overlaid on TomTom (Tele Atlas) Navigation network 
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A few alternative map matching methods were experimented for building the mapping references between 
these two sources. Firstly a prototype mapping method was developed by the research team. This method 
was to first correlate the junctions and intersections from two data sources before connecting them with 
corresponding links. At the same time, the research team also derived a matching method based on the 
OpenLR open source Java library that TomTom developed.2  While neither method provided satisfactory 
matching results, the research team resorted to a newly released Visum COM module, the so-called Map 
Matcher for this mapping task.  
 
Component Object Model (COM) technology defines how binary components of different programs can 
collaborate. Visum includes a rich COM library that allows users to access its data objects and algorithms. 
Provided interface with an array of common programming and scripting languages from VBA, Python, C++ 
to Java, Delphi, COM functions greatly enhance users custom solutions to various problem areas. This Map 
Matcher COM module is developed specifically to handle the problem of matching an ordered list of 
coordinates (e.g., floating car data points, public transit stops and stations from different data sources, 
Traffic Message Channel or TMC segments) to the background network. First available in Visum 12.50, it 
includes two algorithms 3 4 that have been wrapped into a single callable function.  The module must run 
within Visum environment, as great computing efficiency can be gained from operating computer RAM 
rather than hard disk or database file access. Based on this core function, a Python script was written to 
match the CMAP network with TomTom navigation network.  
 
A simple rule set was defined in the map matching process to deal with the segmentation resolution 
differences in two maps. From FIGURE 4-8 one can note that in most cases the CMAP links are spanning 
the same stretch of multiple navigation network links (i.e., one-to-many); therefore, the following rules were 
defined when associating the speed profile values with CMAP network: 

• If a CMAP link matched only one link in the TomTom map, its speed profile would be the same as 
its match in the navigation network 

• If a CMAP link matched more than one links in the TomTom map, its speed profile would be the 
average of the speed profiles of all its matches from the navigation network  

 
FIGURE 4-8 Illustration of Visum MapMatcher for mapping between a CMAP link with TomTom (Tele 

Atlas) links 

 
The end results of this map matching process are the CMAP network with time-varying speeds on each 
matched link. The speed data include speed values in 15-minute increment for each day of all days of the 

2TomTom website, http://www.tomtom.com/page/openLR, accessed August 2013.  
3 Marchal F, Hackney, J., Axhausen, KW: Efficient map-matching of large GPS data sets – tests on a speed monitoring 
experiment in Zurich, working paper Transport and Spatial Planning, Institute for Transport Planning and Systems, 
ETH Zurich, Zurich, Switzerland,2004.  
4 Y. Lou, C. Zhang, Y. Zheng, X. Xie, W. Wang, Y. Huang, 2009. Map-matching for low-sampling rate GPS 
trajectories, Proc. GIS, ACM.  
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week, implying 672 (24 * 4 * 7) values attached to each matched link. These data were stored in Visum as 
time-varying attributes, a highly efficient data storage mechanism that allows users to manage the data 
dynamically for easy visualization and operation (see FIGURE 4-9).  
 

 
(a) 

 
(b) 

FIGURE 4-9 Speed profile data matched to CMAP network. (a) link speeds of one time interval 
(Wednesday 8:30-8:45); (b) Time-of-day and day-of-week variations on an example link 
(northbound Kennedy Expressway at W Logan Blvd), only Wednesday, Friday and Saturday 
profiles plotted.  

4.2.3.2  Route specific Travel Times 

TrafficStats Dashboard output KML and XLS files were further decomposed for both map matching and 
speed data processing. Refer to the data decomposition step in FIGURE 4-10, the speed layer of the KML file 
was first saved as KMZ file, from which the information was extracted into appropriate plain text files by 
separate data items: route data overview such as route length and number of segments, data calendar of the 
selected travel time data, geo-reference data of the included segments and the travel time data. The 
geo-reference data were the basis for matching with CMAP network.  
 
Even though it is evident that the geo-reference data are based on the same navigation geo database, we 
found that the segmentation of route travel time data are even finer than the navigation network as matched 
in link speed profiles. FIGURE 4-11 illustrates the displacement of the route lines from CMAP network, and 
the segmentation of one example route.  
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FIGURE 4-10 Workflow for link travel time sampling from TomTom TrafficStats data 

 
(a) 

 
(b) 

FIGURE 4-11 Example TrafficStats route selection overlaid on CMAP network (a) The 
entire selected route, shaded area denoting the area in (b); (b) A detailed look at one stretch 
of the selected route, showing the simplified geometry of CMAP network (straight 
segments), its coordinate displacement from TrafficStats route lines and detailed feature 
points (vertices) that define the route lines 
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Due to its manual selection process and finer segmentation in its geo reference data, origin and destination 
points of route selections appear more arbitrary when overlaid on CMAP network. In light of this 
observation, a semi-automated process was developed for mapping the geo reference data with CMAP 
network. A few Visum COM functions were used to aid the matching process, including finding nearest 
links for certain nodes, and shortest path search based on various criteria (travel time and distance), and 
combinations of filtering for possible routes.  
 
Specifically, the following steps were adopted in the route matching (see FIGURE 4-12): 

1. Convert the geo reference data into shapefile, and bring the data into Visum as points of 
interests (POI) vertices or feature points, and overlay the points with CMAP network. 

2. Identify the start and end CMAP nodes for the current route selection, perform shortest path 
search with these start/end nodes. It is found that distance based search generally resulted in the 
same sequence as the lines of most selected routes.  

3. Apply filters to the direction of the route, and match the vertices to the CMAP links; 
4. Back-track the segment from the vertex sequence matches and output the match results. Most 

commonly the same one (CMAP link) to many (route segments) relations were resulted from 
the match process. When one CMAP link is matched with several route segments, a 
distance-weighted average of the segment speeds is taken.  

 

 
(a) 

 
(b) 

(c) 
 

(d) 

FIGURE 4-12 Route line match process to CMAP network in Visum. (a) identification of start CMAP 
link node for the current route, (b) identification of end CMAP link node, (c) distance based shortest path 
search from identified start/end nodes; (d) script running procedure to export matched link sequence data 
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5 VALIDATION OF TOMTOM DATA 

This chapter aims to validate TomTom travel time using GCM data. Since GCM data only have observations 
on freeway links, we will focus on these links. However, a comparison on a small set of arterial links is also 
conducted to highlight the difference between the two data sources on these links. 
 
In our analysis, TomTom speed data and TomTom route reports are compared with GCM data collected 
from I-pass and loop detectors in Chicago area.  We note that the GCM data available to the research team 
were collected between 2004 and 2008 while the TomTom database was initiated after October of 2008. 
However, we expect that travel time distributions, being highly aggregated information, remain relatively 
stable unless major changes in travel demand or supply take place in the region.   It is on this base that the 
validation is carried out in this project.   

5.1 GENERAL COMPARISON 

TomTom’s MultiNet provides speed data aggregated over 15-minute interval and averaged for each day of a 
week (e.g. Monday, Tuesday) for most links in the area.  To get a sense of overall fitting between this data 
set and GCM data, we compared the average speed for four periods of time on all links for which both GCM 
and TomTom have data.  Note that we have to further aggregate TomTom data into AM Peak (6-10 a.m.), 
MidDay (10 a.m. – 4 p.m.), PM Peak (4 – 8 p.m.) and Off peak (8 p.m. – 6 a.m.) in order to facilitate the 
comparison.   
 

  
a) AM Peak b) Mid Day 

  
c) PM Peak d) Off Peak 

FIGURE 5-1 Relation between TomTom and GCM average travel time data 
 
FIGURE 5-1 plots the average travel times in four periods from the two data sources, with x axis being GCM 
travel time and y axis being TomTom travel time. Each dot in the plot represents one link.   If the average 
speeds of the two sources match with each other perfectly, the dots would all fall on a 45 degree line.  In 
general, these plots suggest a good agreement between the two sources. When a basic linear regression is 
performed, a line is obtained that has a zero intercept and a slope close to 1 (range between 0.8 – 0.9, see 
Figure 5-1).  The reported R-squared errors also suggest that the straight line provides a high degree of 
goodness-of-fit.     Interestingly, the regression result seems to indicate that TomTom data set generally 
gives a smaller average travel time than GCM data set.   Since this is consistent across all periods, it is 
unlikely that the change reflects a systematic shift in traffic conditions.  Rather, the cause is likely due to the 
way the two data collection systems behave.  
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TABLE 5-1 reports the room mean square differences (RMSD) of the two data sources for each of the four 

periods. RMSD is calculates as  , in which and  represent the 

average travel time in segment i from GCM and TomTom databases respectively. 
 
TABLE 5-1 Comparison of TomTom and GCM Segment Travel Time During Different Times of Day 

 AM Peak MidDay PM Peak Off Peak 
Root Mean Square 

Difference 0.40 0.45 0.48 0.37 

 
Results in Table 5-1 shows that, the two data sets show the best match in Off Peak, followed by AM Peak 
and MidDay periods.  This is expected since traffic condition in the Off Peak period is subject to least 
fluctuations. The PM Peak period shows the largest difference in average segment travel time between the 
two. 

5.2 LINK SPEED PROFILE 

Freeway links 
We first compare the average speed profiles obtained from GCM and TomTom data, as well as travel time 
distributions obtained from these speed profiles.  The comparison is focused on freeways since GCM data is 
only available on freeways.   Wednesday is selected in this comparison.  

 
 

a) Link 12190 on I-90 

 
b) Link 15268 on I-90 

FIGURE 5-2 Link speed profile (I-90) 
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In each figure, the average speed over time is shown in the top plot, where the solid line represents TomTom 
while the dotted line represents GCM.  At the bottom, PDF of TomTom travel time is plotted on the left 
while PDF of GCM travel time is plotted on the right.  
  
FIGURE 5-2(a) and FIGURE 5-2(b) plot two representative links on Interstate 90. In FIGURE 5-2(a), rush 
hour effect can be clearly observed in GCM data. Travel speed drops during morning and afternoon peak 
periods. However, only afternoon peak is observed in TomTom data.  It is unclear why TomTom data failed 
to identify the morning rush hour period completely in this particular case. One explanation may be the 
geo-referencing in two networks were not completely compatible.   
 
Interestingly, TomTom data seems to have a lower free-flow speed. In TomTom data, the free flow speed is 
between 50-55 mph, which is at the speed limit of I-90 but clearly below what a normal driver would drive 
when there is no traffic.  It appears that some filters have been used to process the raw speed data (e.g. any 
speed recorded higher than the speed limit is automatically screened out).  
 
For the PDF, both speed data provides a Gamma shaped distribution, which is consistent with the 
observations in the literature.  However, TomTom data presents a lower mean travel time and a smaller 
variance. The small variance in TomTom is easy to explain: the TomTom travel time distribution was built 
on highly aggregated 15 minute speed data (in total, only about 90 data points were used),  whereas GCM 
data were built from 5-minute weekday speed data in a period of about 4 years (tens of thousands of data 
points were used).    GCM data has a roughly 30% higher travel time than TomTom data, which is likely due 
to the morning congested identified only by GCM at this location.  
 
FIGURE 5-2(b) presents an example where the two data sources closely match each other in terms of the 
speed profile. The morning peak period can be easily observed in both TomTom and GCM profiles. While 
the afternoon peak period is not distinctive, the two curves follow a similar trend from afternoon peak period 
until mid-night.  Even though TomTom has fewer data points, the shape of its PDF mimics that of GCM 
reasonably well. Specifically, both curves exhibit two spikes in the plot, likely resulting from the relatively 
long duration of the analysis period (four hours).  Similarly, TomTom exhibits lower mean travel time and 
smaller variance as before.  
 
FIGURE 5-2(a) and FIGURE 5-2(b) give an example of bad and good match between the two data sources, 
respectively. To get a more complete picture, we examined 24 more links on I-90.  We found that 21 links 
look more like FIGURE 5-2(a) while only three look more like FIGURE 5-2(b). It was also noticed that 
FIGURE 5-2(b) (the one that matches better) has a lower speed on I-90, i.e., the free flow speed never 
exceeds 45 mph.  Interestingly, all the three links, which show good match between TomTom and GCM 
speed profile, have lower free flow speed of less than 45 mph.  
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a) Link 8929 Eisenhower 

 
b) Link 9546 Eisenhower 

FIGURE 5-3 Link speed profile (Eisenhower) 

 
FIGURE 5-3(a) compares the link speed profile on one link on Eisenhower Expressway (I-290).  Again, 
TomTom data does not match well with GCM data.  The free flow speed captured by TomTom data is 
around 50 mph, compared to 70 mph in GCM data. In addition, TomTom again fails to capture the morning 
peak period.  Yet, FIGURE 5-3(b) shows a case of very good match.   As before, we took a sample of 20 and 
found that the number of links that do match well is 2 and the number of those which do not is 18. Again, the 
only two links that show good match has a free flow speed below 50 mph. 
 
As to the distribution, most PDF curves have a Gamma-alike shape. In both FIGURE 5-3(a) and FIGURE 
5-3(b), the mean travel time are quite close in both data sources.  Similarly, the variance is much smaller in 
TomTom data because of the high degree of aggregation in TomTom data. 
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a) Link 8032 on I-294 

 
b) Link 3275 on I-294 

FIGURE 5-4 Link speed profile (I-294) 

 
In FIGURE 5-4(a) and FIGURE 5-4(b), speed profiles for two links on I-294 are plotted.  FIGURE 5-4(a) 
shows that the speed captured by TomTom data is generally higher than that captured by GCM, while 
FIGURE 5-4(b) provides an example that shows just the opposite. Interestingly, on this expressway, we did 
not find any link for which TomTom and GCM provide close match.  Instead, we found more links on which 
TomTom captures higher speed. Out of the 7 links we tested, 5 links have higher speed in TomTom data 
while the other two have higher speed in GCM data.  In addition, we found that TomTom data seems to be 
able to get higher speed on I-294 than on I-90 and Eisenhower Expressway.  The highest TomTom speed 
obtained for I-294 is about 65 mph.  
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Arterial streets 
As GCM data is based on the detectors and I-Pass transponders collected on highways, the data are not 
available for arterial streets.  The CDF and PDFs for arterial streets from GCM data were estimated based on 
free flow travel time and the level of congestion derived using travel forecasting model (see Chapter 4 for 
details).  The purpose is to show the difference between the estimated distributions from GCM data and 
those obtained from TomTom speed profile.   We expect that TomTom distributions better reflect the reality 
since they are built from real data.    There are generally three types of arterials in this study, including 
North-South/South-North, East-West/West-East and Radial arterials. One link from each set of arterials is 
selected as the representative of that set for comparing travel time distributions.  
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The PDFs of the sample link on Milwaukee Ave. (FIGURE 5-6) as the radial arterial show that the Off Peak 
PDF is skewed to the left while the AM Peak PDF is closer to bell shaped distribution, albeit slightly skewed 
to the left. The stepwise format of the distribution is due to the limited number of data points available. 
Travel time and its variation are larger during AM Peak period.  Again, it is clear that GCM distributions 
severely underestimated the average link travel time, possibly because the estimation in GCM does not 
consider the impacts of signals.  
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selected for comparison mostly because it is closer to the time when our GCM data were collected.  
 
In all comparisons, three CDF curves are plotted. The red curve (hereafter called TomTom percentile CDF) 
is the percentile travel time directly reported by TafficStats.   It is unclear how the percentile travel times 
were obtained. We assume that TomTom’s raw data include travel time observations for the defined 
segments, and that the percentile travel times were derived from these raw data.  The green curve (hereafter 
called TomTom segment CDF) represents the CDF of a distribution estimated from the mean and variance of 
the link segments that form the route.  More specifically, we first add the mean and variance of each link 
segments. Then, the sums of the means and variances are used to calculate shape and scale parameters for a 
Gamma distribution. Once the shape and scale parameters are calculated, a Gamma CDF is plotted as the 
green curve. Finally, the blue curve (hereafter called GCM CDF) represents the CDF of a distribution 
estimated from GCM data, which is constructed by adding the distributions of the member links through 
convolution.  
 

TomTom Route Pencentile Travel Time Report (Mean = 29.15 min, Std = 14.30 min, Sample = 1830)
TomTom Segment Travel Time Statistics (Mean = 30.76 min, Std = 2.32 min, Sample = 1823)
GCM Travel Time report (Mean = 19.56 min, Std = 3.07 min, length = 13.94 mile)
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FIGURE 5-8 compares the CDFs of travel time distributions on Edens Expressway for AM Peak and Off 
Peak, obtained from two data sources.  In the AM Peak (Figure 5-8 (a)), it is seen from the plot that the GCM 
CDF lies to the left of TomTom segment CDF, implying GCM data gives lower travel time compared to the 
other. The difference in average times between the two distributions is about 10 minutes, while the 
differences in the standard deviation is much smaller. On the contrary, the two TomTom CDFs gives similar 
average but vastly different standard deviations.   In particular, the TomTom route percentile CDF (red 
curve) spreads widely, and corresponds to much larger standard deviation (5 – 6 times higher than that of the 
other two CDFs). The three curves do not match well with each other. 
 
The Off Peak period plot basically tells a similar story in terms the relative position of the CDFs, although all 
curves clearly have shifted to the left (i.e., lower travel time), as expected.  The difference in mean travel 
times between GCM and TomTom CDFs is reduced from about 10 minutes to about 4 minutes.  
 

TomTom Route Pencentile Travel Time Report (Mean = 22.17 min, Std = 9.92 min, Sample = 707)
TomTom Segment Travel Time Statistics (Mean = 23.06 min, Std = 1.71 min, Sample = 707)
GCM Travel Time report (Mean = 23.97 min, Std = 1.73 min, length = 13.85 mile)
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widely and has a much larger variance.  Yet, it gives an average travel time that is remarkably similar to 
those from the other two CDFs..  For the Off Peak period GCM CDF and TomTom segment CDF give quite 
different minimum travel time but similar maximum travel time.  Their means are quite similar, but GCM 
CDF has a significantly smaller standard deviation (about one third).   Again, the TomTom percentile CDF 
spreads out and gives fairly large variance, which seems counterintuitive given that the measurement is 
taken during the Off Peak period. 
 
A pattern standing out from the above comparisons is that GCM CDF generally matches better with the 
TomTom segment CDF, but much less so with the TomTom route percentile CDF. One possible reason for 
the similarity between CGM CDF and TomTom segment CDF is that they are generated using a similar 
method, i.e., through adding distributions on the segments. This method relies on two assumptions: (1) that 
the distributions are closed under convolution and uniquely identified by the first two moments, and (2) that 
the segment distributions are independent from each other. Clearly, both assumptions may be violated in 
reality, leading to misrepresentation in the resulting route travel time distributions.  Should we put more 
confidence on the TomTom percentile CDF?  We believe that this is probably not a good idea.  Figure 5-9 
(b) clearly shows that TomTom Percentile CDF likely overestimates the variance of route travel time.   It is 
difficult to assess which curve better represents the reality, since we do not have the ground truth 
route-based travel time observation data.  
  

 
TomTom Route Pencentile Travel Time Report (Mean = 60.06 min, Std = 22.19 min, Sample = 264)
TomTom Segment Travel Time Statistics (Mean = 62.41 min, Std = 3.68 min, Sample = 264)
GCM Travel Time report (Mean = 49.51 min, Std = 0.37 min, length = 18.22 mile)
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6 ROUTING EXPERIMENTS 

6.1 IMPACT OF RISK-TAKING BEHAVIOR ON ROUTE CHOICE  

This section first uses GCM data to test how different risk-taking behavior would result in different route 
choice. In particular, three risk-taking behaviors, as mentioned in Section 3, are tested, i.e., 
first-stochastic-dominance (FSD) or risk-neutral, second-stochastic-dominance (SSD) or risk-averse, and 
third-stochastic-dominance (TSD) or ruin-averse.  

6.1.1 Downtown to O’Hare International Airport 

Our first experiment tests the O-D pair between downtown Chicago and O’Hare International Airport. The 
origin (Node 872) is chosen at the intersection of LaSalle Street and Randolph Street. The destination (Node 
119) is set as O’Hare airport. The conventional shortest path is found in FIGURE 6-1, as shown in the Google 
Maps. The path starts from downtown Chicago and merges to highway I-90 to reach O’Hare airport.  
 

 
FIGURE 6-1 Conventional shortest path in Google Maps 

 
To better understand the impact of risk-taking behavior on route choice, we use the same O-D pair to run an 
experiment in VNET (see Appendix for an introduction to the software). In the experiment, we test the 
impact of FSD/SSD/TSD on the path choices, see FIGURE 6-2(a) and FIGURE 6-2(b).  
 

  
a)  Chicago to O’Hare under FSD b)  Chicago to O’Hare under SSD/TSD 

FIGURE 6-2 Chicago to O’Hare reliable paths                     

 
In the FSD case, 15 paths are identified as FSD-admissible. To simplify the comparison process, we only 
pick 4 representative paths in this case. The major difference of the paths lies on the path choice towards 
northwest. Two options are available in this case. The first one is to use I-90 (highway) to travel northwest, 
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shown as the green line in FIGURE 6-2(a). The second one is to use N. Milwaukee Ave (arterial) to travel 
northwest, shown as the brown line in FIGURE 6-2(a). The route on N. Milwaukee Ave. diverges to two 
options at the intersection of Milwaukee Ave. & Higgins Ave. One option keeps on Milwaukee Ave while 
the other merges to Higgins Ave, which is the red segment in the FIGURE 6-2(a).  
 
In the SSD/TSD case, the same two paths are identified as SSD/TSD-admissible. The difference between the 
two paths lies on the way to enter the highway segment. The first one (green route) uses Randolph Street 
directly to enter I-90 while the second one travels north and merges to highway later. Another difference lies 
on the usage of express lane. The two routes do not overlap in the beginning of highway because one of them 
uses the express lane.  

  
a)  CDF of FSD-admissible paths   b) CDF of SSD/TSD-admissible paths 

FIGURE 6-3 CDF of Chicago to O’Hare admissible paths 

To better understand the path choice, the CDF of all the paths are drawn, see FIGURE 6-3(a) and FIGURE 
6-3(b). In the FSD case, FIGURE 6-3(a), the paths can be grouped into two categories. The green, yellow 
and red lines are the first category (the I-90 category) while the black and blue being the second category 
(the arterial category). The highway category exhibits larger variance, i.e. the travel time (x-axis) spans from 
lower value to higher value. The large range of highway category reflects the uncertainty of travel time on 
highway due to un-predicted traffic condition. Under light traffic, the highway is faster than the local road. 
However, heavy congestion may incur longer travel time and render it less attractive than local road. In the 
SSD/TSD case, only two paths are SSD/TSD-admissible. Other paths are dominated in SSD/TSD sense 
even though they are FSD-admissible.  

6.1.2 North Suburb (Evanston) to Downtown Chicago 

Our second test connects north suburb (Evanston) to Downtown Chicago. The origin is chosen at Dempster 
St. & McCormick Blvd. (Node 8890) and the destination is at LaSalle St. & Randolph St. (Node 872). 
FIGURE 6-4 shows the three possible paths from Evanston to Downtown Chicago. The first path travels west 
and merges to I-94 to reach Downtown Chicago. The second and third path travels on McCormick Blvd and 
uses Lake Shore Drive to reach Downtown Chicago. The only difference lies on the place where the two 
paths take different arterial streets to merge to Lake Shore Drive 
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FIGURE 6-4 Evanston to Downtown Chicago in Google Maps 

 
FIGURE 6-5(a) and FIGURE 6-5(b) plot the path choices for FSD and SSD/TSD respectively. In the case of 
FSD, 42 paths are identified as FSD-admissible. For the purpose of simplicity and readability, FIGURE 
6-5(a) only list 4 representative paths. The first path takes McCormick and travels south bound until merging 
to I-94. The second path goes along Dempster St. and merges to I-94. The third path travels on McCormick 
and merges to Touhy Ave. Then it takes a right turn at Sheridan Rd. and merges to Lake Shore along 
Sheridan Rd.  The fourth path also merges to Lake Shore Dr., but from a different place. In the case of 
SSD/TSD, Lake Shore Dr. is no longer SSD/TSD-admissible. Once again, SSD-admissible paths are the 
same as TSD-admissible paths in this case. 
 

  
a)  Evanston to Chicago under FSD b)  Evanston to Chicago under SSD/TSD 

FIGURE 6-5 Evanston to Chicago reliable paths 

                                                         
 In the meanwhile, the CDF of all FSD/SSD/TSD-admissible paths are plotted in FIGURE 6-5(a) and 
FIGURE 6-5(b). In this case, we can see that all paths can be classified into highway category and arterial 
category as well. The green line is the only path classified as highway category. We can see that the highway 
category, as before, exhibits wider range, which implies larger variance. On the other hand, paths in arterial 
category are close to each other in terms of the shape and percentile of their CDF.  
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a)  CDF of FSD-admissible paths b) CDF of SSD/TSD-admissible paths 

FIGURE 6-6 CDF of Evanston to Chicago admissible paths 

6.1.3 Southwest Suburb to Downtown Chicago 

The last experiment connects the southwest suburb to Chicago downtown. The origin (Node 7431) is close 
to the intersection of S. Harlem Ave & Ogden Ave. The destination (Node 872) is set at the intersection of 
LaSalle & Randolph as usual. Google Maps gives three potential paths for the specific O-D pair, see FIGURE 
6-7. The first and second paths use I-290 to connect the suburb and downtown Chicago. The difference lies 
on the place to merge to I-290. The third path detours toward south and uses I-55 and then I-90. The first and 
third paths are faster based on Google’s calculation. However, they are also subject to more traffic delays.  
 

 
FIGURE 6-7 Southwest to Downtown Chicago in Google Maps 

 
However, the path on I-55 is not FSD-admissible in VNET. Interestingly, another path which drives along 
Ogden Ave. becomes FSD-admissible. In the case of FSD, 5 paths are identified as attractive. In the case of 
SSD/TSD, the same two paths are identified as SSD/TSD-admissible. Both paths take I-290 to reach 
downtown. The difference lies on the place they merge to I-290.  
 

  
a)  Southwest to Chicago under FSD b)  Southwest to Chicago under SSD/TSD 

FIGURE 6-8 Southwest to Chicago reliable paths 

The CDF of FSD/SSD/TSD paths are plotted in FIGURE 6-9(a) and FIGURE 6-9(b). For the 
FSD-admissible paths, four paths have similar CDF shape. The path with a slightly different shape is Path 2, 
which travels along S. Harlem Ave and merges to I-290. It is the path with longest travel distance on I-290. 
The result is consistent with our previous examples. The paths on highway segments have larger variance 
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with smaller minimum travel time and larger maximum travel time. The result can be intuitively explained 
as the traffic condition variation on highway. 

  
a)  CDF of FSD-admissible paths b)  CDF of SSD/TSD-admissible paths 

FIGURE 6-9 CDF of Southwest to Chicago admissible paths 

6.1.4 Summary of findings 

In the three experiments, we make three observations. First of all, the paths provided by Google Maps are 
not always reliable. The underlying reason is quite intuitive; Google Maps only provides routing guidance 
based on expected travel time. However, the reliable routing guidance provided in this work provides a 
comprehensive routing guidance based on traveler’s on-time arrival requirement and risk-averse preference. 
Our routing system eliminates paths that are dominated by others. The feasible paths in our system can be 
utilized to construct a routing frontier so that traveler can pick the right path based on his/her on-time arrival 
requirement. Secondly, highway segments seem less reliable based on GCM data. Even though traveling on 
highway may incur much lower travel time when the traffic is light, highways are apparently subject to 
longer delay when traffic conditions worsen. From the standpoint of reliability, highways are more attractive 
when the traveler’s on-time arrival probability is below a certain level. Thirdly, we find that SSD-admissible 
paths are identical to TSD-admissible paths in all three of our experiments. Considering the additional 
computational effort to find TSD-admissible paths, SSD-admissible paths are ideal choice for those who 
prefer high reliability in real application. 
 
 

6.2 IMPACTS OF DIFFERENCE BETWEEN GCM AND TOMTOM DATA ON RELIABLE 
ROUTING 

The section performs the previous experiments again, but using TomTom data to generate travel time 
distributions on arterial streets.  The validation study presented in Section 5 has indicated that GCM 
database tends to underestimate the average travel time on arterial streets. Given this observation, we set out 
to examine how the routing results based on the two data sources would be different.   

6.2.1 Downtown to O’Hare International Airport 

For comparison purpose, the same O-D pair (Node 872- Node119) is chosen. However, only one path is 
identified as FSD-admissible with the new data source, compared to 15 identified paths with the original 
GCM data. In the case of SSD/TSD-admissible, GCM identifies two paths while TomTom only finds one. 
FIGURE 6-10(a)-(d) list the identified paths in each scenario.  
 
Interestingly, the only identified path with TomTom data is I-90. All arterial/local paths are eliminated since 
they are no longer FSD/SSD/TSD-admissible. The possible reason is that the higher arterial travel time 
estimated in the new data source makes the arterials routes no longer competitive.    
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a)  Chicago to O’Hare FSD (GCM) b)  Chicago to O’Hare FSD (TomTom) 

  
c)  Chicago to O’Hare SSD/TSD (GCM) d)  Chicago to O’Hare SSD/TSD (TomTom) 

FIGURE 6-10 Chicago to O’Hare reliable paths 

6.2.2 North Suburb (Evanston) to Downtown Chicago 

The same OD pair (Node 8890 – Node 872) is chosen for comparison. In FSD case, only 14 paths are 
identified as FSD-admissible with the new data source, compared to 42 paths with GCM data. Three 
representative paths are plotted in Figure 6.11 to show the difference between GCM data and TomTom data. 
It is worth noting that the red and light green paths in GCM data (FIGURE 6-11(a)) are no longer 
FSD-admissible. Clearly, the reason for this change is the same, that the new data source generally estimate 
higher travel time for arterial streets, hence effectively eliminate those options that use many arterial streets.  

  
a)  Evanston to Chicago FSD (GCM) b)  Evanston to Chicago FSD (TomTom) 
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c)  Evanston to Chicago SSD/TSD (GCM) d)  Evanston to Chicago SSD/TSD (TomTom) 

FIGURE 6-11 Evanston to Chicago reliable paths 

In SSD/TSD cases, the two data sources identify totally different two paths as SSD/TSD-admissible, as 
shown in FIGURE 6-11(c) and FIGURE 6-11(d). Even though all the four paths use I-94 to reach downtown, 
they differ significantly in the trajectory on arterial streets.  
 

6.2.3 Southwest Suburb to Downtown Chicago 

The same OD pair (Node 7431 – Node 872) is chosen to study the reliable routing between Southwest 
suburb to Chicago downtown. In FSD case, 10 paths are identified as FSD-admissible with the new source, 
compared to 5 paths with GCM data. FIGURE 6-12(a) and FIGURE 6-12(b) plot all 5 paths with GCM data 
and 5 representative paths with TomTom data, respectively. Significant difference can be observed between 
the two plots. In SSD/TSD case, the green path in FIGURE 6-12(c) is no longer SSD/TSD-admissible, 
leaving the red one the only path that is SSD/TSD-admissible in both data sources.  
 

 
 

a)  Southwest to Chicago under FSD (GCM) b)  Southwest to Chicago under SSD/TSD 
(TomTom) 

  
c)  Southwest to Chicago under FSD (GCM) d)  Southwest to Chicago under SSD/TSD 

(TomTom) 

FIGURE 6-12 Southwest suburb to Chicago reliable paths 
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6.2.4 Summary of Findings 

The above comparison shows that the reliability routing results are changed significantly after TomTom data 
are used to generate travel time distributions on the arterial streets.  The main reason for this change, we 
believe, is that the travel times for arterial streets in GCM were severely underestimated.  As a result, many 
arterial-based paths that were found reliable for certain risk-taking preferences were no longer attractive 
because they become much longer when TomTom data are used.   
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7 CONCLUSION 

This project explored the use of commercially available consumer GPS data in travel reliability studies. 
Specifically, two TomTom traffic data products, namely MultiNet and TrafficStats, which produce 
respectively time-of-day link travel speed profile and travel time statistics on selected routes and their 
segments, are considered.  We evaluated the quality of these two commercial data products using GCM data, 
a publically available traffic sensor database. The findings from the evaluation studies are: 

• TomTom speed profile data generate average travel time estimations for highway segments that 
match those from GCM data reasonably well.  However, estimated average link travel times from 
TomTom are about 10% – 15 % lower than those from GCM data.  

• Using TomTom data as a benchmark, we found that the travel times on arterial streets are severely 
underestimated in the GCM database. Note that these arterial travel times were estimated because 
no direct observations were available.  

• The daily speed profiles obtained from TomTom and GCM data do not match very well on most 
expressways examined in this study.  In general, TomTom data tend to underestimate the travel 
speed on highway segments. It appears that, in most cases, TomTom caps the speed at the legal 
limit, which is not the true free flow speed, as revealed from GCM data.  

• The quality and usefulness of the data provided by TrafficStats raise more concerns.  For one thing, 
the percentile route travel time provided in the route reports seems to spread out too much and have 
a variance too high to be realistic in most cases.   Perhaps more problematic is the fact that these 
percentile travel times do not match the reported route segment statistics, especially in terms of 
variance.  The conclusion of the research team is that one has to consider the utility of this product 
with cautions, especially given its high price. 
 

TomTom data provide a more reliable data source for arterial roads than GCM database since it is based on 
real observation instead of statistical estimation.   The reliable routing experiments presented in Chapter 6 
were designed to test the impacts of this new data source on reliable route guidance.   These experiments 
show that the reliability routing results are changed significantly after TomTom data are used to generate 
travel time distributions on the arterial streets.  The main reason for this change, we believe, is that the travel 
times for arterial streets in GCM were severely underestimated.  As a result, many arterial-based paths that 
were found reliable for certain risk-taking preferences were no longer attractive because they become much 
longer when TomTom data are used.   
 
Based on the VNET platform, this project developed the RIDEA application, which integrates the functions 
to access and visualize the TomTom/GCM databases and to generate reliable routing guidance. RIDEA 
provides a prototype to support future commercial software development for travel reliability analysis.  
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Appendix A  User manual of Reliability-IDEA(RIDEA) 
 
A.1. Installation 
 
RIDEA is developed by the research team as a new VNET Application.  VNET is a simple, flexible and 
extensible graphic user interface that supports a wide variety of network-related applications.    
 
The latest version of VNET can be downloaded at http://translab.civil.northwestern.edu/nutrend.  After 
downloading the package, simply follow the setup wizard to finish the installation.  Note that an outdated 
version of VNET, if any, has to be removed before installing a new version. 
 
VNET has been tested on Windows XP and Windows7.  If you are using Win7 and install the program under 
the default path (Windows program files (x86)), you need to run VNET as administrator.  Alternatively, you 
can select not to install VNET in a system folder. 
 
 
A.2. A Quick Tutorial for VNET 
 
VNET is very easy to navigate because it has a linear structure. All operations are structured and executed 
following a well-defined path, as described below. 
 
Step 1:  Specify a network type — choose one from the dropdown list. 
 
Step 2:  Choose a base file from the set of required files for the selected network type (any file can be used) 
by clicking   . 
Step 3:  Load and navigate network by clicking   . 
 
Step 4:  Choose an app – choose one from the dropdown list, which will be built according to network type. 

Step 5:  Run the app – click  .  
 
Step 6:  Choose a post-run operation for analysis – choose from the dropdown list, which will be build 
according to app. 

Step 7:  Run the post — run operation. Click . 
 
At any point, users may reselect an app or a file name - reselecting a file name necessitates a network 
reloading, and reselecting an app necessitates a new app run. 
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Figure A1. User interface of VNET 

 
 
A.3. Get Started 
 
Once VENT is installed, a VNET shortcut can be found on the desktop. Or it is always accessible through the 
installation folder. The default folder is “C:\Program Files (x86)\NUTREND\VNET”. User interface of 
VNET is shown in Figure 1. The user interface consists of four major panels as follows: 
 

• Main panel: display the map or plots generated in VNET 
• Network panel: select network from files 
• Application panel: network-related applications and post operations 
• Log panel: display information in running 

 
  Provide help information about VNET. The button pops out the help window of VNET, Figure 2. 

 Switch between map view and plot view 
 Provide coordinates information of the cursor 

 Pop out a dedicated log window 

 Clean the current log window 

Exit VNET 

 

Help Network 

Application 

Log 

Main 
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Figure A2. A quick tutorial 

 
 

A.4. Network Panel 
 

A.4.1. Select network type 
 
Before loading network files, network type has to be specified. Eight network types are available from 
the drop list for the current version. A more detailed description about each type can be found in   
→ Network types. 
 

• Empty:  allows users to use applications not directly tied to a defined network object 
• CTR: used for Chicago Reliable Routing project 
• FORT: a static network format which describe networks using a forward star structure 
• FORTNO: this is the same as FORT, except it is network topology only 
• TAPAS: a static network format used by Hillel Bar-Gera 
• TAPASNO: this is the same as TAPAS, except it is network topology only 
• GTFS: Google Transit Feeder Specification 
• NETGTFS: introduced by Marco Nie as a processed GTFS format 

 
 

A.4.2. Load network file 
 
Once network type is specified, click   to choose the base network file. Note that a valid network may 
contain multiple files with different extension.  Any of them can be chosen to represent the network. 
Then, click    to load the network into VNET. Once a network is loaded, the main window provides 
an overview of the loaded network.  
 
 

A.5. Application Panel 
 
Applications panel includes two components. The first one is a generic component which deals with the 
topology of the network (Figure A3(a)). The second one is network type specific (Figure A3(b)), i.e. the 
applications vary for different network type.  RIDEA is only defined for CTR network type.  
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            (a)  Generic component              (b) Network type specific component 

Figure A3. Application panel 
 

A.5.1. Generic panel 
 
The generic panel provides universal functionality across all network type. Specifically, it provides 
functionality to deal with OD pairs and map layers. 
 

1. O-D: There are two ways to identify an OD pair. 
• Input box: Enter the OD pair directly into the boxes in the OD panel 
• OD selection window: Click  to open the “VNET Object Selector” window (Figure A3).  The 

window provides a list of information about the network nodes. Choose “Origin” or “Destination” 
from the drop list. Select any node from the list and click   to finalize the selection. Once it is done, 
the OD pairs are updated. 

2. Network Layers Display different layers and objects on the map. 
• Show/Hide layers: Check the box next to each layer to show/hide the layer (Figure A4(a)). 
• Show label: Check the box to show the selected label on the map. The label can be selected from the 

drop list below the check mark (Figure A4(b)). The size of the label can be adjusted through the slide 
bar. 

• Edit layer properties:  Double click a layer to open “Graph and Objects Properties” window, see 
Figure 4. 

• Show  layer properties:  Click   to show the layer information 
 

 
A.5.2. RIDEA application 
 
All CTR-type applications will be activated when a CTR network is loaded.   Currently VNET 
implements two CTR applications. We only describe the second application, i.e. RIDEA. Once a CTR 
map file is loaded, follow the steps below to specify the parameters used in RIDEA. 

                                                              
                (a)Show/Hide layers                            (b) Show label 
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Figure A4: Graph and Objects Properties window 

 
Step 1. Pick the origin and destination nodes by entering the node ID. Note that, the origin and 
destination nodes should be visible in the current window. The size of the window can be adjusted by 
zooming in/out. 
 
Step 2. Set routing parameters by clicking  . Parameters are listed in Figure 5. 
 
Step 3. Reload the parameters by clicking  . Note that reload must be executed very time the 
parameters are changed. 
 
Step 4. Run the application by clicking  . 
 

 
Figure A5. Parameter settings in Reliability-IDEA 

Figure 5 lists all the parameters in Reliability-IDEA. The parameters are self-explanatory.  A detailed 
explanation of important parameters is shown below. 

- Source of travel time distribution (1/2/3): Determine the travel time data source. Option 1 is 
that all data is collected from GCM. Option 2 is randomly generated distribution.  Option 3 
combines data from both GCM and TomTom GPS data. 

- Day of week and Time of day: Specify the day and time of the data. 
- Risk type: Three options are available currently, i.e. FSD, SSD and TSD. 
- Running mode: Switch between reliable routing mode and data viewing mode. 
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Figure A6. Returned routes in Reliability-IDEA 

 
 
Once parameters are set properly, VNET returns possible routes as shown in Figure A6. At this stage, post 
operations are available and explained as follows. 

- View/save reliable paths: Save reliable paths to inventory for future reference. 
- View/Delete saved reliable paths: View/Delete saved reliable paths. 
- Export/Import saved reliable paths: Export/Import reliable paths to/from .txt files. 
- View link distributions:  Display CDF and PDF of selected link. Figure A7 shows a link 

distribution comparison between GCM and TomTom data. 
- View TomTom speed profile: Display GCM and TomTom speed profile over time, see Figure A8. 
- View TomTom route reports:   Display the comparison between GCM and TomTom route CDF. 

 
 

 
Figure A7. Link distribution comparison in GCM and 

TomTom
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Figure A8. Speed profile over time 
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