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PREFACE

Transportation Research Board reports that synthesize information related to landslides and rock fall span more than four decades. Previous reports have been widely used in the geotechnical engineering community as comprehensive, practical sources of information on landslides and their control. Among the most widely distributed of TRB publications, these reports have enjoyed wide international appeal and have been translated into several languages.

Recognizing the lack of a single source in the English language that covers the entire spectrum of issues related to landslides, the Transportation Research Board (then the Highway Research Board) created the Committee on Landslide Investigations in 1951. The efforts of that committee resulted in Special Report 29, Landslides and Engineering Practice, which was published in 1958.

In 1972 a task force was organized with members drawn from several of the committees within the Soils and Geology Group to undertake the revision of Special Report 29. This task force concluded that because of the large amount of new technical information available since the 1958 publication, the best course of action was to prepare a completely new report. Six years was required to prepare and publish TRB Special Report 176, Landslides: Analysis and Control.

Special Report 176 was reprinted a number of times, and by 1989 the Board was once again faced with the decision of whether to continue to reprint the existing text or to undertake a further revision. A polling of the members of the TRB committees within the Soil Mechanics and the Geology and Earth Materials sections clearly indicated that the report should be revised to address the latest advances in the methods for investigation and mitigation of landslides.

Accordingly, a study committee was established in 1990 with the charge to review the 1978 report, identify needed changes and additions, and prepare a new report for publication. Although aware of the heavy workload that such a revision would entail, a number of members of the task force responsible for developing the 1978 report agreed to serve on the new committee under the chairmanship of A. Keith Turner of the Colorado School of Mines.

At the first meeting of the study committee in January 1990, members were assigned the preparation of specific chapters. Responsibilities included developing chapter outlines, identifying expertise outside the committee membership to provide specific material or assist in writing chapters, writing material, coordinating the efforts of multiple authors, and reviewing chapter drafts before submittal for approval by the entire committee membership. In addition to holding meetings in Washington, D.C., during the TRB Annual Meeting, the committee held three other formal meetings. These discussions greatly improved the quality of the individual chapters. Although the material contained in each chapter is solely attributed to the author(s) of the chapter, committee members also were responsible for reviewing the report as a whole.
This latest volume in the series of TRB Special Reports on landslides contains 25 chapters written by 30 authors. Prepared by experts from the United States, Canada, and the Netherlands, this report has a broader international scope and considerably more extensive coverage than its predecessors. The authors of several of the chapters are involved in international landslide coordination programs, and this new report has been designed to reinforce those international efforts.

Measurements of the International System of Units (SI) are used in this report. A table of conversion factors for SI and inch/pound (U.S. customary) units of measurements is provided in Appendix B.
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PART 1

PRINCIPLES, DEFINITIONS, AND ASSESSMENT
Chapter 1

INTRODUCTION

This Special Report is organized into five major sections with 25 chapters. Although considerable efforts were expended to eliminate repetition of material in different chapters, some reiteration was necessary to provide continuity of thought and to allow adequate explanation of specific topics. Such repetition was judged more acceptable than excessive referral within the text to other sections and chapters.

In accordance with the evolution of this series of reports, the new title, Landslides: Investigation and Mitigation, was selected to reflect the increased knowledge of landslide processes, the procedures for landslide investigation that are now available, and the much more complex regulatory and economic climate under which landslide investigations and corrective actions must be undertaken. In fact, the titles of these reports since the first in 1958 mirror changes in societal values at least as much as evolution in scientific knowledge and engineering technologies. The 1958 report reflected engineering practice in resolving landslide instabilities along transportation facilities; the report published in 1978 reflected the evolving strategies for analysis and control of landslides.

In the years since the last volume was published in 1978, there have been many advances in the way landslide investigation and mitigation are conducted. Chief among these advances are the advent of the personal computer, the availability of new geotextile products, and new understandings of the behavior of earth materials. Personal computers have allowed numerical stability analysis methods to become commonplace; the use of geotextiles presents options for better and more economical mitigation procedures; and the improved methods for field investigations coupled with new understanding of landslide processes supply better data and concepts to the landslide analysis process.

However, landslide investigation and mitigation have been even more greatly affected by the imposition of environmental regulations and economic considerations. Throughout the world there has evolved a much greater appreciation of the impact of human activities on the natural environment. Consequently, the investigation of slope instabilities has been increasingly integrated with broader land use planning and land development activities. New transportation facilities, and the renovation or improvement of existing facilities, are frequently required to incorporate design elements that reflect natural landscape conditions and minimize visual impacts. In many hilly or mountainous terrains, such requirements translate into sophisticated landslide investigation and mitigation actions.

1. INTENDED AUDIENCE

Although slope stability problems related to transportation facilities are stressed, most of the discussions and examples in this report apply equally well to all cases of slope instability. As noted by Eckel in his introduction to the first TRB report on landslides:
The factors of geology, topography, and climate that interact to cause landslides are the same regardless of the use to which man puts a given piece of land. The methods for examination of landslides are equally applicable to problems in all kinds of natural or human environment. And the known methods for prevention or correction of landslides are, within economic limits, independent of the use to which the land is put. It is hoped, therefore, that despite the narrow range of much of its exemplary material, this volume will be found useful to any engineer whose practice leads him to deal with landslides. (Eckel 1958, 2-3)

Those statements are still true. The contents of this volume include several aspects that were not addressed in the earlier editions, and the text has been written and organized to appeal to a diverse audience, including

- Transportation engineers responsible for landslide investigations throughout the world,
- Students in geoscience and geotechnical fields with an interest in landslides, and
- Researchers needing a definitive source for landslide investigation and mitigation procedures.

Each of these groups has different needs, and this report attempts to address them while maintaining a balance and some brevity in the presentation.

For example, the report contains comprehensive, practical discussions of field investigations, laboratory testing, and stability analysis procedures and technologies. These topics are important to both practicing engineers and students of landslides. It was assumed that many engineers would require a reasonably complete single source of much of the information concerning both investigation and mitigation activities. This volume addresses that need.

In addition, it was expected that many students and researchers would desire comprehensive references to the literature and discussions of case studies, state-of-the-art techniques, and research directions. Accordingly, considerable effort was expended in identifying suitable literature citations and in providing some discussion of recent developments. References to specialized and hard-to-obtain sources were avoided as much as possible; most of the cited references will be readily available through university and special libraries.

2. DEFINITIONS AND RESTRICTIONS

In this report the term landslide is used to denote "the movement of a mass of rock, debris or earth down a slope" (Cruden 1991). As it is now used in North America, the term has a much more extensive meaning than its component parts suggest because the phenomena described as landslides are not limited either to the land or to sliding (Cruden 1991). In accordance with the practice in previous reports, ground subsidence and collapse are excluded, and snow avalanches and ice falls are not discussed.


3. HISTORICAL INFORMATION CONCERNING LANDSLIDES

3.1 Importance

Throughout the world, valleys in mountainous regions have experienced accelerated economic development in response to general population growth and associated demands for increased mining, forestry, and agricultural activities. In some areas, such as parts of North America and Europe, the growth of skiing and other recreational activities has spurred development in mountain regions. This economic growth has demanded expansion of transportation and communication facilities. The short history of extensive human development in many of these areas makes the evaluation of
potential landslide hazards and appropriate countermeasures very difficult. A large body of documented evidence concerning landsliding events in long-inhabited mountain regions, notably the Alps of Europe, does exist. In a study conducted by the Geological Survey of Canada, 137 landslide case histories in the Alps were collected and used to formulate the appropriate roles of various active or passive mitigation measures, monitoring, and risk acceptance to guide development in the mountains of western Canada (Eisbacher and Clague 1984). Such studies have not been widely emulated, but it appears that major landslide disasters in mountain regions can be avoided if historical experience is evaluated and used wisely.

In many regions large landslides are infrequent events. In comparison with the length of human lifetimes, their occurrence is so low as to lull many into a false sense of security concerning landslide hazards, especially in areas of lower topographic relief. An appreciation of historical experiences with landslides is a frequently neglected but important component of landslide investigation and mitigation studies.

Historical descriptions of landslides often provide insight into other aspects of the development of scientific and engineering knowledge. Few useful descriptions of landslides predate the Industrial Revolution. There was neither an economic incentive nor a scientific basis to support such studies until the late 1700s and early 1800s. The development and construction of canals, and subsequently railways, placed new importance on slope instability.

3.2 Early Historical Studies

It is beyond the scope of this report to present a detailed historical review of landslide investigations. Several reviews of historical landslides have been published (Voight 1978; Eisbacher and Clague 1984).

However, four examples of early studies from the 1800s are briefly presented to provide the reader with some concept of the insights that these historical documents may provide. All happen to be European examples; they were chosen because they illustrate the evolution of concepts concerning landslide processes. Three examples refer to large and spectacular natural landslides that were subjects of great popular interest and debate. The fourth example concerns what appears to have been the earliest application of soil mechanics methods to slope stability analysis.

3.2.1 Rossberg Landslide of 1806

On September 2, 1806, a very large, extremely rapid rock fall—rock slide, or sturzstrom, occurred in central Switzerland. As described by Eisbacher and Clague (1984), a large section of the Rossberg Massif, estimated to involve $10 \times 10^6$ to $20 \times 10^6$ m$^3$ of rock, rapidly moved down and away from the mountain and buried much of the small town of Goldau, destroying about 300 houses and killing 457 people (Figure 1-1). Part of the material filled about one-seventh the volume of the Lauerzer See, producing a wave 20 m high that surged over some lakeside villages. Zay (1807)
wrote an extremely important, early technical monograph. The landslide was subsequently studied by many others [e.g., Heim (1932)].

This catastrophe attracted wide attention throughout Europe, and the site of the disaster was visited by many notable persons, including artists such as the landscape painter Turner and writers such as Lord Byron. Its cause was debated by many scientists. Evidence pointed to groundwater conditions as the major cause. The winter of 1805-1806 was exceptionally snowy in central Switzerland, and the heavy snowpack was retained by a cold spring. The delayed but rapid snowmelt was augmented by heavy rains in July and August (Eisbacher and Clague 1984). It was thus logical to suggest that exceptional saturation of the rocks was the primary cause. Conybeare et al. (1840) explicitly referred to the Rossberg landslide as "far too well known to require any detail. . . . It occurred in the summer of 1806 after a season of excessive wetness, and is universally ascribed to the undermining agency of land-springs."

### 3.2.2 Bindon Landslide of 1839

On Christmas Day 1839, a very different type of landslide occurred along the south coast of England. Although there was no loss of life and only minor property damage, the date of the landslide's occurrence provoked wide public attention and heated debate concerning possible causes and religious significance. As a consequence of this interest, the "Bindon landslide" is among the most documented of all landslides to have occurred in Britain.

The landslide was subjected to extensive scientific investigation by several of the most eminent geologists of the period. Reports based on eyewitness accounts and geological observations at the site were quickly published by Conybeare et al. (1840), Roberts (1840), and many others. These reports included numerous engraved illustrations (Figure 1-2) that gained wide distribution. Conybeare et al. (1840) opened their account as follows:

The following memoir has been undertaken in order to lay before the reader a distinct account of the most remarkable example ever recorded to have occurred within this island of that class of disturbances affecting the configuration of portions of the earth's surface which results from the undermining agency of water. (Conybeare et al. 1840, 1)

The landslide attracted enormous crowds of curious visitors during the following years, and the local farmers levied a charge of sixpence on visitors wishing to pass through their lands to view it. It has been reported that it was accorded the sin-
gular honor of having a popular musical score, "The Landslip Quadrille," written to celebrate it.

The Bindon landslide also materially affected the evolving science of geology. The early reports (Conybeare et al. 1840; Roberts 1840) were the first to explain the significance of climate and groundwater conditions in promoting slope instability. The clear intent of most investigators was to demonstrate that water could cause such slope instabilities and that such landslides were not related to volcanism or earthquakes. Roberts (1840) stated that "the summer, autumn, and winter of 1839 will long be remembered as the wettest that has almost been known" and quoted the engineer of the Southampton Railway as saying that "so large a quantity of rain has not fallen within the memory of any living person."

Roberts (1840) suggested that these same landslide processes had potential for disrupting roads and that there was a real danger in not understanding them. He provided an example to support his claims:

It is surprising, often almost incredible how soon and how completely all recollection of natural phenomena, storms, slips, etc., unless attended by unusual features is erased. When the deep cutting... was about to commence in 1825, an elderly gentleman, Mr. John Warren, told his brother commissioners of turnpike, that the whole of that highly elevated valley had subsided forty years before; and prognosticated that a road would not long remain without accident... Many disbelieved the statement. The road was accordingly made, and soon slipped down from twenty feet at one end, to eight feet at the other, towards the sea. (Roberts 1840)

Conybeare et al. (1840) also provided analyses of the mechanisms of the failure, including calculations of the weights of the failed masses and the effects of hydrostatic pressures in promoting instability. These reports and concepts had a major impact on those responsible for constructing earthworks for the rapidly expanding railway system.

3.2.3 Elm Landslide of 1881

The catastrophe at Elm, Switzerland, in 1881 became famous because the events leading up to and accompanying the failure were carefully documented in German by Buss and Heim (1881) and Heim (1882, 1932). An excellent modern review of these historical reports was provided in English by Hsu (1978), and Heim's 1932 report was translated into English by Skermer (1989). The original reports (Buss and Heim 1881; Heim 1882) included interviews with eyewitnesses as well as geological observations. One of the eyewitnesses used a stopwatch to time the initial failure (Eisbacher and Clague 1984).

The failure was a very large and extremely rapid rock fall–rock slide, or sturzstrom, similar to but somewhat smaller than the Rossberg landslide of 1806. In this case the failure of the slope was precipitated partly by natural causes and partly by the extraction of slate from the Plattenberg quarry located at the foot of the cliff. This quarry was developed by local farmers with no mining experience (Hsu 1978). The quarrying undermined a large mass of rock on the mountainside above the quarry. The sudden failure of the mountain slope caused a mass of rock, estimated to have been $10 \times 10^6$ m$^3$, to fall onto the Plattenberg quarry platform. From there the rock mass was expelled horizontally, at velocities estimated to have exceeded 80 m/sec (Heim 1932) across the valley and toward the town of Elm, claiming the lives of 115 people (Figures 1-3 and 1-4).
The initial reports (Buss and Heim 1881; Heim 1882) emphasized the unexpected ways in which these sturzstroms move. For example, Heim (1882) reported that several people lost their lives when they ran uphill toward the hamlet of Düniberg (see Figure 1-3) and were overwhelmed by material that surged up the opposite valley slope to a height of about 100 m (Hsu 1978). Heim also reported the observations of several survivors in Elm, in particular their impressions of the flowing nature of the rock mass and the suddenness with which it stopped moving. Heim's detailed observations led to conclusions concerning the hazards resulting from these sturzstroms, especially the large horizontal distances over which they move (Eisbacher and Clague 1984). In his later work, Heim (1932) included calculations concerning the kinematic behavior of the Elm sturzstrom (Hsu 1978). Hsu stated that Heim's interpretations of the mechanisms of sturzstrom movement did not get the recognition they deserved, perhaps because Heim's work was not translated into English until more than 50 years later (Skermer 1989).

3.2.4 Studies of Slope Stability Along French Canals

In 1846, Alexandre Collin, a French engineer with extensive experience in the construction of canals, published his treatise on the stability of clay slopes (Collin 1846). Unfortunately, perhaps because it was not translated into English until more than a century later (Schriever 1956), Collin's report did not become widely known to civil engineers.

The instability of clay slopes was a relatively new problem to engineers in the mid-1800s. Early canals in both England and France did not involve deep cuts and high fills; such heavy earthworks were not associated with canals until the 1820s. Slope failures resulted, and subsequently railway engineers also encountered widespread slope failures in clay materials forming both cuts and fills. They clearly recognized the deep rotational type of movement and adopted gravel-filled trenches passing through the slip surfaces as their chief remedial measure.

Collin's report presented valuable field data, including surveys of the slip surface for about 15 failures (Figure 1-5). He concluded that the cause of failure was inadequate shear strength. Because he was working with materials that today would be classified either as stiff-fissured clay (in the cut slopes) or as poorly compacted clay (in the fills), he noted that in many cases failure occurred some years after initial construction. He attributed this failure to a process causing progressive softening of the clay and suggested water saturation as the most common cause. To reduce the probability of failures, he recommended drainage and establishment of grass cover on slopes, methods that today are recognized as appropriate for cut slopes in stiff-fissured clays.

Collin conducted the first documented shear tests on clays, which demonstrated the importance of water content and what are now referred to as the rheological properties of clays. He advocated the inductive approach: working from observation to theory. In this he was at odds with many of his contemporaries, who favored the deductive approach: the derivation of theoretical conclusions from oversimplified assumptions without reference to field observations. Using the inductive approach, Collin outlined an approximate method for analyzing the stability of clay slopes based on the shape of the slip surface and the strength of the clay.

Skempton (1946) presented a review of the historical significance of Collin's work and provided a list of references to Collin's report that he had found. The list is very short; there are only four references by English-speaking scientists and engineers to Collin's work in the century following the publication of Collin's report. It is unfortunate that Collin's observations and recommendations concerning the stability of clay slopes did not receive much wider exposure.

However, the investigators of the disastrous Panama Canal landslides, which are discussed further in Chapter 2, apparently were aware of Collin's report because they referred to it (Reid 1924). Just before World War II, this same reference came to
FIGURE 1-5
Two landslides in clay slopes along French canals. Upper drawing shows Gomel cut failure of May 1838 on canal from Nantes to Brest. Lower drawing shows 1838 failure of Hédé cut on Ille-et-Rance canal (Collin 1846, Plate XX).
COURTESY OF DAVID W. CORSON, DIRECTOR, OLIN-KROCH-URS LIBRARIES, CORNELL UNIVERSITY
the attention of Robert F. Leggett, Director of the Division of Building Research of the Canadian National Research Council in Ottawa. With some difficulty, Leggett obtained a copy of the Collin report. Although his war duties intervened, Leggett initially assisted with the report's translation into English and ultimately encouraged and supported others in completing such a translation, which was finally published after about a decade of part-time efforts (Schriever 1956). The translation also contains a memoir concerning Collin written by Skempton (1956), which is an updated version of his earlier review (Skempton 1946).

4. OVERVIEW OF REPORT

The 25 chapters forming this report are organized into Parts 1 through 5. This arrangement was adopted to group chapters according to related landslide investigation and mitigation topics. It is hoped that this grouping will assist readers in identifying those chapters most likely to address their immediate needs.

Part 1, Principles, Definitions, and Assessment, contains six chapters. In addition to this introductory chapter, topics covered are the socioeconomic significance of landslides, landslide types and processes, landslide triggering mechanisms, principles of landslide hazard reduction, and the application of hazard and risk assessment and decision making under uncertainty to landslide management.

Many of these topics are either new to this report or greatly expanded compared with the discussions contained in previous reports. The socioeconomic significance of landslides is emphasized because landslide losses continue to grow as human development expands into unstable hillside areas under the pressures of increasing populations. A significant proportion of world landslide losses involves transportation facilities: highways, railways, canals, and pipelines. The nation most severely affected by landslides is Japan, which suffers estimated total (direct plus indirect) landslide losses of $4 billion annually. In the United States, Italy, and India, total annual economic losses due to landslides have been estimated to range from $1 billion to $2 billion. Many other countries have lesser, but major, annual landslide losses.

Chapter 3 includes further development of the landslide classification principles introduced in previous reports, introduces current international standards proposed for the terminology and description of landslides, and links these standards to the landslide classification. In a similar fashion, the chapters on landslide triggering mechanisms, principles of landslide hazard reduction, and landslide hazard and risk assessment methods represent considerable expansions of earlier presentations.

Part 2, Investigation, includes five chapters that collectively review, in some detail, the entire landslide investigation process. This section begins with the organization of the investigation process and the importance of providing adequate field investigation. Subsequent chapters focus on various aspects of an ideal landslide investigation:

- Initial reconnaissance methods, including aerial photography, remote sensing, and geographic information systems;
- Surface observation and geologic mapping, including the use of surveying methods for identifying and monitoring landslide movements;
- Subsurface investigation, including geophysical explorations, field tests, sample collection methods, and groundwater monitoring; and
- Specialized field instrumentation to monitor landslide movements.

Four chapters form Part 3, Strength and Stability Analysis. The principles of soil and rock mechanics are presented in separate chapters, and stability analysis methods for both soil and rock slopes are presented in two other chapters. A considerable effort has been made to explain and contrast the most appropriate methods for both soil and rock materials.

Part 4 comprises three chapters on landslide mitigation issues. Chapter 16 introduces this section with a review of important considerations and constraints that affect the slope design process. Design methods for the stabilization of soil slopes are provided in Chapter 17, and rock slope stabilization and protection measures are discussed in Chapter 18. In this report an attempt has been made to treat soil and rock slopes on a more equal basis and to compare the best mitigation procedures for each class of slopes.

Part 5, Special Cases and Materials, represents a major addition to the coverage in previous reports: the issues and concerns of landslide investigations in specific environmental or geotechnical conditions. Such special aspects include tropical and residual soils, colluvium and talus,
shales and other degradable materials, hydraulic
tailings, loess, soft sensitive clays, and permafrost.
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Chapter 2

ROBERT L. SCHUSTER

SOCIOECONOMIC SIGNIFICANCE OF LANDSLIDES

1. INTRODUCTION

Landslides have been recorded for several centuries in Asia and Europe. The oldest landslides on record occurred in Honan Province in central China in 1767 B.C., when earthquake-triggered landslides dammed the Yi and Lo rivers (Xue-Cai and An-ning 1986).

The following note by Marinatos may well refer to a catastrophic landslide resulting in serious social and economic losses:

In the year 373/2 B.C., during a disastrous winter night, a strange thing happened in central Greece. Helice, a great and prosperous town on the north coast of the Peloponnesus, was engulfed by the waves after being leveled by a great earthquake. Not a single soul survived. (Marinatos 1960)

Research by Marinatos indicated that Helice probably was engulfed as the ground slipped toward the sea a distance of about 1 km. Seed (1968) concluded that this was a major landslide, resulting from soil liquefaction caused by the earthquake.

Slope failures have caused untold numbers of casualties and huge economic losses. In many countries, economic losses due to landslides are great and apparently are growing as development expands into unstable hillside areas under the pressures of expanding populations. In addition to killing people and animals (both livestock and wildlife), landslides destroy or damage residential and industrial developments as well as agricultural and forest lands and negatively affect water quality in rivers and streams.

Landslides are responsible for considerably greater socioeconomic losses than is generally recognized; they represent a significant element of many major multiple-hazard disasters. Much landslide damage is not documented because it is considered to be a result of the triggering process (i.e., part of a multiple hazard) and thus is included by the news media in reports of earthquakes, floods, volcanic eruptions, or typhoons, even though the cost of damage from landslides may exceed all other costs from the overall multiple-hazard disaster. For example, it was not generally recognized by the media that most of the losses due to the 1964 Alaska earthquake resulted from ground failure rather than from shaking of structures.

Government agencies and those who formulate policy need to develop a better understanding of the socioeconomic significance of landslides. That knowledge will allow officials at all levels of government to make rational decisions on allocation of funds needed for landslide research; for avoidance, prevention, control, and warning; and for postfailure repair and reconstruction.

2. FUTURE LANDSLIDE ACTIVITY

In spite of improvements in recognition, prediction, mitigative measures, and warning systems,
worldwide landslide activity is increasing; this trend is expected to continue in the 21st century. The factors causing this expected augmented activity are

1. Increased urbanization and development in landslide-prone areas, 
2. Continued deforestation of landslide-prone areas, and 
3. Increased regional precipitation caused by changing climate patterns.

2.1 Increased Urbanization and Development

Population pressures are increasing in most of the world today and have resulted in rapid urbanization and development. For example, in the United States the land areas of the 142 cities with populations greater than 100,000 increased by 19 percent in the 15-year period from 1970 to 1985. Legget (1973) estimated that by the year 2000, 360 000 km² in the 48 conterminous United States will have been paved or built upon. This is an area about the size of the state of Montana. As a result of these population pressures, human activities have disturbed large volumes of geologic materials in housing development and in construction of industrial structures, transportation routes and facilities, mines and quarries, dams and reservoirs, and communications systems. Because of the huge extent of these activities, they increasingly have expanded into landslide-prone areas; thus, these developments have been a major factor in the recent increase in damaging slope failures.

In other countries, particularly developing countries, this pattern is being repeated, but with even more serious consequences. As development occurs, more and more of it is on hillside slopes that are susceptible to landsliding. All predictions are that worldwide slope distress due to urbanization and development will accelerate in the 21st century.

Population pressures are also causing increased landslide losses in other ways. An obvious example is the necessary construction of transportation facilities required by expanding populations. In landslide-prone areas, these facilities are often at risk.

2.2 Continued Deforestation

In many of the developing nations of the world, forests are being destroyed at ever-increasing rates. Removal of forest cover increases flooding, erosion, and landslide activity. Deforestation, which is expected to continue unimpeded into the 21st century, is causing serious landslide problems in many of these countries, Nepal being the best-documented example. According to the World Resources Institute (Facts on File Yearbook 1990), approximately 15 to 20 million ha of tropical forest is currently being destroyed annually, an area the size of the state of Washington.

2.3 Increased Regional Precipitation

For a period of about 3 years in the early 1980s, El Niño caused regional weather changes in western North America that resulted in much heavier-than-normal precipitation in mountainous areas. One of the results was a tremendous increase in landslide activity in California, Colorado, Nevada, Oregon, Utah, and Washington. Climatologists do not know what to expect from future El Niños except that these climatic perturbations will also change climate patterns, certainly increasing precipitation in some areas of the world and thus causing landslide activity.

Scientists do not know what to expect from the much-publicized greenhouse effect either. Will it cause an overall increase in temperature and decrease in precipitation (as occurred in central North America in the late 1980s) or will it disrupt climate patterns, resulting in drought in some areas and increased precipitation in others (as occurred in western North America at the same time)? If areas that are prone to landsliding are subjected to greater-than-normal precipitation, they are apt to experience increased landslide activity.

3. ECONOMIC LOSSES CAUSED BY LANDSLIDES

In this discussion of the expense of landslides at national and local levels, the costs are given in U.S. dollars for the time at which they were originally determined, except where noted. In addition, the original values adjusted to 1990 U.S. dollars are presented in parentheses; the adjustments were made on the basis of yearly cost-of-living indexes for the United States (Council of Economic Advisers 1991).
3.1 Categories of Damage Costs

There are significant advantages to the ability of government officials, land use planners, and others to distinguish between direct and indirect landslide costs and to determine whether these costs affect public or private entities.

3.1.1 Direct Versus Indirect Costs

Landslide costs include both direct and indirect losses that affect public and private properties. Direct costs are the repair, replacement, or maintenance resulting from damage to property or installations within the boundaries of the responsible landslides or from landslide-caused flooding. An outstanding example of direct costs resulting from a single major landslide is the $200 million ($260 million) loss due to the 1983 Thistle, Utah, landslide (University of Utah 1984). This 21-million-m$ debris slide (Figure 2-1) severed major transportation arteries, and the lake it impounded inundated the town of Thistle and railroad switching yards.

All other costs of landslides are indirect. Examples of indirect costs are:

1. Loss of industrial, agricultural, and forest productivity and tourist revenues as a result of damage to land or facilities or interruption of transportation systems;
2. Reduced real estate values in areas threatened by landslides;
3. Loss of tax revenues on properties devalued as the result of landslides;
4. Measures to prevent or mitigate additional landslide damage;
5. Adverse effects on water quality in streams and irrigation facilities outside the landslide;
6. Loss of human or animal productivity because of injury, death, or psychological trauma; and
7. Secondary physical effects, such as landslide-caused flooding, for which losses are both direct and indirect.

Indirect costs may exceed direct costs; unfortunately, however, most indirect costs are difficult to evaluate and thus are often ignored or, when estimated, are too conservative.

3.1.2 Public Versus Private Costs

Of possibly greater importance than whether costs are directly or indirectly attributable to a landslide is attribution of the costs on the basis of who is actually faced with the losses. On this basis, landslide losses can be separated into costs to public...
and private entities (Fleming and Taylor 1980). The possibility of a major landslide that could destroy port facilities and create a wave that might inundate downtown Kodiak, Alaska, is an example of a landslide threat during the 1970s and 1980s that is alleged to have caused indirect costs relating to planning for expansion of the port area (Schuster and Fleming 1988).

Public costs are those that must be met by government agencies; all others are private costs. The largest direct public costs commonly have been for rebuilding or repairing government-owned highways and railroads and appurtenant structures such as sidewalks and storm drains. Other examples of direct public costs resulting from landslides are those for repair or replacement of public buildings, dams and reservoirs, canals, harbor and port facilities, and communications and electrical power systems. Indirect public costs include losses of tax revenues, reduction of potential for productivity of government forests, impact on quality of sport and commercial fisheries, and so forth. An interesting example of indirect public costs due to the impact on fisheries of mass movement and erosion was presented by a study of Tomiki Creek, Mendocino County, California, in the early 1980s. This study found that production of steelhead trout and salmon in Tomiki Creek was reduced 80 percent by landslide, gully, and streambank erosion, resulting in a continuing loss in fisheries potential of $844,000 ($1 million) annually (Soil Conservation Service 1986). In the case of major landslide events, public costs are sustained by all levels of government from federal to local and often by more than one agency within a particular level.

Private costs consist mainly of damage to real estate and structures, either private homes or industrial facilities. In the United States, most railroads are privately owned. Severe landslide problems can result in financial ruin for affected private property owners because of the general unavailability of landslide insurance or other means to distribute damage costs.

3.2 Difficulties in Determining Losses

Although it often is possible to determine the costs of individual landslides, reliable estimates of the total costs of landslides of large geographic entities, such as nations, provinces and states, or even counties, are generally very difficult to obtain. In the public sector, accounting for landslide costs is often lost within general maintenance operations; this seems to be particularly common for transportation agencies. To separate out landslide costs is in itself a costly and complicated operation. In the private sector, the costs incurred by natural hazards are often downplayed as much as possible in order to minimize negative publicity for the company involved.

Landslide cost data commonly are more readily available for industrialized nations than for developing countries. For this reason, most of the economic data presented here are for industrialized countries, such as the United States, Japan, and those in Europe. However, because the severity of the worldwide landslide problem is becoming more widely recognized, the collection of economic data for landslide damages is spreading to all affected nations.

3.3 Losses in the United States

Landslides occur in every one of the United States and are widespread in the island territories of American Samoa, Guam, Puerto Rico, and the U.S. Virgin Islands (Committee on Ground Failure Hazards 1985). They constitute a significant hazard in more than half the states, including Alaska and Hawaii. In the conterminous United States, the areas most seriously affected are the Pacific Coast, the Rocky Mountains, and the Appalachian Mountains (Figure 2-2).

Most of the loss estimates presented here for the United States can be related directly to other industrialized nations with similar terrains and mixes of urban and rural habitats. However, the costs are somewhat higher than might be expected in developing countries, where property and labor values commonly are lower than they are in the United States and other industrialized nations.

Although no cost-reporting mechanism is in use nationally, the U.S. Geological Survey has developed a method for estimating the cost of landslide damage (Fleming and Taylor 1980). Application of this method to smaller geographic areas has suggested that incomplete and inaccurate records have resulted in reported costs that are much lower than those actually incurred. It also appears that losses are on the increase in most regions in spite of an improved understanding of landslide processes and a rapidly developing technical capability for...
landslide prediction and mitigation (Committee on Ground Failure Hazards 1985).

In perhaps the first national estimation of U.S. landslide costs, Smith (1958) reported that "the average annual cost of landslides in the U.S. runs to hundreds of millions of dollars," which was probably a realistic figure for that time. However, in the 37 years since Smith assembled his cost data, inflation, residential and commercial development that continues to expand into landslide-susceptible areas, and the use of larger cuts and fills in construction have increased the annual costs of landslides.

On the basis of their analysis of landslide loss data for southern California, Krohn and Slosson (1976) established a figure of $20 per year in 1971 dollars ($46 per year) for damage to each private home in that area. Extrapolating this figure to the estimated 20 million people who at that time resided in areas of the United States with moderate to high landslide susceptibility, they estimated the annual national costs of landslides to private dwellings at about $400 million in 1971 dollars ($1.3 billion). This figure did not include indirect costs or costs to public property, forest or agricultural lands, mines, transportation facilities, and so on. Also in 1976, Jones (at the National Workshop on Natural Hazards, Institute for Behavioral Sciences, University of Colorado, Boulder) estimated that direct costs of landslides for buildings and their sites were about $500 million ($1.2 billion) annually. These estimates were substantiated by Wiggins et al. (1978), who arrived at a total of $370 million in 1970 dollars ($1.2 billion) for annual losses to buildings in the United States due to landslides.

Using the above information, previously unpublished data, inflationary trends, and rough estimates of indirect costs, Schuster (1978) estimated that the total direct and indirect costs of slope failures in the United States exceeded $1 billion per year. Schuster and Fleming (1986) believed that by 1985 this annual figure had increased to nearly $1.5 billion ($1.8 billion), most of the increase being due to inflation. In 1985 the National Research Council (Committee on Ground Failure Hazards 1985) estimated that annual landslide costs in the United States were about $1 billion to $2 billion ($1.2 billion to $2.4 billion), a figure of about $5 to $10 per capita per year ($6 to $12 per capita per year) averaged over the entire nation. Slosson (1987) estimated that total landslide losses in the state of California alone were as high as $2 billion for the decade from 1977 to 1987.

Brabb (1984) used unpublished data based on interviews of personnel from state highway departments and geological surveys to come up with a much lower figure, about $250 million per year (about $315 million per year). However, Brabb's study did not include indirect costs or the costs of infrequent catastrophic events, such as those for landslides from the 1964 Alaska earthquake, because of the difficulty in establishing initial costs and recurrence intervals (Brabb 1989). In addition, interviews of this type often underestimate true costs because the personnel providing the information do not know the total landslide costs within their areas of jurisdiction. Such costs can be determined with reasonable accuracy only by means of rigorous study programs that include delineation of costs to private corporations and property owners.

Total annual costs of landslides for transportation systems in the United States are difficult to determine because of the difficulty in analyzing the following:

1. Smaller slides that are routinely corrected by maintenance forces;
2. Slides on non-federal-aid public highways and roads;
3. Slides on privately owned transportation routes, such as railroads; and
4. Indirect costs related to landslide damage, such as traffic disruptions and delays, inconvenience.
to travelers and shippers, and analysis and prevention of landslides.

In spite of these handicaps, attempts were made during the 1970s to estimate annual landslide losses to the U.S. highway system. Chassie and Goughnour (1976a, 1976b) reported on a survey by the Federal Highway Administration in which it was indicated that approximately $50 million per year ($115 million per year) was spent at that time to repair landslides on the federally financed portion of the national highway system. This system includes federal and state highways but not most county and city roads and streets, private roads and streets, or roads built by other federal agencies, such as the U.S. Forest Service, the Bureau of Land Management, or the National Park Service. If indirect costs, costs to non-federal-aid highways, and the other factors noted above were added, Chassie and Goughnour (1976b) estimated that $100 million ($230 million) was a conservative value of the annual landslide damage to highways and roads in the United States in the 1970s.

The 1976 Federal Highway Administration survey of landslide costs for U.S. highways was duplicated by Walkinshaw (1992), who obtained repair and maintenance costs for landslide damage to 1.3 million km of state highways for the 5-year period from 1986 to 1990. Walkinshaw found that the total average annual cost of contract landslide repairs on state highways for this period was $65.4 million (Figure 2-3), and annual average landslide maintenance costs (repairs by highway department maintenance forces) were reported as $41.4 million, for a total average annual direct cost of nearly $106 million, a figure nearly equal to the 1990 equivalent of $115 million that Chassie and Goughnour (1976b) found for annual repair and maintenance costs in the 1970s. Thus, direct landslide costs to highways have remained nearly constant (when noted in 1990 dollars) in spite of the near-completion of the Interstate highway construction program and drier-than-normal weather in the western United States during the 1986–1990 survey period.

It should be remembered that the cost figures presented in both the Chassie and Goughnour (1976b) and the Walkinshaw (1992) surveys do not represent total landslide costs, either direct or indirect, for the U.S. highway system. One deficiency of these surveys is that the state and federal highways for which the surveys were conducted represent only about 20 percent of the 6 239 000 km in the entire U.S. highway and road system. However, this 20 percent probably is subject to the major part of landslide costs because it has been constructed to higher standards than the rest of the system (i.e., larger cuts and fills were used).

Another deficiency of these surveys is that many state transportation departments do not maintain satisfactory inventories of their highway landslide maintenance costs. Several states that have kept good maintenance records (particularly Maine, West Virginia, Kentucky, Missouri, Texas, Colorado, and California) have found that the maintenance costs for landslides have exceeded their contract repair costs (Walkinshaw 1992). California distinguished itself by reporting the highest annual cost for landslide maintenance of all the states—more than $15 million per year, even during 5 years of well-below-normal precipitation.

Such landslide cost surveys have not attempted to determine indirect costs of landslides. A cost item that often is large but is extremely difficult to determine accurately is the indirect cost of loss of business in communities whose commerce is hindered by the closure of transportation routes because of landslides. An example of the magnitude of such indirect costs in relationship to direct actual repair costs was provided by the 1983 landslide closure of US-50 by landslides both west (in California) and east (in Nevada) of south Lake Tahoe. The total cost of repairs to the heavily traveled highway was $3.6 million ($4.7 million) (Walkinshaw 1992), but the estimated economic
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FIGURE 2-4  
(top right)  
August 1989 rock fall from gneiss cliff onto Washington State Highway 20, North Cascades National Park, blocking highway for about 2 weeks (note tunnel portal behind debris); example of highway landslide for which indirect costs due to forced traffic diversion are difficult to determine.

FIGURE 2-5  
(top far right)  
Damage to railroad line in Olympia, Washington, caused by slope failure after 1965 Seattle-Tacoma earthquake. 

FIGURE 2-6  
(bottom)  
Landslide resulting in derailment of California Zephyr passenger train near Granby, Colorado, in April 1985. Small landslide started as earth slide through base of railway embankment in middle background and rapidly moved about 70 m as debris flow, partially damming Fraser River in foreground.

Loss to the area from 2 1/2 months of access disruption and the resulting loss of tourist revenues was $70 million ($92 million) (San Francisco Chronicle 1983), nearly 20 times as much as the direct expenditures for repair. A lesser, but more common, example is the August 1989 rock fall (Figure 2-4) that blocked Washington State Highway 20 in North Cascades National Park for 2 weeks. During this period traffic from the northern Puget Sound area to north-central Washington had to be directed farther south to US-2 and Interstate 90 at a cost in both mileage and time.

There is no firm information on landslide losses by U.S. railroads because nearly all U.S. railroads are private corporations that do not commonly release such data. However, it is estimated that direct losses to railroads from landslides in the Rocky Mountain states for the period 1982–1985, during which precipitation was much greater than normal, exceeded $100 million ($120 million). During periods of normal precipitation, landslide losses to U.S. railroads are much lower than they were during this unusual period. An economic impact analysis by the University of Utah (1984) noted that the largest single loss caused by the 1983 Thistle, Utah, landslide (Figure 2-1) was the $81 million ($107 million) in revenue lost by the Denver and Rio Grande Western Railroad (D&RGW) because of temporary closure of their main line by the slide. Figures 2-5 and 2-6 show examples of the effects of landslides on railway operations.

3.4 Losses in Other Nations

Japan probably has the dubious honor of being the nation with the world's greatest total landslide costs. In 1982, N. Ohhira (personal communication, Director-General, Japanese National Research Center for Disaster Prevention, Tsukuba City) noted that annual losses in Japan totaled about $1.5 billion ($2 billion), a figure comparable with that for the United States. However, on the basis of data provided by the Japanese Ministry of Construction, Oyagi (1989) estimated that the costs of landslide control works constructed in Japan in 1987 and 1988 were in excess of $4 billion per year ($4.4 billion per year). Similarly, Moriyama and Horiuchi (1993) and Nishimoto (1993) reported a total cost for Japanese landslide control works in fiscal year 1992 of approximately $4.7 billion. Of this figure, $3.4 billion went to the Sabo erosion control works (mainly check dams to prevent debris flow damage), $50 million for "landslide prevention works," and $850 million for "slope failure remedies" (all three of which are considered here as landslide control works). An additional $54 million was spent to control snow avalanches.
The Alpine nations of western Europe, particularly Italy, Austria, Switzerland, and France, have been subject to significant landslide activity from the beginning of recorded history. For the Alpine countries, Eisbacher and Clague (1984) described 137 landslide case histories that represent “the most interesting, costly and tragic mass movements witnessed in 2000 years of Alpine settlement.” The unpublished results of a 1976 United Nations Educational, Scientific, and Cultural Organization (UNESCO) survey indicated that annual landslide losses in Italy were about $1.14 billion ($2.6 billion) (M. Arnould, personal communication, 1982, Ecole Nationale Supérieure des Mines, Paris). No similar information has been encountered for landslide costs of other Alpine nations, but it is estimated that they would be somewhat lower than those for Italy.

On the basis of estimated annual landslide damages of $100 million ($135 million) to 10,000 km of highways and roads in the hilly and mountainous topography of northern India, Mathur (1982) arrived at an annual cost for landslide damages of nearly $1 billion ($1.35 billion) for the total 89,000 km of roads in this landslide-prone area. In addition to the commonly used reconstruction and maintenance costs, Mathur’s estimates included indirect costs, such as loss of tourist trade, loss of person-hours and vehicle-hours resulting from road blockages, and failure of communications, that may not have been included in the estimates for the United States, Japan, and Italy. Besides Mathur’s cost data, Chopra (1977) noted that catastrophic damage to roads in north Bengal and Sikkim occurred in 1968 and 1973; restoration was estimated to cost $14 million ($53 million) and $8 million ($24 million), respectively.

Thus, landslide costs (direct plus indirect) in the United States, Japan, Italy, and India seem to be roughly comparable, somewhere between $1 billion per year and $5 billion per year for each country. Although there have been few other published estimates of landslide costs, the data that are available indicate that landslide costs for other countries are considerably lower. Li (1989) reported that annual losses for China are about $500 million. Ayala and Ferrer (1989) arrived at a figure of $220 million for yearly landslide costs in Spain. S. G. Evans (personal communication, 1989, Geological Survey of Canada, Ottawa) estimated that annual landslide costs for Canada are about $50 million. In Hong Kong, a small, densely populated area with serious landslide problems, the government spends $25 million per year for landslide studies and remedial works (Brand 1989). Hawley (1984) estimated that annual landslide costs for New Zealand are approximately $12 million ($15 million). In 1982, Swedish costs were about $10 million per year to $20 million per year ($13 million per year to $27 million per year) (Cato 1982), and those for Norway are estimated at $6 million per year (Gregersen and Sandersen 1989).

For the industrialized nations of central and eastern Europe, little information is available on national landslide costs. However, it is well known that several republics of the former Soviet Union have serious landslide problems in their far-ranging hill and mountain areas. Because of the huge area involved, total landslide costs in the republics of the former Soviet Union are estimated to be on the same order as those previously given for China. As an example of these costs, Khegai and Popov (1989) estimated that landslide activity (mainly debris flows) in the vicinity of Alma-Ata, Kazakhstan, has caused total damage of about $500 million in the past few decades. The central European mountains of Czechoslovakia, Poland, Hungary, Romania, and Bulgaria have also proved to be susceptible to landsliding (Kotarba 1989), but no cost figures have been published for these countries.

Very few national landslide cost estimates are available for developing countries because little research has been done on this subject. However, landslide disasters are common in many of these countries, particularly in mountainous areas. Especially hard hit have been the Himalayan and Andean nations and the island nations around the Pacific Rim of Fire, particularly Papua New Guinea (Figure 2-7), Indonesia, the Philippines, and Taiwan. For example, Charma (1974) reported that landslides in Nepal have killed hundreds of people, displaced more than 1,000 families, and cost hundreds of thousands of dollars in damage, much of which has been to roads and highways. For developing countries in these areas, landslide losses probably represent a larger part of the gross national product than for the industrialized nations discussed earlier.

3.5 Losses in Smaller Geographic Areas

In the United States there was little documentation of major landslide damages until the early
part of the 20th century. Although economic data are sketchy, landslides caused by the 1906 San Francisco earthquake had a significant socio-economic effect on northern California, an effect that received little publicity because of the enormity of direct earthquake damages in the city of San Francisco itself. The 1906 earthquake triggered ground failures (primarily slope failures) over a 600-km zone extending along the northern California coast from Eureka on the north to southern Monterey County and as far as 100 km inland (Youd and Hoose 1978). Hillside landslides triggered by the earthquake were too numerous for documentation of each occurrence. Many were in unpopulated areas; however, where slope failures impinged on human works, the results were generally disastrous. For example, 10 men were killed and two lumber mills destroyed by landslides in the Santa Cruz Mountains, and 5 km of the Ocean Shore Railroad was destroyed along the coastal bluffs south of San Francisco. Roadways, bridges, pipelines, and buildings suffered considerable damage from lateral spreads. Pipeline breaks were particularly critical in San Francisco, cutting off the water supply to a city that was soon devastated by fire.

Some 500 reservoir-induced landslides along the shore of Franklin D. Roosevelt Lake, the reservoir impounded by Grand Coulee Dam on the Columbia River in Washington State, caused at least $20 million (about $150 million) in damages between 1934 and 1952 (Jones et al. 1961). Landslide activity along the shores of Lake Roosevelt has continued since then, particularly in 1969 and 1974 when the reservoir was drawn down 40 m for construction of the Grand Coulee Dam third power plant (Schuster 1979).

The most economically devastating landslides in the United States in recent decades were those triggered by the 1964 Alaska earthquake, the 1980 landslides in southern California, the 1982 landslides in the San Francisco Bay area, and the 1983–1984 landslides in Utah and surrounding states. Youd (1978) estimated that ground failure caused 60 percent of the $300 million ($1.26 billion) total damage from the 1964 Alaska earthquake; nearly all of the ground failure consisted of landslides, including lateral spreads. Five major landslides caused about $50 million ($210 million) in damage to nonmilitary facilities in Anchorage, Alaska's largest city (Figure 2-8). The total damage to Alaskan highways, railways, and bridges caused by lateral spreads also amounted to about $50 million. Flow failures in the coastal communities of Valdez (Figure 2-9), Seward, and Whittier carried away port facilities that originally cost about $15 million ($63 million).

Within the United States greater effort at detailing the costs of slope movements has been expended in California than in any other state.
Landslide-causing storms have plagued southern California for the past three decades. Exceptional landslide activity occurred in 1951-1952, 1956, 1957-1958, 1961-1962, 1968-1969, 1977-1978, 1979-1980, and 1982. The Portuguese Bend landslide (Palos Verdes Hills, California) was estimated to have cost in excess of $10 million ($45 million) in damages to roads, homes, and other structures between 1956 and 1959 (Merriam 1960). It was necessary to raze 127 residential dwellings and a privately owned recreational club that were located on the slide. Subsequent litigation resulted in an award of approximately $9.5 million ($41 million) by the County of Los Angeles to property owners in the affected area on the grounds that road construction by the county was responsible for initiating the failure (Vonder Linden 1989).

Since the time of the Portuguese Bend landslide, there have been many costly landslides in southern California. The 1978 Bluebird Canyon landslide (Figure 2-10) caused an estimated direct loss of $15 million ($30 million) to private property in Laguna Beach, south of Los Angeles (Tan 1980). The estimated total losses in the six southern counties of California in 1980 due to all types of landslides caused by heavy winter rainfall approximated $500 million ($800 million) (Slosson and Krohn 1982). As another example of southern California slope failure costs, a study by the U.S. Geological Survey during the winter rainy seasons of 1978-1979 and 1979-1980 documented 120 landslides in San Diego County, which caused damages of about $19 million ($34 million) (Shearer et al. 1983).

The most recent major losses in southern California were caused by the Big Rock Mesa landslide along the Malibu coast west of Los Angeles. This large creeping mass movement, which began in the late summer of 1983 and threatened “to dump 120 acres overlooking the Pacific Coast Highway into the ocean” (Los Angeles Times 1984), by March 1984 resulted in condemnation of 13 houses and threatened more than 300 others. The individual homes ranged in value from $400,000 to more than $1 million ($500,000 to more than $1.25 million). During 1984 many lawsuits related to this landslide were filed by property owners against Los Angeles County and a number of consultants. According to a deputy county counsel, the total of legal claims against Los Angeles County as a result of the Big Rock Mesa landslide by July 1984.

FIGURE 2-9
(a) Destruction of port facilities at Valdez, Alaska, by submarine landslide triggered by March 1964 earthquake (Couler and Migliaccio 1966). Dashed lines indicate dock area destroyed by slide. DAVID LANTVILLE, U.S. GEOLOGICAL SURVEY (b) Valdez dock after reconstruction, September 1965. U.S. BUREAU OF LAND MANAGEMENT
Damage caused by 1978 Bluebird Canyon landslide, Laguna Beach, California, which destroyed 25 homes, parts of three streets, and area's public utilities. 

FIGURE 2-10

Damage caused by 1978 Bluebird Canyon landslide, Laguna Beach, California, which destroyed 25 homes, parts of three streets, and area's public utilities.  

WOODY HIGDON. COURTESY OF HIGHTON AND ASSOCIATES, INC.

was more than $500 million ($630 million) (Association of Engineering Geologists 1984). The San Francisco Bay area of northern California also has been hit hard by landslides. In a classic study of landslide costs in that area, Taylor and Brabb (1972) documented losses amounting to $25 million ($90 million) in the nine Bay-area counties for the rainy season of 1968–1969, a large expense for the relatively small area involved. Of this total, about $10 million ($36 million) consisted of loss or damage to public property, mainly for relocation or repair of roads and utilities; about $9 million ($32 million) was for loss or damage to private property, primarily because of reduced market value; and about $6 million ($21 million) consisted of miscellaneous costs that could not be classified in either the public or private sector. The intense storms of January 1982 in the San Francisco Bay area triggered thousands of debris flows and a few large landslides. About 30 people were killed and hundreds left homeless in this catastrophe. About 6,500 homes and 1,000 businesses were damaged or destroyed. Most of the fatal or damaging landslides were debris flows. Creasey (1988) documented total direct costs of the landslides as being in excess of $66 million ($90 million). In the wake of these damages, 930 lawsuits and claims in excess of $298 million ($404 million) were filed against city and county agencies in the San Francisco Bay region as of May 1982 (Smith 1982), an amount considerably greater than the total property losses. In 1980 a massive rock slide–debris avalanche (Figure 2-11) with a volume of 2.8 km$^3$ descended at high velocity from the north slope of Mount St. Helens, Washington, as a result of the eruption of the volcanic peak (Voight et al. 1983). The debris avalanche traveled about 22 km westward, burying about 60 km$^2$ of the valley of the North Fork Toutle River under poorly sorted earth-and-timber debris. It destroyed nine highway bridges, many kilometers of highways and roads, and numerous private and public buildings (Schuster 1983). The debris avalanche also formed several new lakes by damming the North Fork Toutle River and its tributaries. These lakes and their natural dams posed downstream hazards because of the possibility of failure of the natural dams, which could have resulted in catastrophic downstream flooding. The largest landslide-dammed lake is 260-million-m$^3$ Spirit Lake, which was prevented from overflowing its natural dam by a bedrock drainage tunnel 2.9 km long that was completed in 1985 at a cost of $29 million ($35 million) (Sager and Budai 1989). Mud flows continued downstream for 95 km beyond the toe of the debris avalanche, modifying a total of more than 120 km of river channel, including the Toutle River and sections of the Cowlitz and Columbia rivers (Schuster 1983). The mud flows destroyed or badly damaged about 200 homes on the floodplain of the Toutle River. About half of the 27 km of Washington State...
Highway 504 along the Toutle River was buried under as much as 2 m of sediment (Figure 2-12). Mud flows also buried many kilometers of private logging roads and county roads and destroyed 27 km of logging railway (Figure 2-13). The mud flows and giant logjams they were carrying destroyed or badly damaged 27 highway and railroad bridges (Figure 2-14).

Abnormally high precipitation in 1982–1984 caused thousands of landslides in the western mountain areas of the United States. Anderson et al. (1984) estimated that total direct costs of landslides in the state of Utah in spring 1983 exceeded $250 million ($330 million). Estimates of direct costs of the 1984 Utah landslides were as high as $50 million ($63 million) (B.N. Kaliser, personal communication, 1984, Utah Geological and Mineral Survey, Salt Lake City). The April 1983 Thistle debris slide (Figure 2-1), Utah's single most destructive slope failure, and the lake it formed by damming the Spanish Fork River severed three major transportation arteries: US-6/50, US-89, and the main transcontinental line of the Denver and Rio Grande Western Railroad (D&RGW) (Kaliser 1983). The D&RGW spent about $40 million ($53 million) to reestablish its line outside the devastated area, mostly to construct a twin-bore tunnel about 900 m long that bypassed the landslide and lake (Malone 1983). Before the lake was drained, it inundated the town of Thistle, resulting in destruction of 10 homes, 15 businesses, and D&RGW switching yards.

An economic impact analysis prepared by the University of Utah (1984) evaluated direct and indirect costs of the Thistle landslide. The direct costs totaled $200 million ($260 million). In addition, numerous indirect costs were reported; most of these involved temporary or permanent closure of highway and railroad facilities to the detriment of local coal, uranium, and petroleum industries; several types of businesses; and tourism. A branch line of the D&RGW that joined the main line at Thistle was closed by the lake and has not been reopened. Numerous private enterprises, six communities, and two counties were directly affected by this railroad closure, and other businesses and communities were indirectly affected because of reduced production, unemployment, and reduced income. Of the jobs lost directly as a result of the Thistle landslide, 196 were abolished permanently. More than 2,500 jobs were temporarily lost in the mining industry alone. During 1983, unemployment in the two affected counties increased more than 300 percent. Perhaps the largest single loss due to the Thistle landslide was $81 million ($107 million) in revenue lost by the D&RGW in 1983 as a result of the slide. The indirect effects of the Thistle landslide disaster have produced temporary
and permanent losses that may perhaps exceed the direct costs. Although there were no casualties in the Thistle landslide, it ranks as the most economically expensive individual landslide (in terms of both direct and total costs) in North America.

There have been few estimates of financial losses due to landslides in the eastern United States. However, studies of landslide costs in Pittsburgh, Pennsylvania, and Cincinnati, Ohio, indicate that costs in the Appalachian Mountains, and particularly in urban areas, are significant. Expenditures for landslide damages in Allegheny County (Pittsburgh), Pennsylvania, for the period 1970–1976 were estimated at about $4 million per year ($12 million per year) for an annual per capita outlay of about $2.50 ($7.00) (Fleming and Taylor 1980). In Hamilton County (Cincinnati), Ohio, landslide damage costs for the 6-year period from 1973 to 1978 averaged $5.1 million per year ($12.4 million per year), an annual per capita outlay of $5.80 ($14). Not included in this total was at least $22 million ($53 million) that was spent to stabilize a single landslide in Cincinnati (Fleming 1981).

With the exception of these estimates of landslide costs for Pittsburgh and Cincinnati, little attempt has been made to determine landslide losses for the eastern United States. The data for Pittsburgh and Cincinnati suggest that significant damages occur there each year as opposed to the western United States, where landslide activity is closely associated with years of above-average precipitation or with single high-intensity storms (Schuster and Fleming 1986). The general pattern of damages in areas susceptible to landsliding in the eastern United States is one of consistently large annual costs punctuated by a few years of extreme damages caused by severe hurricanes on the East Coast.

The many major slope failures that occurred during construction of the 12-km long Gaillard Cut in the Continental Divide segment of the Panama Canal (Lutton et al. 1979) constituted one of the world’s most extreme cases of damage to a transportation system (Figures 2-15 and 2-16). Slope failures not only severely disrupted construction, delaying completion of the canal by nearly 2 years, but also caused closing of the canal on seven different occasions after it was opened to traffic in 1914. In 1915 the two largest landslides, the East and West Culebra slides, with volumes of 13 and 10 million m³, respectively, occurred simultaneuously, completely blocking the canal (Berman 1991). As noted by MacDonald (1942), “The confidence of the American people and its Congress was shaken by the delay in achieving continuous service.” Although detailed costs of damages resulting from Panama Canal landslides from the construction period to present are not available, the following data published by the Panama Canal Company indicate the economic severity of the effects of the slope failures (MacDonald 1942):

1. During construction, excavation was disrupted for days and weeks at a time because landslides blocked haulage railroad tracks;
2. Steam shovels, locomotives, drilling equipment, railway cars, and other equipment were destroyed during construction (Figure 2-16);
3. Construction costs were millions of dollars higher than they would have been if the landslides had not occurred;
4. Between the beginning of construction and 1940, 57 million m³ of landslide material was removed from the canal; and
5. Many millions of dollars in shipping tolls were lost by delay in opening the canal and by periods of enforced closure due to landslides.

Although landslides have not closed the canal since 1920, they still threaten navigation and pose a continuing and expensive maintenance problem for the Panama Canal Commission, which is now a binational agency representing the Republic of Panama and the United States. A 4.6-million-m³ reactivation of the Cucaracha landslide (Figure 2-17) nearly closed the canal in 1986 (Berman 1991).

The original width of the channel in the Gaillard Cut was 91 m; by 1970 it had been widened to 152 m. By the mid-1980s the increase in large-beam ships proved to be an obstacle to navigation through the cut. Thus, in May 1991 the Panama Canal Commission implemented a widening program; the width of the channel is being increased to 192 m in the straight portions of the cut and to 213 to 223 m on the curves (Schuster and Alfaro 1992). Approximately $27 \times 10^3$ m³ of material will be excavated, which could result in increased slope failure hazards. To reduce the risk, slopes are being geotechnically designed and drainage systems installed to alleviate the rainfall-induced pore pressures that cause the slopes to fail.
As much as 650 mm of torrential rain fell on parts of the island of Oahu, Hawaii, in 24 hr over New Year's Eve 1987-1988. Resultant flooding and debris flows caused an estimated $34 million in damages (Dracup et al. 1991). The Niu, Kuliouou, and Hahallone valleys were the most severely affected; most of the damage in these valleys was due to debris flows. In addition, the storm resulted in an estimated 10 to 15 soil slides in each of the valleys. Some of the slides caused heavy damage in residential areas. Total cost data are not available for these slides except for a state-sponsored residential subdivision in Kuliouou Valley, where a single slow-moving landslide severely damaged 17 family residences, which were replaced at a total cost of $5.7 million (Honolulu Star-Bulletin 1989).

Physical measures to protect structures or developments from actual or potential landsliding can be very expensive. Recently the control of landslides that threaten important dams and reservoirs in Canada, Peru, and New Zealand has resulted in large expenditures. In Canada mitigation has prevented reactivation of the prehistoric 1.5-km$^3$ Downie rock slide along the Columbia River north of Revelstoke, British Columbia (Schuster 1979). Beginning in 1977, drainage measures, augmented by instrumentation, were installed to improve the stability of this massive landslide, the toe of which was to be partially inundated by the reservoir of the under-construction Revelstoke Dam. Costs of preventive measures totaled $21 million Canadian (A.S. Imrie, personal communication, 1984, B.C. Hydro, Vancouver, British Columbia, Canada). Although preventive measures are not landslide damages per se, the funds were spent to reduce the threat of much larger damages.
An even larger cost was entailed in controlling movement of a 3-million-m³ creeping mass of rock and colluvium endangering Tablachaca Dam on the Mantaro River in Peru (Figure 2-18). This dam is Peru's largest producer of electric power. Deere and Perez (1985) noted that approximately $40 million ($50 million) was spent by the Peruvian government in landslide stabilization measures consisting of (a) a 460,000-m³ toe buttress founded on densified river sediments; (b) 405 prestressed rock anchors; (c) 1300 m of drainage tunnels, 190 radial drains, 21 horizontal drains, and 3300 m of surface ditches; (d) 68,500 m³ of rock excavation; (e) numerous inclinometers, piezometers, extensometers, and other instrumentation; and (f) improvement of the river-channel flow pattern (Morales Arnao et al. 1984).

The most expensive landslide stabilization program yet undertaken has been the $220 million works that were recently constructed along the shoreline of proposed Lake Dunstan in southern New Zealand (Bell 1992). This hydroelectric storage reservoir is to be impounded behind the completed Clyde Dam in the schist terrain of Central Otago where large ancient landslide complexes, which border about 25 percent of the reservoir shoreline, pose a potential threat to the long-term operation of the power scheme (Bell 1992; Gillon and Hancock 1992).

On March 5, 1987, two earthquakes shook the eastern slopes of the Andes Mountains in eastern Ecuador, triggering landslides and flooding that resulted in destruction or local severing of nearly 70 km of the Trans-Ecuadorian oil pipeline and the main highway from Quito to the eastern rain forests and oil fields (Figure 2-19) (Nieto and Schuster 1988; Schuster 1991). Economic losses were estimated at $1 billion ($1.15 billion), most of which were due to temporary loss of transport capacity for petroleum and petroleum products. The effects of the widespread denudation on the agricultural and hydroelectric development of the area were impossible to evaluate, but undoubtedly were very large. An estimated 1,000 to 2,000 deaths occurred as a direct result of the landslides and related floods.

The Val Pola rock avalanche, one of the most catastrophic landslides in European history, occurred in the central Italian Alps in July 1987. Following a prolonged period of heavy summer precipitation in the Alps, 35 million m³ of rock avalanched into the Valtellina south of Bormio (Figure 2-20) (Cambiaghi and Schuster 1989; Govi 1989). Although no cost data for this event have been reviewed, the Val Pola landslide killed 27 people, destroyed four villages that had been evacuated in anticipation of the event, completely buried the main north-south highway in this part of the Alps, and dammed the Adda River. Because of the danger of overtopping and failure of the natural dam, some 25,000 people were evacuated from the valley downstream. The lake was lowered by pumps and siphons, and two 3.5-km-long permanent diversion tunnels were constructed through
the left bedrock abutment of the natural dam (Cambiaghi and Schuster 1989). The highway was reconstructed above the toe of the landslide. Because of continuing danger at the site after the 1987 failure, the upper part of the Val Pola landslide was heavily instrumented with microseismic networks, inclinometers, extensometers, piezometers, and meteorological equipment at a total cost of $18 million (an indirect cost of the landslide) (Experimental Institute for Models and Structures, written communication, 1988, Bergamo, Italy).

4. LANDSLIDE CASUALTIES
Human casualties due to landslides have been recorded since people began to congregate and build in areas subject to slope failure. The world's most devastating landslide disasters in terms of numbers of casualties have been triggered by earthquakes; the two worst cases occurred in central China. In 1786 the earthquake of Kangding-Louding in Sichuan Province caused a huge landslide that dammed the Dadu River for 10 days (Li 1989). When the landslide dam was overtopped and failed, the resulting flood extended 1400 km downstream and drowned about 100,000 people. In an even greater tragedy, 200,000 people were killed in the 1920 Gansu Province earthquake from a combination of landslides, collapsed cave homes, fallen buildings, and exposure to the harsh winter climate (Close and McCormick 1922). The description by Close and McCormick suggests that as many as 100,000 were killed by the landslides. In an event similar to that in which the Dadu River was dammed, a 1933 earthquake...
near Deixi in northwestern Sichuan Province caused landslides that killed 6,800 people directly and drowned at least 2,500 more when the resulting landslide dam failed (Li et al. 1986).

In a similar tragedy in southern Italy, the 1786 Calabria earthquake triggered landslides that killed approximately 50,000 people (Cotecchia et al. 1969). Landslides caused by the quake formed about 250 lakes in the area; secondary deaths occurred for several years after the quake from malaria spread by mosquitoes that bred in the new lakes.

In this century the problem of deaths and injuries due to landslides has been exacerbated by the burgeoning population in landslide-prone areas. Varnes (1981) estimated that during the period 1971–1974 nearly 600 people per year were killed worldwide by slope failures. About 90 percent of these deaths occurred within the Circum-Pacific region (i.e., in or on the margins of the Pacific Basin). Probably the best-known recent catastrophic landslides of the Circum-Pacific region are the debris avalanches of 1962 and 1970 on the slopes of Mt. Huascaran in the Cordillera Blanca of Peru. In January 1962 a large debris avalanche that started on the north peak of Mt. Huascaran obliterated mountain villages, killing some 4,000 to 5,000 people (Cluff 1971). Eight years later an even greater number were killed when a magnitude (M) 7.75 earthquake off the coast of Peru triggered another disastrous debris avalanche on the slopes of Mt. Huascaran. This landslide descended into the same valley at average speeds of about 320 km/hr but devastated a much larger area than in 1962, burying the towns of Yungay and Ranrahirca and killing more than 18,000 people (Cluff 1971; Plafker et al. 1971).

Another multiple-hazard catastrophe hit South America in 1985 when volcanic mud flows triggered by a minor eruption of Nevado del Ruiz volcano in Colombia destroyed the city of Armero (pre-eruption population: 29,000) (Voight 1990). More than 20,000 were entombed and 5,000 more were injured. The catastrophic loss of life was partially due to failure in emergency response. The disaster occurred in spite of the fact that Colombian and international scientists, alerted by nearly a year of precursory activity by the volcano, had warned that Ruiz might erupt and had prepared a hazard zoning map that accurately predicted the tragic effect of the eruption weeks before it occurred.

Among industrialized nations, Japan has probably suffered the largest continuing loss of life and property from landslides. Although some landslides in Japan are caused by earthquakes, most are a direct result of heavy rains during the typhoon season. When urban areas are in the path of rapid landslides, extensive damage occurs. For example, in July 1938, Kobe, one of Japan's largest cities, was swept by debris flows generated by torrential rainfall, resulting in 505 deaths and destruction of more than 100,000 homes (Nakano et al. 1974; Fukuoka 1982; Ministry of Construction 1983). In 1983 a heavy rainstorm in Nagasaki and northern Kyushu caused 5,000 slides and debris flows that killed 333 people (National Research Center for Disaster Prevention 1983). Table 2-1 summarizes socioeconomic losses due to catastrophic landslides in Japan from 1938 to 1981; note that Japan has been affected almost annually by catastrophic slope failures resulting in large losses of life and property.

Eisbacher and Clague (1984) presented a fascinating account of fatalities, injuries, and property damage due to landslides in the European Alps for the past 2,000 years in the form of 137 case histories derived from historical and technical records. Details on 17 of the most catastrophic landslides since the 13th century are presented in Table 2-2. The most disastrous landslide in Europe occurred in 1963 at Vaiont Reservoir in northeastern Italy (Table 2-2, Figure 2-21). This 250-million-m^3 reservoir-induced rock slide traveled at high velocity into the reservoir, sending a wave 260 m up the opposite slope and at least 100 m over the crest of the thin-arch Vaiont Dam into the valley below, where it destroyed five villages and took about 2,000 lives (Kiersch 1964). On the basis of Italian reports, Hendron and Patton (1985) estimated the following economic losses from the slide:

1. Loss of the dam and reservoir: $100 million ($425 million),
2. Other property damage: tens of millions of dollars (in 1990 dollars, approaching $100 million), and

Thus, the 1990 equivalent economic loss would be about $600 million without taking into account the value of the lives lost.

The republics of the former Soviet Union have also experienced large loss of life due to landslides; most of the deaths occurred in isolated...
FIGURE 2-21
Vaiont rock slide, northeastern Italy, 1963: 250-million-m$^3$ rock slide caused Vaiont Reservoir to catastrophically overtop its dam, resulting in extensive property damage and loss of life.

Table 2-1

<table>
<thead>
<tr>
<th>DATE</th>
<th>PREFECTURE</th>
<th>LANDSLIDE AREA</th>
<th>NO. OF RESIDENTS DEAD OR MISSING</th>
<th>NO. OF HOMES DESTROYED OR BADLY DAMAGED</th>
</tr>
</thead>
<tbody>
<tr>
<td>July 1938</td>
<td>Hyogo</td>
<td>Mount Rokko (Kobe and vicinity)</td>
<td>505</td>
<td>130,192</td>
</tr>
<tr>
<td>July 1945</td>
<td>Hiroshima</td>
<td>Kure and vicinity</td>
<td>1,154</td>
<td>1,954</td>
</tr>
<tr>
<td>Sept. 1947</td>
<td>Gunma</td>
<td>Mount Akagi</td>
<td>271</td>
<td>1,538</td>
</tr>
<tr>
<td>July 1951</td>
<td>Kyoto</td>
<td>Kameoka</td>
<td>114</td>
<td>15,141</td>
</tr>
<tr>
<td>June 1953</td>
<td>Kumamoto</td>
<td>Mount Aso</td>
<td>102</td>
<td>—</td>
</tr>
<tr>
<td>July 1953</td>
<td>Wakayama</td>
<td>Arita River</td>
<td>460</td>
<td>4,772</td>
</tr>
<tr>
<td>Aug. 1953</td>
<td>Kyotö</td>
<td>Minamiyamashiro</td>
<td>336</td>
<td>5,122</td>
</tr>
<tr>
<td>Sept. 1958</td>
<td>Shizuoka</td>
<td>Kanogawa River</td>
<td>1,094</td>
<td>19,754</td>
</tr>
<tr>
<td>Aug. 1959</td>
<td>Yamanashi</td>
<td>Kamanashi River</td>
<td>43</td>
<td>277</td>
</tr>
<tr>
<td>June 1961</td>
<td>Nagano</td>
<td>Ina Valley Region</td>
<td>130</td>
<td>3,018</td>
</tr>
<tr>
<td>Sept. 1966</td>
<td>Yamanashi</td>
<td>Lake Saiko</td>
<td>114</td>
<td>28</td>
</tr>
<tr>
<td>July 1967</td>
<td>Hyogo</td>
<td>Mount Rokko</td>
<td>92</td>
<td>81</td>
</tr>
<tr>
<td>July 1967</td>
<td>Hiroshima</td>
<td>Kure and vicinity</td>
<td>88</td>
<td>289</td>
</tr>
<tr>
<td>July 1972</td>
<td>Kumamoto</td>
<td>Mount Aso</td>
<td>29</td>
<td>1,139</td>
</tr>
<tr>
<td>Aug. 1972</td>
<td>Niigata</td>
<td>Kurokawa Village</td>
<td>31</td>
<td>1,102</td>
</tr>
<tr>
<td>July 1974</td>
<td>Kagawa</td>
<td>Shodoshima Island</td>
<td>22</td>
<td>37</td>
</tr>
<tr>
<td>Aug. 1975</td>
<td>Aomori</td>
<td>Mount Iwaki</td>
<td>36</td>
<td>536</td>
</tr>
<tr>
<td>Aug. 1975</td>
<td>Kochi</td>
<td>Niyodo River</td>
<td>68</td>
<td>536</td>
</tr>
<tr>
<td>Sept. 1976</td>
<td>Kagawa</td>
<td>Shodoshima Island</td>
<td>119</td>
<td>—</td>
</tr>
<tr>
<td>May 1978</td>
<td>Niigata</td>
<td>Myoko-Kogen</td>
<td>13</td>
<td>25</td>
</tr>
<tr>
<td>Oct. 1978</td>
<td>Hokkaido</td>
<td>Mount Usu</td>
<td>3</td>
<td>144</td>
</tr>
<tr>
<td>Aug. 1979</td>
<td>Gifu</td>
<td>Horadani</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>Aug. 1981</td>
<td>Nagano</td>
<td>Ubara</td>
<td>10</td>
<td>56</td>
</tr>
</tbody>
</table>

Note: Each of these catastrophic mass movements was caused by heavy rainfall, commonly related to typhoons. None was caused by earthquakes or volcanic activity.

4No data.

catastrophes. The greatest of these in this century occurred in 1949, when the M 7.5 Khait earthquake in Soviet Tadjikistan triggered a series of debris avalanches and flows that buried 33 villages. Estimates of the number of deaths from these landslides ranged from 12,000 (Jaroff 1977) to 20,000 (Wesson and Wesson 1975). Some large cities of the former USSR, such as Alma-Ata, Dushanbe, Frunze, and Yerevan, are located in valleys that are subject to dangerous debris flows (Gerasimov and Zvonkova 1974). For example, in 1921 a large debris flow passed through Alma-Ata, the capital of the Kazakh Republic, killing 500 people and inflicting considerable damage on the city (Yessenov and Degovets 1982).

Landslide deaths in the United States have been estimated at 25 to 50 per year (Committee on Ground Failure Hazards 1985). About five people per year are killed by landslides in Canada (S. G. Evans, personal communication, 1987, Geological Survey of Canada, Ottawa). Most of
Table 2-2
Major Landslide Disasters in European Alps Since 13th Century (Eisbacher and Clague 1984)

<table>
<thead>
<tr>
<th>YEAR</th>
<th>LOCATION</th>
<th>TYPE OF SLOPE FAILURE</th>
<th>NO. OF DEATHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1219</td>
<td>Plaine d'Oisans (Romanche River valley), France</td>
<td>Failure of landslide dam, resulting in downstream flooding</td>
<td>&quot;Thousands&quot;</td>
</tr>
<tr>
<td>1248</td>
<td>Mount Granier, France</td>
<td>Rock avalanche</td>
<td>1,500-5,000</td>
</tr>
<tr>
<td>1348</td>
<td>Dobratsch Massif, Austria</td>
<td>Earthquake-triggered rock falls and rock avalanches</td>
<td>Heavy losses</td>
</tr>
<tr>
<td>1419</td>
<td>Ganderberg-Passeier Wildsee (Passer valley), Italy</td>
<td>Failure of rock-slide dam, resulting in downstream flooding</td>
<td>~400</td>
</tr>
<tr>
<td>1486</td>
<td>Zarera (Val Lagune), Switzerland</td>
<td>Rock avalanche</td>
<td>300</td>
</tr>
<tr>
<td>1499</td>
<td>Kienholz (Brienzer See), Switzerland</td>
<td>Debris flow</td>
<td>~400</td>
</tr>
<tr>
<td>1515</td>
<td>Biasca (Val Blenio), Switzerland</td>
<td>Failure of rock-avalanche dam, resulting in downstream flooding</td>
<td>~600</td>
</tr>
<tr>
<td>1569</td>
<td>Hofgastein (Gastein Valley), Austria</td>
<td>Debris flow</td>
<td>147</td>
</tr>
<tr>
<td>1569</td>
<td>Schwaz (Inn Valley), Austria</td>
<td>Debris flow</td>
<td>140</td>
</tr>
<tr>
<td>1584</td>
<td>Corbeyrier-Yvorne (Tour d'Ai), Switzerland</td>
<td>Debris flow</td>
<td>328</td>
</tr>
<tr>
<td>1618</td>
<td>Puro (Val Bregaglia), Italy</td>
<td>Rock-debris avalanche</td>
<td>~1,200</td>
</tr>
<tr>
<td>1669</td>
<td>Salzburg, Austria</td>
<td>Rock topple-rock fall</td>
<td>250</td>
</tr>
<tr>
<td>1806</td>
<td>Goldau (Rossberg Massif), Switzerland</td>
<td>Rock avalanche</td>
<td>457</td>
</tr>
<tr>
<td>1814</td>
<td>Antelao Massif (Boite Valley), Italy</td>
<td>Rock avalanche</td>
<td>300</td>
</tr>
<tr>
<td>1881</td>
<td>Elm (Sernf Valley), Switzerland</td>
<td>Rock avalanche</td>
<td>115</td>
</tr>
<tr>
<td>1892</td>
<td>St. Gervais (Arve Valley), France</td>
<td>Ice-debris flow</td>
<td>177</td>
</tr>
<tr>
<td>1963</td>
<td>Vaiont Reservoir (Piave Valley), Italy</td>
<td>Rock slide caused flooding along shore of reservoir and downstream</td>
<td>~1,900</td>
</tr>
</tbody>
</table>

These are killed by relatively small events, most commonly by rock falls. Although there have been some very large and catastrophic landslides in North America, most have occurred in mountainous, relatively unpopulated areas; thus, these failures commonly have not resulted in major losses of life. However, there have been several notable exceptions. In 1903 a great rock slide killed about 70 people in the coal mining town of Frank, Alberta, Canada (McConnell and Brock 1904). More recent Canadian catastrophe was the 1971 flow failure in sensitive clay that demolished part of the town of Saint-Jean-Vianney, Quebec, destroying 40 homes and killing 31 people (Tavenas et al. 1971). By far the most disastrous landslide (in terms of lives lost) to occur within the territory of the United States occurred on the island of Puerto Rico in October 1985 when heavy rainfall from Tropical Storm Isabel caused a major rock slide (Figure 2-22) that obliterated much of the Mameyes district of the city of Ponce. The slide killed at least 129 people and destroyed about 120 houses (Jibson 1992). The death toll at Mameyes was the greatest from a single slide in North American history.

Interestingly, the world's two largest landslides in modern history have resulted in relatively few casualties. The 1911 Usloy landslide in Soviet Tadzhikistan (then Russia), with an estimated volume of 2.5 km³, was a truly catastrophic event. However, in spite of the great volume and apparently high velocity of this earthquake-triggered landslide, casualties were low because the area was sparsely populated. Most of the deaths occurred in the village of Usloy, whose 54 inhabitants were buried (Bolt et al. 1975, 178-179). This landslide also formed the world's highest historic landslide dam, a 570-m-high blockage of the Murgob River that still impounds 60-km-long Lake Sarez. The natural dam is being considered as the site of a hydroelectric power project. The 2.8-km³ rock slide–debris avalanche (Figure 2-10) that accompanied the 1980 eruption of Mount St. Helens in Washington State is the world's largest historic landslide. However, even though this huge mass moved down valley at high velocity, it killed only 5 to 10 people (Schuster 1983). The low casualty rate was a direct result of the evacuation of residents and visitors in anticipation of a possible eruption of the volcano.

The economic value of loss of life due to landslides has not commonly been included in calculating the costs of landslides because it is difficult to place a specific value on a human life. However, in cost-benefit studies, federal agencies in the United States recently have assigned human-life...
values with a median of roughly $2 million each (Scanlan 1990). If these values are realistic, the economic losses due to the 25 to 50 annual landslide deaths in the United States are on the order of $50 million per year to $100 million per year.

5. POSITIVE EFFECTS OF LANDSLIDES

Landslides constitute a major element in mass wasting of the continents. Thus, in terms of geologic time, they help to provide stable land that is suitable for agriculture and habitation. In the shorter term, it is difficult to conceive of benefits that might accrue as a result of natural landslide activity. However, in a few cases landslides were purposely triggered to obtain socioeconomic benefits. An example is a 100-m-high sediment-retention dam on the Malaya Alma-Atinka River upstream from Alma-Ata in the Karakhan Republic of the former Soviet Union (Yessenov and Degovets 1982). This dam, which was constructed in 1966–1967, protects Alma-Ata from the debris flows mentioned earlier. It was formed from landslides that were triggered by setting off large explosive charges in the valley walls. The resulting landslide dam was then shaped into a traditional check dam by means of earth-moving equipment. Engineers and scientists from the former Soviet Union plan to use the experience gained from this artificially made landslide dam to construct a much larger hydropower dam on the Naryn River in the Republic of Kyrgyzstan (Adushkin 1993). The three artificially made landslides that will form the 270-m-high landslide dam, which will be the main component of the Kambarata hydropower project, will be triggered by 250 tons of chemical explosives. Power will be generated by means of flow through a penstock that will bypass the landslide dam through its bedrock right abutment.

6. CONCLUSIONS

In many countries, socioeconomic losses due to landslides are great and apparently are growing as human development expands into unstable hillside areas under the pressures of increasing populations. A significant proportion of world landslide losses affect transportation facilities: highways, railways, canals, and pipelines. The nation most severely affected by landslides is Japan, which suffers estimated total (direct plus indirect) landslide losses of $4 billion annually. In the United States, Italy, and India, total annual economic losses due to landslides have been estimated to range from $1 billion to $2 billion. Many other countries have lesser, but major, annual landslide losses.

On the basis of worldwide data for 1971–1974, nearly 600 people a year are killed by landslides. However, tens of thousands have been killed in the 20th century in each of a few truly disastrous landslides, a fact that raises the average annual number of worldwide landslide deaths for this century to well above the 600 recorded for 1971–1974. Landslide deaths in the United States are estimated at 25 to 50 a year.

REFERENCES


LANDSLIDE TYPES AND PROCESSES

1. INTRODUCTION

The range of landslide processes is reviewed in this chapter, and a vocabulary is provided for describing the features of landslides relevant to their classification for avoidance, control, or remediation. The classification of landslides in the previous landslide report (Varnes 1978) has been widely adopted, so departures from it have been minimized and the emphasis is on the progress made since 1978. Although this chapter is complete in itself, particular attention is drawn to changes and additions to the vocabulary used by Varnes in the previous report and the reasons for the changes.

The term landslide denotes "the movement of a mass of rock, debris or earth down a slope" (Cruden 1991, 27). The phenomena described as landslides are not limited either to the land or to sliding; the word as it is now used in North America has a much more extensive meaning than its component parts suggest (Cruden 1991). The coverage in this chapter will, however, be identical to that of the previous report (Varnes 1978). Ground subsidence and collapse are excluded, and snow avalanches and ice falls are not discussed.

This chapter also follows Varnes's expressed intention of (1978, 12) "developing and attempting to make more precise a useful vocabulary of terms by which . . . [landslides] . . . may be described." The terms Varnes recommended in 1978 are largely retained unchanged and a few useful new terms have been added. Eliot (1963, 194) noted:

... Words strain,  
Crack and sometimes break, under the burden,  
Under the tension, slip, slide, perish,  
Decay with imprecision, will not stay in place,  
Will not stay still. . . .

Such displaced terms are identified in this chapter. Following Varnes (1978), the use of terms relating to the geologic, geomorphic, geographic, or climatic characteristics of a landslide has been discouraged, and the section in the previous report in which these terms are discussed has been deleted.

The viewpoint of the chapter is that of the investigator responding to a report of a landslide on a transportation route. What can be usefully observed and how should these observations be succinctly and unambiguously described?

The technical literature describing landslides has grown considerably since 1978. An important source of landslide information is the proceedings of the International Symposium on Landslides. The third symposium met in New Delhi, India (Swaminathan 1980), and the symposium has since met quadriennially in Toronto, Canada (Canadian Geotechnical Society 1984); in Lausanne, Switzerland (Bonnard 1988); and in Christchurch, New Zealand (Bell 1992); it is scheduled to meet in Trondheim, Norway, in 1996.

Among the other important English language texts and collections of descriptions of landslides have been those by Zaruba and Mencil (1982), Brunsden and Prior (1984), Crozier (1986), and
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Important reviews of landsliding around the world were edited by Brabb and Harrod (1989) and Kovalyovskii (1988). Kyunttsel (1988) reviewed experience with classification in the USSR and noted "considerable divergences of views between various researchers concerning the mechanisms underlying certain types of landslides. This applies particularly to lateral spreads."

A historical perspective has been added to the discussion of spreading to show that this type of landslide was recognized in North America over 100 years ago and is represented here by some extremely large movements. Both the size and the gentle slopes of these movements command particular attention.

Crozier commented:

The two generalized classifications most likely to be encountered in the English speaking world are by J.N. Hutchinson (1968; Skempton and Hutchinson, 1969) and D.J. Varnes (1958; 1978). . . . Both authors use type of movement to establish the principal groups. . . . The major distinction between the two classifications is the difference accorded to the status of flow movements . . . slope movements which are initiated by shear failure on distinct, boundary shear surfaces but which subsequently achieve most of their translational movement by flowage . . . this dilemma depends on whether the principal interest rests with analyzing the conditions of failure or with treating the results of movement. Hutchinson's classification appears to be related more closely to this first purpose. . . . Both Hutchinson's and Varnes' classifications have tended to converge over recent years, particularly in terminology. . . . Whereas Varnes' scheme is perhaps easier to apply and requires less expertise to use, Hutchinson's classification has particular appeal to the engineer contemplating stability analysis. (Crozier 1986, Ch. 2)

The synthesis of these two classifications has continued. Hutchinson (1988) included topples, and this chapter has benefited from his comments. In Section 4 of this chapter particularly, which deals with landslide activity, many of Hutchinson's suggestions from the Working Party on the World Landslide Inventory (WP/WLI) have been adopted (WP/WLI 1993a,b).


2. FORMING NAMES

The criteria used in the classification of landslides presented here follow Varnes (1978) in emphasizing type of movement and type of material. Any landslide can be classified and described by two nouns: the first describes the material and the second describes the type of movement, as shown in Table 3-1 (e.g., rock fall, debris flow).

The names for the types of materials are unchanged from Varnes's classification (1978): rock, debris, and earth. The definitions for these terms are given in Section 7. Movements have again been divided into five types: falls, topples, slides, spreads, and flows, defined and described in Section 8. The sixth type proposed by Varnes (1978, Figure 2.2), complex landslides, has been dropped from the formal classification, although the term complex has been retained as a description of the style of activity of a landslide. Complexity can also be indicated
by combining the five types of landslide in the ways suggested below. The large classification chart accompanying the previous report (Varnes 1978, Figure 2.1) has been divided into separate figures distributed throughout this chapter.

The name of a landslide can become more elaborate as more information about the movement becomes available. To build up the complete identification of the movement, descriptors are added in front of the two-noun classification using a preferred sequence of terms. The suggested sequence provides a progressive narrowing of the focus of the descriptors, first by time and then by spatial location, beginning with a view of the whole landslide, continuing with parts of the movement, and finally defining the materials involved: The recommended sequence, as shown in Table 3-2, describes activity (including state, distribution, and style) followed by descriptions of all movements (including rate, water content, material, and type).

This sequence is followed throughout the chapter and all terms given in Table 3-2 are highlighted in bold type and discussed. Second or subsequent movements in complex or composite landslides can be described by repeating, as many times as necessary, the descriptors used in Table 3-2. Descriptors that are the same as those for the first movement may then be dropped from the name.

For instance, the very large and rapid slope movement that occurred near the town of Frank, Alberta, Canada, in 1903 (McConnell and Brock 1904) was a complex, extremely rapid, dry rock fall–debris flow (Figure 3-1). From the full name of this landslide at Frank, one would know that both the debris flow and the rock fall were extremely rapid and dry because no other descriptors are used for the debris flow.

As discussed in Section 4.3, the addition of the descriptor complex to the name indicates the sequence of movement in the landslide and distinguishes this landslide from a composite rock fall–debris flow, in which rock fall and debris flow movements were occurring, sometimes simultaneously, on different parts of the displaced mass. The
full name of the landslide need only be given once; subsequent references should then be to the initial material and type of movement, for example, “the rock fall” or “the Frank rock fall” for the landslide at Frank, Alberta.

Several noun combinations may be required to identify the multiple types of material and movement involved in a complex or composite landslide. To provide clarity in the description, a dash known as an “en dash” is used to link these stages, as in rock fall–debris flow in the example above. (An en dash is half the length of a regular dash and longer than a hyphen; it is used to remove ambiguity by indicating linkages between terms composed of two nouns.)

The full name of a landslide may be cumbersome and there is a natural tendency, particularly among geologists, to establish type examples with which other landslides may be compared. Shreve (1968), for instance, referred to the landslide in Frank, Alberta, as belonging to the Blackhawk type. It seems clear that type examples should be historic landslides that have been investigated in detail shortly after their occurrence and are of continuing interest to landslide specialists. In addition, for a type example to be useful, other landslides with the same descriptors should occur in similar material. The Blackhawk landslide (Figure 3-2) was a prehistoric landslide, and thus was not subject to investigation at its occurrence (Shreve 1968). It is therefore not a suitable type example; nevertheless, it may have been a Frank-type landslide.

Although Varnes (1978, 25) discussed “terms relating to geologic, geomorphic, geographic, or...
climatic setting," he recommended against the practice of using type examples because the terms "are not informative to a reader who lacks knowledge of the locality" (1978, 26). Moreover, type examples are impractical because of the sheer number required to provide a fairly complete landslide classification. About 100,000 type examples would be required for all the combinations of descriptors and materials with all the types of movement defined in Table 3-2 and in the following sections, although admittedly some combinations may be unlikely. The inclusion of complex and composite landslides would increase the number of type examples to over a billion.

3. LANDSLIDE FEATURES AND GEOMETRY

Before landslide types are discussed, it is useful to establish a nomenclature for the observable landslide features and to discuss the methods of expressing the dimensions and geometry of landslides.

3.1 Landslide Features

Varnes (1978, Figure 2.11) provided an idealized diagram showing the features for a complex earth slide–earth flow, which has been reproduced here as Figure 3-3. More recently, the IAEG Commission on Landslides (1990) produced a new idealized landslide diagram (Figure 3-4) in which the various features are identified by numbers, which are defined in different languages by referring to the accompanying tables. Table 3-3 provides the definitions in English.

The names of the features are unchanged from Varnes's classification (1978). However, Table 3-3 contains explicit definitions for the surface of rupture (Figure 3-4, 10), the depletion (16), the depleted mass (17), and the accumulation (18) and expanded definitions for the surface of separation (12) and the flank (19). The sequence of the first nine landslide features has been rearranged to proceed from the crown above the head of the displaced material to the toe at the foot of the...
displaced material. This sequence may make these features easier to remember.

It may also be helpful to point out that in the zone of depletion (14) the elevation of the ground surface decreases as a result of landsliding, whereas in the zone of accumulation (15) the elevation of the ground surface increases. If topographic maps or digital terrain models of the landslide exist for both before and after movements, the zones of depletion and accumulation can be found from the differences between the maps or models. The volume decrease over the zone of depletion is, of course, the depletion, and the volume increase over the zone of accumulation is the accumulation. The accumulation can be expected to be larger than the depletion because the ground generally dilates during landsliding.

Table 3-3
Definitions of Landslide Features

<table>
<thead>
<tr>
<th>NUMBER</th>
<th>NAME</th>
<th>DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Crown</td>
<td>Practically undisplaced material adjacent to highest parts of main scarp</td>
</tr>
<tr>
<td>2</td>
<td>Main scarp</td>
<td>Steep surface on undisturbed ground at upper edge of landslide caused by movement of displaced material (13, stippled area) away from undisturbed ground; it is visible part of surface of rupture (10)</td>
</tr>
<tr>
<td>3</td>
<td>Top</td>
<td>Highest point of contact between displaced material (13) and main scarp (2)</td>
</tr>
<tr>
<td>4</td>
<td>Head</td>
<td>Upper parts of landslide along contact between displaced material and main scarp (2)</td>
</tr>
<tr>
<td>5</td>
<td>Minor scarp</td>
<td>Steep surface on displaced material of landslide produced by differential movements within displaced material</td>
</tr>
<tr>
<td>6</td>
<td>Main body</td>
<td>Part of displaced material of landslide that overlies surface of rupture between main scarp (2) and toe of surface of rupture (11) and overlies original ground surface (20)</td>
</tr>
<tr>
<td>7</td>
<td>Foot</td>
<td>Portion of landslide that has moved beyond toe of surface of rupture (11) and overlies original ground surface (20)</td>
</tr>
<tr>
<td>8</td>
<td>Tip</td>
<td>Point on toe (9) farthest from top (3) of landslide</td>
</tr>
<tr>
<td>9</td>
<td>Toe</td>
<td>Lower, usually curved margin of displaced material of a landslide, most distant from main scarp (2)</td>
</tr>
<tr>
<td>10</td>
<td>Surface of rupture</td>
<td>Surface that forms (or that has formed) lower boundary of displaced material (13) below original ground surface (20); mechanical idealization of surface of rupture is called slip surface in Chapter 13</td>
</tr>
<tr>
<td>11</td>
<td>Toe of surface of rupture</td>
<td>Intersection (usually buried) between lower part of surface of rupture (10) of a landslide and original ground surface (20)</td>
</tr>
<tr>
<td>12</td>
<td>Surface of separation</td>
<td>Part of original ground surface (20) now overlain by foot (7) of landslide</td>
</tr>
<tr>
<td>13</td>
<td>Displaced material</td>
<td>Material displaced from its original position on slope by movement in landslide; forms both depleted mass (17) and accumulation (18); it is stippled in Figure 3-4</td>
</tr>
<tr>
<td>14</td>
<td>Zone of depletion</td>
<td>Area of landslide within which displaced material (13) lies below original ground surface (20)</td>
</tr>
<tr>
<td>15</td>
<td>Zone of accumulation</td>
<td>Area of landslide within which displaced material lies above original ground surface (20)</td>
</tr>
<tr>
<td>16</td>
<td>Depletion</td>
<td>Volume bounded by main scarp (2), depleted mass (17), and original ground surface (20)</td>
</tr>
<tr>
<td>17</td>
<td>Depleted mass</td>
<td>Volume of displaced material that overlies surface of rupture (10) but underlies original ground surface (20)</td>
</tr>
<tr>
<td>18</td>
<td>Accumulation</td>
<td>Volume of displaced material (13) that lies above original ground surface (20)</td>
</tr>
<tr>
<td>19</td>
<td>Flank</td>
<td>Undisplaced material adjacent to sides of surface of rupture; compass directions are preferable in describing flanks, but if left and right are used, they refer to flanks as viewed from crown</td>
</tr>
<tr>
<td>20</td>
<td>Original ground surface</td>
<td>Surface of slope that existed before landslide took place</td>
</tr>
</tbody>
</table>
3.2 Landslide Dimensions

The IAEG Commission on Landslides (1990) utilized the nomenclature described in Section 3.1 (including Figure 3-4 and Table 3-3) to provide definitions of some dimensions of a typical landslide. The IAEG Commission diagram is reproduced here as Figure 3-5. Once again, each dimension is identified on the diagram by a number, and these numbers are linked to tables giving definitions in several languages. Table 3-4 gives the definitions in English.

The quantities $L_d$, $W_d$, $D_d$ and $L_r$, $W_r$, $D_r$ are introduced because, with an assumption about the shape of the landslide, their products lead to estimates of the volume of the landslide that are useful in remedial work. For instance, for many rotational landslides, the surface of rupture can be approximated by half an ellipsoid with semiaxes $D_r$, $W_r/2$, $L_r/2$. As shown in Figure 3-6(a), the volume of an ellipsoid is (Beyer 1987, 162)

$$V_{ell} = \frac{4}{3} \pi a \cdot b \cdot c$$

where $a$, $b$, and $c$ are semimajor axes. Thus, the volume of a “spoon shape” corresponding to one-half an ellipsoid is

$$V_{uls} = \frac{1}{2} \frac{4}{3} \pi a \cdot b \cdot c = \frac{4}{6} \pi a \cdot b \cdot c$$

But as shown in Figure 3-6(b), for a landslide $a=D_r$, $b=W_r/2$, and $c=L_r/2$. Therefore, the volume of ground displaced by a landslide is approximately

$$V_{uls} = \frac{4}{6} \pi D_r \cdot W_r/2 \cdot L_r/2$$

$$= \frac{1}{6} \pi D_r \cdot W_r \cdot L_r$$

This is the volume of material before the landslide moves. Movement usually increases the volume of the material being displaced because the displaced material dilates. After the landslide, the volume of displaced material can be estimated by $\frac{4}{6} \pi D_r W_r L_r$ (WP/WLI 1990, Equation 1).

A term borrowed from the construction industry, the swell factor, may be used to describe the increase in volume after displacement as a percentage of the volume before displacement. Church (1981, Appendix 1) suggested that a swell factor of 67 percent "is an average figure obtained from existing data for solid rock" that has been mechan-

**Table 3-4**

<table>
<thead>
<tr>
<th>NUMBER</th>
<th>NAME</th>
<th>DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Width of displaced mass, $W_d$</td>
<td>Maximum breadth of displaced mass perpendicular to length, $L_d$</td>
</tr>
<tr>
<td>2</td>
<td>Width of surface of rupture, $W_r$</td>
<td>Maximum width between flanks of landslide perpendicular to length, $L_r$</td>
</tr>
<tr>
<td>3</td>
<td>Length of displaced mass, $L_d$</td>
<td>Minimum distance from tip to top</td>
</tr>
<tr>
<td>4</td>
<td>Length of surface of rupture, $L_r$</td>
<td>Minimum distance from toe of surface of rupture to crown</td>
</tr>
<tr>
<td>5</td>
<td>Depth of displaced mass, $D_d$</td>
<td>Maximum depth of displaced mass measured perpendicular to plane containing $W_d$ and $L_d$</td>
</tr>
<tr>
<td>6</td>
<td>Depth of surface of rupture, $D_r$</td>
<td>Maximum depth of surface of rupture below original ground surface measured perpendicular to plane containing $W_r$ and $L_r$</td>
</tr>
<tr>
<td>7</td>
<td>Total length, $L$</td>
<td>Minimum distance from tip of landslide to crown</td>
</tr>
<tr>
<td>8</td>
<td>Length of center line, $L_{cd}$</td>
<td>Distance from crown to tip of landslide through points on original ground surface equidistant from lateral margins of surface of rupture and displaced material</td>
</tr>
</tbody>
</table>
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(a) Ellipsoid

(b) Landslide

FIGURE 3-6
Estimation of landslide volume assuming a half-ellipsoid shape.

Nicoletti and Sorriso-Valvo (1991) chose an average dilation of 33 percent, so $4D_L W_L = 3D_A W_A L$. More precise information is as yet unavailable.

The ground-surface dimensions of the displaced material, $L_d W_d$, and of the surface of rupture, $W_r$, and the total length, $L$, of the landslide can be measured with an electronic distance-measuring instrument; a rangefinder may be sufficiently precise for a one-person reconnaissance. Measurement of the distance $L_r$ may present problems because the toe of the surface of rupture is often not exposed. Its position can sometimes be estimated from graphical extrapolations of the main scarp supported by measurements of displacements within the displaced mass (Cruden 1986). Although $D_d$ and $D_r$ can also be estimated by these techniques, site investigations provide more precise methods of locating surfaces of rupture under displaced material (Hutchinson 1983).

The total length of the landslide, dimension $L$ (5, Figure 3-5), is identical with length $L$, "the maximum length of the slide upslope," shown in Figure 3-3 (Varnes 1978); both are the straight-line distances from crown to tip. Readers are cautioned that several writers define the length of a landslide in terms of its horizontal extent and frequently use the letter $L$ to define this horizontal distance in tabulations of observations and in calculations. This use of $L$ is a source of potential confusion and inaccuracy, and readers should make certain that they can identify the dimension being specified by $L$ in every case.

It should also be emphasized that it is unlikely from the crown despite the frequency of this assumption, originally due to Heim (1932). Material displaced from close to the landslide crown usually comes to rest close to the head of the landslide. Nicoletti and Sorriso-Valvo (1991) proposed that an estimate of the "overall runout" of a landslide be determined by measuring the length of a line constructed along the original ground surface equidistant from the lateral margins of the displaced material. However, such measurements may not have immediate physical significance and are also more difficult and imprecise than measurements of $L$. The length of the landslide measured through these central points is called the length of center line, $L_{cl}$. Note that $L_{cl}$ will increase with the number of points surveyed on the center line, and the ratio $L_{cl}/L$ will increase with the curvature of the center line in plan and section.

The difference in elevation between the crown and the tip of the landslide may be used to determine $H$, the height of the landslide. Combining estimates of $H$ and $L$ allows computation of the travel angle $\alpha$, as shown by Figure 3-7. If the tip is visible from the crown, the travel angle can be mea-

FIGURE 3-7
Definition of travel angle ($\alpha$) of a landslide.
surely directly with a hand clinometer. The $H$-value may be conveniently estimated with an altimeter when tip and crown are accessible but not visible from each other. Hutchinson (1988) compiled data from several different types of debris flows to illustrate how debris-flow mobility appears to be related to the travel angle—and to the volume and lithology of the displaced material (Figure 3-8).

The measurements discussed above are adequate during reconnaissance for defining the basic dimensions of single-stage landslides whose displacement vectors parallel a common plane. Such landslides can be conveniently recorded on a landslide report such as that shown in Figure 3-9. Estimates of landslide volume determined by these methods are imprecise when topography diverts the displacing material from rectilinear paths. More elaborate surveys and analyses are then necessary (Nicoletti and Sorriso-Valvo 1991).

4. LANDSLIDE ACTIVITY

The broad aspects of landslide activity should be investigated and described during initial reconnaissance of landslide movements and before more detailed examination of displaced materials is undertaken. The terms relating to landslide age and state of activity defined by Varnes (1978) and some of his terms defining sequence or repetition of movement have been regrouped under three headings:

1. State of Activity, which describes what is known about the timing of movements;
2. Distribution of Activity, which describes broadly where the landslide is moving; and
3. Style of Activity, which indicates the manner in which different movements contribute to the landslide.

The terms used to define these three characteristics of landslide activity are given in the top section of Table 3-2 and are highlighted in bold type the first time they are used in the following sections.

The reader is cautioned that the following discussions relate to the terminology proposed by the UNESCO Working Party (WP/WLI 1990, 1991, 1993a,b) and given in Table 3-2. Other reports and authors may use classifications that apply different meanings to apparently identical terms. For example, in Chapter 9 of this report, a Unified Landslide Classification System is introduced that is based on landslide classification concepts presented by McCalpin (1984) and Wieczorek (1984). This sys-

---

**FIGURE 3-8**

Mobility of sturzstroms, chalk debris flows, and landslides in mine wastes related to travel angle ($\alpha$) and debris volume (modified from Hutchinson 1988, Figure 12).
LANDSLIDE REPORT

Inventory Number: _________

Date of Report: ____________________
  day  month  year

Date of Landslide Occurrence: ____________________
  day  month  year

Landslide Locality: ____________________

Reporter's Name: ____________________

Affiliation: ____________________

Address: ____________________

Phone: ____________________

<table>
<thead>
<tr>
<th>Position:</th>
<th>Degrees</th>
<th>Minutes</th>
<th>Seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Longitude</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elevation:</td>
<td>crown</td>
<td></td>
<td>m a.s.l.</td>
</tr>
<tr>
<td>Surface of rupture</td>
<td>toe</td>
<td></td>
<td>m a.s.l.</td>
</tr>
<tr>
<td></td>
<td>tip</td>
<td></td>
<td>m a.s.l.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Geometry:</th>
<th>Surface of rupture</th>
<th>Displaced Mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>$L_c = L_e =$</td>
<td>$L =$</td>
</tr>
<tr>
<td>Width</td>
<td>$W_c = W_e =$</td>
<td>$W_d =$</td>
</tr>
<tr>
<td>Depth</td>
<td>$D_c = D_e =$</td>
<td>$D_d =$</td>
</tr>
</tbody>
</table>

Volume: $V = \pi L_c D_c W_c / 6$ or $V =$ Swell factor $=$

$V = m^3 \times 10^n$ $n =$

<table>
<thead>
<tr>
<th>Damage:</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Injuries</td>
<td>Deaths</td>
</tr>
</tbody>
</table>
tem is compared with a stability classification proposed by Crozier (1984). For further information on such alternative systems, the reader should refer to Tables 9-1, 9-2, and 9-6 and the associated text in Chapter 9.

4.1 State of Activity

Figure 3-10 illustrates the several states of activity by using an idealized toppling failure as an example. Active landslides are those that are currently moving; they include first-time movements and reactivations. A landslide that is again active after being inactive may be called reactivated. Slides that are reactivated generally move on preexisting shear surfaces whose strength parameters approach residual (Skempton 1970) or ultimate (Krahn and Morgenstern 1979) values. They can be distinguished from first-time slides on whose surfaces of rupture initial resistance to shear will generally approximate peak values (Skempton and Hutchinson 1969). Landslides that have moved within the last annual cycle of seasons but that are not moving at present were described by Varnes (1978) as suspended.

Inactive landslides are those that last moved more than one annual cycle of seasons ago. This state can be subdivided. If the causes of movement remain apparent, the landslide is dormant. However, if the river that has been eroding the toe of the moving slope changes course, the landslide is abandoned (Hutchinson 1973; Hutchinson and Gostelow 1976). If the toe of the slope has been protected against erosion by bank armoring or if other artificial remedial measures have stopped the movement, the landslide can be described as stabilized.

Landslides often remain visible in the landscape for thousands of years after they have moved and then stabilized. Such landslides were called ancient or fossil by Zaruba and Menc (1982, 52), perhaps because they represent the skeletons of once-active movements. When these landslides have been covered by other deposits, they are referred to as buried landslides. Landslides that have clearly developed under different geomorphic or climatic conditions, perhaps thousands of years ago, can be called relict. Road construction in southern England reactivated relict debris flows that had occurred under periglacial conditions (Skempton and Weeks 1976).

Within regions, standard criteria might be developed to assist in distinguishing suspended landslides from dormant and relict landslides. These criteria would describe the recolonization by vegetation of surfaces exposed by slope movements and the dissection of the new topography by drainage. The rate of these changes depends on both the local climate and the local vegetation, so these criteria must be used with extreme caution. Nevertheless, it is generally true that when the main scarp of a landslide supports new vegetation, the landslide is usually dormant, and when drainage extends across a landslide without obvious discontinuities, the landslide is commonly relict. However, these generalizations must be confirmed by detailed study of typical slope movements under local conditions; Chapter 9 provides a systematic approach for such determinations. Figure 9-7 shows some idealized stages in the evolution of topographic features on suspended, dormant, and relict landslides.

The various states of activity are also defined by an idealized graph of displacement versus time (Figure 3-11). For an actual landslide, such a graph
can be created by plotting differences in the position of a target on the displacing material with time. Such graphs are particularly well suited to portraying the behavior of slow-moving landslides because they presuppose that the target is not displaced significantly over the time period during which measurement takes place. The velocity of the target can be estimated by the average rate of displacement of the target over the time period between measurements.

There is some redundancy in using the descriptions of activity state with those for rate of movement (see Section 5). Clearly, if the landslide has a measurable rate of movement, it is either active or reactivated. The state of activity might then be used to refer to conditions before the current movements of the landslide. If, for instance, remedial measures had been undertaken on a landslide that is now moving with moderate velocity, the landslide might be described as a previously stabilized, moving, moderate-velocity landslide. Landslides with no discernible history of previous movement would be described as active.

4.2 Distribution of Activity

Varnes (1978) defined a number of terms that can be used to describe the activity distribution in a landslide. Figure 3-12 shows idealized sections through landslides exhibiting various distributions of activity.

If the surface of rupture is extending in the direction of movement, the landslide is advancing, whereas if the surface of rupture is extending in the direction opposite the movement of the displaced material, the landslide is said to be retrogressive. If the surface of rupture is extending at one or both lateral margins, the landslide is widening. Movement may be limited to the displacing material or the surface of rupture may be enlarging, continually adding to the volume of displacing material. If the surface of rupture of the landslide is enlarging in two or more directions, Varnes (1978, 23) suggested the term progressive for the landslide, noting that this term had also been used for both advancing and retrogressive landslides. The term is also currently used to describe the process by which the surface of rupture extends in some landslides (progressive failure). The possibility of confusion seems sufficient now to abandon the term progressive in favor of describing the landslide as enlarging. Hutchinson (1988, 9) has drawn attention to confined movements that have a scarp but no visible surface of rupture in the foot of the displaced mass. He suggested that displacements in the head of the displaced mass are taken up by compression and slight bulging in the foot of the mass.

To complete the possibilities, terms are needed for landslides in which the volume of material being displaced grows less with time and for those landslides in which no trend is obvious. The term diminishing for an active landslide in which the volume of material being displaced is decreasing with time seems free of undesired implications. A landslide in which displaced materials continue to move but whose surface of rupture shows no visible changes can be simply described as moving. Several types of
landslide may exhibit diminishing behavior. Movement may stop in parts of both rotational slides and topples after substantial displacements because the movements themselves reduce the gravitational forces on the displaced masses. Similarly, movements of rock masses may rapidly dilate cracks in the masses, cause decreases in fluid pore pressures within these cracks, and hence decrease rates of movement. However, it may be premature to conclude that the displacing material is stabilizing because the volume being displaced is decreasing with time. Hutchinson (1973) pointed out that the activity of rotational slides caused by erosion at the toe of slopes in cohesive soils is often cyclic.

### 4.3 Style of Activity

The style of landslide activity, or the way in which different movements contribute to the landslide, can be defined by terms originally established by Varnes (1978, 23). Figure 3-13 shows idealized sections through landslides exhibiting various styles of activity. Varnes defined complex landslides as those with at least two types of movement. However, it is now suggested that the term complex be limited to cases in which the various movements occur in sequence. For instance, the topple described by Giraud et al. (1990) and shown as Figure 3-13(1), in which some of the displaced mass subsequently slid, is termed a complex rock topple–rock slide. Not all the topped mass slid, but no significant part of the displaced mass slid without first toppling. Some of the displaced mass may be still toppling while other parts are sliding.

The term composite, formerly a synonym for complex, is now proposed to describe landslides in which different types of movement occur in different areas of the displaced mass, sometimes simultaneously. However, the different areas of the displaced mass show different sequences of movement. For example, the structures shown in Figure 3-13(2), first described by Harrison and Falcon (1934, 1936), were called slide toe topples by Goodman and Bray (1976), but according to the classification proposed in this chapter, they are composite rock slide–rock topples. The term composite was introduced by Prior et al. (1968, 65, 76) to describe mudflows in which “slipping and sliding . . . occur in intimate association with flowing” and “the material . . . behaves as a liquid and flows rapidly between confining marginal shears.” In the proposed naming convention, such movements are composite earth slides–earth flows and the convention of treating the topographically higher of the two movements as the first movement and the lower of the two movements as the second movement was adopted.

A multiple landslide shows repeated movements of the same type, often following enlargement of the surface of rupture. The newly displaced masses are in contact with previously displaced masses and often share a surface of rupture with them. In a retrogressive, multiple rotational slide, such as that shown in Figure 3-14, two or more blocks have each moved on curved surfaces of rupture tangential to common, generally deep surfaces of rupture (Eisbacher and Clague 1984).

A successive movement is identical in type to an earlier movement but in contrast to a multiple movement does not share displaced material or a surface of rupture with it [Figure 3-13(3)]. According to Skempton and Hutchinson (1969, 297), “successive rotational slips consist of an
assembly of individual shallow rotational slips.” Hutchinson (1967, 116) commented that “irregular successive slips which form a mosaic rather than a stepped pattern in plan are also found.”

**Single landslides** consist of a single movement of displaced material, often as an unbroken block (Figure 3-13(4)). For instance, Hutchinson (1988) described single topples in which a single block moved and contrasted these with multiple topples (Figure 3-15). Single landslides differ from the other styles of movement, which require disruption of the displaced mass or independent movements of portions of the mass.

5. RATE OF MOVEMENT

The previous rate-of-movement scale provided by Varnes (1978, Figure 2.1u) is shown here as Figure 3-16. This scale is unchanged from Varnes's original scale (1958) except for the addition of the equivalent SI units, which range from meters per second to millimeters per year. Varnes (1958) did not discuss the divisions of the scale, then given in units ranging from feet per second to feet per 5 years; the scale probably represented a codification of informal practice in the United States at the time. Nemčok et al. (1972) suggested a fourfold division of a similar range of velocities.

Figure 3-17 presents a modified scale of landslide velocity classes. The divisions of the scale have been adjusted to increase in multiples of 100 by a slight increase in its upper limit and a decrease in its lower limit. These two limits now span 10 orders of magnitude. Interpretation of the scale was aided by Morgenstern’s (1985) analogy to the Mercalli scale of earthquake intensity. He pointed out that the effects of a landslide can be sorted into six classes corresponding approximately to the six fastest movement ranges of Varnes’s scale.

**FIGURE 3-15**
Comparison of (a) single topple (Hutchinson 1988) with (b) multiple topples (modified from Varnes 1978, Figure 2.1d1 (de Freitas and Watters 1973)).
An added seventh class brings these effect classes into correspondence with the divisions of the velocity scale.

The Mercalli scale is based on descriptions of local effects of an earthquake; degrees of damage can be evaluated by investigating a house or a section of a street. Yet the intensity value can be correlated with the total energy release of the event because both local damage and the area affected are related to the magnitude of the earthquake. The situation is different for landslides. Small, rapid debris avalanches are known to have caused total destruction and loss of lives. In contrast, a large slope movement of moderate velocity can have much less serious effects because it can be avoided or the structures affected can be evacuated or rebuilt. It is suggested that a measure of landslide risk should include both the area affected and the velocity; the product of these two parameters is approximately proportional to the power release of the landslide.

Varnes (1984) drew attention to the United Nations Disaster Relief Organization terminology in which the specific risk, \( R_s \), or the expected degree of loss due to landsliding or any other natural phenomenon, can be estimated as the product of the hazard (\( H \)) and the vulnerability (\( V \)). The hazard is the probability of occurrence of the phenomenon within a given area; the vulnerability is the degree of loss in the given area of elements at risk: population, properties, and economic activities. The vulnerability ranges from 0 to 1. In this terminology the vulnerability of the landslide might well increase with velocity because it can be expected that extremely rapid landslides would cause greater loss of life and property than slow landslides.

A parameter that is difficult to quantify is the internal distortion of the displaced mass. Structures on a moving mass generally are damaged in proportion to the internal distortion of their foundations. For example, the Lugnez slope in Switzerland (Huder 1976) is a 25-km² area moving steadily downward at a 15-degree angle at a velocity as high as 0.37 m/year. The movements have been observed by surveying since 1887. Yet in the six villages on the slope with 300-year-old stone houses and churches with bell towers, none of these structures have suffered damage when displaced because the block is moving without distortion. Damage will also depend on the type of landslide, and each type may require separate consideration.
Landslide velocity is a parameter whose destructive significance requires independent definition. Table 3-5 defines the probable destructive significance of the seven velocity classes on the new landslide velocity scale (Figure 3-17). Several case histories in which the effects of landslides on humans and their activities have been well described and for which the landslide velocities are also known are given in Table 3-6, which suggests a correlation between vulnerability and landslide velocity. An important limit appears to lie between very rapid and extremely rapid movement, which approximates the speed of a person running (5 m/sec). Another important boundary is between the slow and very slow classes (1.6 m/year), below which some structures on the landslide are undamaged. Terzaghi (1950, 84) identified as creep those slope movements that were “proceeding at an imperceptible rate. . . . Typical creep is a continuous movement which proceeds at an average rate of less than a foot per decade.

Table 3-5
Definition of Probable Destructive Significance of Landslides of Different Velocity Classes

<table>
<thead>
<tr>
<th>LANDSLIDE VELOCITY CLASS</th>
<th>PROBABLE DESTRUCTIVE SIGNIFICANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Catastrophe of major violence; buildings destroyed by impact of displaced material; many deaths; escape unlikely</td>
</tr>
<tr>
<td>6</td>
<td>Some lives lost; velocity too great to permit all persons to escape</td>
</tr>
<tr>
<td>5</td>
<td>Escape evacuation possible; structures, possessions, and equipment destroyed</td>
</tr>
<tr>
<td>4</td>
<td>Some temporary and insensitive structures can be temporarily maintained</td>
</tr>
<tr>
<td>3</td>
<td>Remedial construction can be undertaken during movement; insensitive structures can be maintained with frequent maintenance work if total movement is not large during a particular acceleration phase</td>
</tr>
<tr>
<td>2</td>
<td>Some permanent structures undamaged by movement</td>
</tr>
<tr>
<td>1</td>
<td>Imperceptible without instruments; construction possible with precautions</td>
</tr>
</tbody>
</table>

Table 3-6
Examples of Landslide Velocity and Damage

<table>
<thead>
<tr>
<th>LANDSLIDE VELOCITY CLASS</th>
<th>LANDSLIDE NAME OR LOCATION</th>
<th>ESTIMATED LANDSLIDE VELOCITY</th>
<th>DAMAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Elm Heim (1932)</td>
<td>70 m/sec</td>
<td>115 deaths</td>
</tr>
<tr>
<td>7</td>
<td>Goldau Heim (1932)</td>
<td>70 m/sec</td>
<td>457 deaths</td>
</tr>
<tr>
<td>7</td>
<td>Jupille Bishop (1973)</td>
<td>31 m/sec</td>
<td>11 deaths, houses destroyed</td>
</tr>
<tr>
<td>7</td>
<td>Frank McConnell and Brock (1904)</td>
<td>28 m/sec</td>
<td>70 deaths</td>
</tr>
<tr>
<td>7</td>
<td>Vaiont Mueller (1964)</td>
<td>25 m/sec</td>
<td>1,900 deaths by indirect damage</td>
</tr>
<tr>
<td>7</td>
<td>Ikuta Engineering News Record (1971)</td>
<td>18 m/sec</td>
<td>15 deaths, equipment destroyed</td>
</tr>
<tr>
<td>7</td>
<td>St. Jean Vianney Tavenas et al. (1971)</td>
<td>7 m/sec</td>
<td>14 deaths, structures destroyed</td>
</tr>
<tr>
<td>6</td>
<td>Aberfan Bishop (1973)</td>
<td>4.5 m/sec</td>
<td>144 deaths, some buildings damaged</td>
</tr>
<tr>
<td>5</td>
<td>Panama Canal Cross (1924)</td>
<td>1 m/min</td>
<td>Equipment trapped, people escaped</td>
</tr>
<tr>
<td>5</td>
<td>Handlova Zaruba and Mencl (1969)</td>
<td>6 m/day</td>
<td>150 houses destroyed, complete evacuation</td>
</tr>
<tr>
<td>3</td>
<td>Schuders Huder (1976)</td>
<td>10 m/year</td>
<td>Road maintained with difficulty</td>
</tr>
<tr>
<td>3</td>
<td>Wind Mountain Palmer (1977)</td>
<td>10 m/year</td>
<td>Road and railway require frequent maintenance, buildings adjusted periodically</td>
</tr>
<tr>
<td>2</td>
<td>Lugnez Huder (1976)</td>
<td>0.37 m/year</td>
<td>Six villages on slope undisturbed</td>
</tr>
<tr>
<td>2</td>
<td>Little Smoky Thomson and Hayley (1975)</td>
<td>0.25 m/year</td>
<td>Bridge protected by slip joint</td>
</tr>
<tr>
<td>2</td>
<td>Klosters Haefeli (1965)</td>
<td>0.02 m/year</td>
<td>Tunnel maintained, bridge protected by slip joint</td>
</tr>
<tr>
<td>2</td>
<td>Ft. Peck Spillway Wilson (1970)</td>
<td>0.02 m/year</td>
<td>Movements unacceptable, slope flattened</td>
</tr>
</tbody>
</table>
Higher rates of creep movement are uncommon. Terzaghi's rate is about $10^4$ mm/sec. The limit of perceptible movements on the scale given in Figure 3-17 and Table 3-5 is conservatively lower than Terzaghi's. Still lower rates of movement can be detected with appropriate instrumentation (Kostak and Cruden 1990).

Varnes (1978, 17) pointed out that "creep has come to mean different things to different persons, and it seems best to avoid the term or to use it in a well-defined manner. As used here, creep is considered to have a meaning similar to that used in the mechanics of materials; that is, creep is simply deformation that continues under constant stress." The term creep should be replaced by the appropriate descriptors from Figure 3-17, either very slow or extremely slow, to describe the rate of movement of landslides.

Estimates of landslide velocities can be made by repeated surveys of the positions of displaced objects (Thomson and Hayley 1975; Huder 1976), by reconstruction of the trajectories of portions of the displaced mass (Heim 1932; McConnell and Brock 1904; Ter-Stepanian 1980), by eyewitness observations (Tavenas et al. 1971), by instrumentation (Wilson 1970; Wilson and Mikkelsen 1978), and by other means. The Colorado Department of Transportation experimented with the use of time-lapse photography to document the movement of a relatively slow-moving but very large landslide. The estimates reported were usually the peak velocities of substantial portions of the displaced masses; these estimates are suitable for damage assessments. Rates of movement will differ within the displaced mass of the landslide with position, time, and the period over which the velocity is estimated. Such differences argue against very precise reports of landslide velocity in reconnaissance surveys.

### 6. WATER CONTENT

Varnes (1978) suggested the following modifications to terms first proposed by Radbruch-Hall (1978) to describe the water content of landslide materials by simple observations of the displaced material:

1. **Dry**: no moisture visible;
2. **Moist**: contains some water but no free water; the material may behave as a plastic solid but does not flow;
3. **Wet**: contains enough water to behave in part as a liquid, has water flowing from it, or supports significant bodies of standing water; and
4. **Very wet**: contains enough water to flow as a liquid under low gradients.

These terms may also provide guidance in estimating the water content of the displaced materials while they were moving. However, soil or rock masses may drain quickly during and after displacement, so this guidance may be qualitative rather than quantitative. Individual rock or soil masses may have water contents that differ considerably from the average water content of the displacing material. For example, Hutchinson (1988) noted that debris slides (which Hutchinson termed *mudslides*) generally were composed of materials that exhibited a fabric or texture consisting of lumps of various sizes in a softened clay matrix. Samples taken from different portions of this fabric had considerably different water contents, with lumps having much lower water contents than that of the matrix (Figure 3-18).

### 7. MATERIAL

According to Shroder (1971) and Varnes (1978), the material contained in a landslide may be described as either rock, a hard or firm mass that was intact and in its natural place before the initiation of movement, or soil, an aggregate of solid particles, generally of minerals and rocks, that either was transported or was formed by the weathering of rock in place. Gases or liquids filling the pores of the soil form part of the soil.

Soil is divided into earth and debris (see Table 3-1). Earth describes material in which 80 percent...
or more of the particles are smaller than 2 mm, the upper limit of sand-size particles recognized by most geologists (Bates and Jackson 1987). Debris contains a significant proportion of coarse material; 20 to 80 percent of the particles are larger than 2 mm, and the remainder are less than 2 mm. This division of soils is crude, but it allows the material to be named by a swift and even remote visual inspection.

The terms used should describe the displaced material in the landslide before it was displaced. The term rock fall, for instance, implies that the displacing mass was a rock mass at the initiation of the landslide. The displaced mass may be debris after the landslide. If the landslide is complex and the type of movement changes as it progresses, the material should be described at the beginning of each successive movement. For instance, a rock fall that was followed by the flow of the displaced material can be described as a rock fall–debris flow.

8. TYPE OF MOVEMENT

The kinematics of a landslide—how movement is distributed through the displaced mass—is one of the principal criteria for classifying landslides. However, of equally great importance is its use as a major criterion for defining the appropriate response to a landslide. For instance, occasional falls from a rock cut adjacent to a highway may be contained by a rock fence or similar barrier; in contrast, toppling from the face of the excavation may indicate adversely oriented discontinuities in the rock mass that require anchoring or bolting for stabilization.

In this section the five kinematically distinct types of landslide movement are described in the sequence fall, topple, slide, spread, and flow (Figure 3-19). Each type of landslide has a number of common modes that are frequently encountered in practice and that are described briefly, often with examples of some complex landslides whose first or initial movements were of that particular type. These descriptions show how landslides of that type may evolve.

8.1 Fall

A fall starts with the detachment of soil or rock from a steep slope along a surface on which little or no shear displacement takes place. The material then descends mainly through the air by falling, bouncing, or rolling. Movement is very rapid to extremely rapid. Except when the displaced mass has been undercut, falling will be preceded by small sliding or toppling movements that separate the displacing material from the undisturbed mass. Undercutting typically occurs in cohesive soils or rocks at the toe of a cliff undergoing wave attack or in eroding riverbanks.

8.1.1 Modes of Falling

Observations show that the forward motion of masses of soil or rock is often sufficient for free fall if the slopes below the masses exceed 76 degrees
The falling mass usually strikes a slope inclined at less than this angle (Ritchie 1963), which causes bouncing. Rebound from the impact will depend on material properties, particularly restitution coefficients, and the angle between the slope and the trajectory of the falling mass (Hungr and Evans 1988). The falling mass may also break up on impact.

On long slopes with angles at or below 45 degrees (1:1), particles will have movement paths dominated by rolling. There is a gradual transition to rolling from bouncing as bounces shorten and incidence angles decrease. Local steepening of the slope may again project rolling particles into the air, restarting the sequence of free fall, bouncing, and rolling (Hungr and Evans 1988).

### 8.1.2 Complex Falls

Sturzstroms are extremely rapid flows of dry debris created by large falls and slides (Hsu 1975). These flows may reach velocities over 50 m/sec. Sturzstroms have also been called rock-fall avalanches (Varnes 1958) and rock avalanches (Evans et al. 1989; Nicoletti and Sorriso-Valvo 1991). Two examples of historic sturzstroms in Switzerland, the Rossberg landslide of 1806 and the Elm landslide of 1881, are discussed in Chapter 1. Hsu (1975) suggested that 5 million m$^3$ is the lower limit of the volume of significant sturzstroms, but Hutchinson (1988) demonstrated that falls in high-porosity, weak European chalk rocks with volumes two orders of magnitude smaller have the same exceptional mobility because of collapse of the pores on impact and consequent high pore-water pressures. Some of Hutchinson’s data are reproduced in Figure 3-19.

The motion of sturzstroms probably depends on turbulent grain flow with dispersive stresses arising from momentum transfer between colliding grains. Such a mechanism does not require the presence of a liquid or gaseous pore fluid and can therefore explain lunar and Martian sturzstroms. Van Gassen and Cruden (1989) showed that the motion of the complex, extremely rapid, dry rock fall–debris flow that occurred near the town of Frank, Alberta, Canada, in 1903 (see Figure 3-1) could be explained reasonably well by momentum exchange between the moving particles and measured coefficients of friction.

### 8.2 Topple

A topple [Figure 3-19(b)] is the forward rotation out of the slope of a mass of soil or rock about a point or axis below the center of gravity of the displaced mass. Toppling is sometimes driven by gravity exerted by material upslope of the displaced mass and sometimes by water or ice in cracks in the mass. Topples may lead to falls or slides of the displaced mass, depending on the geometry of the moving mass, the geometry of the surface of separation, and the orientation and extent of the kinematically active discontinuities. Topples range from extremely slow to extremely rapid, sometimes accelerating throughout the movement.

#### 8.2.1 Modes of Toppling

Flexural toppling was described by Goodman and Bray as

- occurring in rocks with one preferred discontinuity system, oriented to present a rock slope with semi-continuous cantilever beams. . . . Continuous columns break in flexure as they bend forward. . . . Sliding, undermining or erosion of the toe (of the displaced mass) lets the failure begin and it retrogresses backwards with deep, wide tension cracks. The lower portion of the slope is covered with disoriented and disordered blocks. . . . The outward movement of each cantilever produces interlayer sliding (flexural slip) and . . . back-facing scarps (obscurant scarp). . . . It is hard to say where the base of the disturbance lies for the change is gradual. . . . Flexural toppling occurs most notably in slates, phyllites and schists. (Goodman and Bray 1976, 203)

A flexural topple in the proposed classification is a retrogressive, complex rock topple–rock fall. Typical examples are shown in Figures 3-20(a) and 15-16.

In contrast, block toppling occurs

- where the individual columns are divided by widely-spaced joints. The toe of the slope with short columns, receives load from overturning, longer columns above. This thrusts the toe columns forward, permitting further toppling. The base of the disturbed mass is better defined than in the case of flexural toppling; it consists of a stairway generally rising from one layer to
the next. The steps of this stairway are formed by cross-joints. . . . New rock breakage . . . occurs much less markedly than in flexural topples . . . . Thick-bedded sedimentary rocks such as limestones and sandstones, as well as columnar-jointed volcanics exhibit block-toppling. (Goodman and Bray 1976, 203)

Typical examples of block toppling are shown in Figure 15-16.

**Chevron topples** are block topples in which the dips of the toppled beds are constant and the change of dip is concentrated at the surface of rupture (Cruden et al. 1993). This mode was named from its resemblance to chevron folds (Ramsay 1967, 436). Chevron topples occur on steeper slopes than other block topples. The surface of rupture is often a sliding surface [Figure 3-20(b)] forming a complex rock topple–rock slide.

**Block-flexure toppling** is characterized by pseud-continuous flexure of long columns through accumulated motions along numerous cross joints. Sliding is distributed along several joint surfaces in the toe [of the displaced mass] while sliding and overturning occur in close association through the rest of the mass. (Goodman and Bray 1976, 204)

Sliding occurs because accumulated overturning steepens the cross joints. There are fewer edge-to-face contacts than in block toppling but still enough to form “a loosened, highly open . . . disturbed zone [displaced mass] . . . Interbedded sandstone and shale, interbedded chert and shale and thin-bedded limestone exhibit block flexure toppling” (Goodman and Bray 1976, 204). Typical block-flexure topple examples are shown in Figures 3-20(c) and 15-16.

### 8.2.2 Complex and Composite Topples

A complex rock topple–rock slide is shown in Figure 3-13(1). This cross section of the La Clapière landslide was described by Giraud et al. as follows:

Several distinct movements may be identified as the phenomenon progresses, along with a modification of water flows within the rock mass, due to considerable changes in permeability over time and probably in space as a result of deformation of the massif. (Giraud et al. 1990, 250)

Goodman and Bray (1976) identified four composite landslide modes in which toppling was caused by earlier sliding. These landslide condi-
Landslides are discussed in detail in Chapter 15 and are illustrated in Figure 15-17. A slide head topple occurs as blocks from the crown of the slide topple onto the head of the displaced mass. According to the naming convention, such a landslide is a composite rock slide—retrogressive rock topple.

Rotational sliding of earth or debris above a steeply dipping sedimentary rock mass can cause slide base toppling as the sliding induces shear forces in the top of the rock mass (Goodman and Bray 1976). The resulting landslide is, according to the proposed naming convention, a composite earth slide—advancing rock topple.

Toppling below the toe of the surface of rupture of a rock slide may be caused by load transmitted from the slide. Such a failure is called a slide toe topple (Goodman and Bray 1976). According to the proposed naming convention, it is a composite rock slide—rock topple.

The formation of extension cracks in the crown of a landslide may create blocks capable of toppling, or a tension crack topple (Goodman and Bray 1976). According to the proposed naming convention, this is a retrogressive multiple topple, perhaps forming part of a composite fall or slide. Such failures may also occur in cohesive soils being undercut along streambanks (Figure 3-21).

### 8.3 Slide

A slide is a downslope movement of a soil or rock mass occurring dominantly on surfaces of rupture or on relatively thin zones of intense shear strain. Movement does not initially occur simultaneously over the whole of what eventually becomes the surface of rupture; the volume of displacing material enlarges from an area of local failure. Often the first signs of ground movement are cracks in the original ground surface along which the main scarp of the slide will form. The displaced mass may slide beyond the toe of the surface of rupture covering the original ground surface of the slope, which then becomes a surface of separation.

#### 8.3.1 Modes of Sliding

Varnes (1978) emphasized the distinction between rotational and translational slides as significant for stability analyses and control methods. That distinction is retained in this discussion. Figure 3-22 shows two rotational slides and three translational slides. Translational slides frequently grade into flows or spreads.

Rotational slides (Figure 3-23) move along a surface of rupture that is curved and concave. If the surface of rupture is circular or cycloidal in profile, kinematics dictates that the displaced mass may move along the surface with little internal deformation. The head of the displaced material may move almost vertically downward, whereas the upper surface of the displaced material tilts backward toward the scarp. If the slide extends for a considerable distance along the slope perpendicular to the direction of motion, the surface of rupture may be roughly cylindrical. The axis of the cylindrical surface is parallel to the axis about which the slide rotates. Rotational slides in soils generally exhibit a ratio of depth of the surface of rupture to length of the surface of rupture, $D/L$, (see Table 3-4 and Figure 3-5 for definitions of these dimensions), between 0.15 and 0.33 (Skempton and Hutchinson 1969).

Because rotational slides occur most frequently in homogeneous materials, their incidence in fills has been higher than that of other types of movement. Natural materials are seldom uniform, however, and slope movements in these materials commonly follow inhomogeneities and discontinuities (Figure 3-24). Cuts may cause movements that cannot be analyzed by methods used for rotational slides, and other more appropriate methods have been developed. Engineers have concentrated their studies on rotational slides.

The scarp below the crown of a rotational slide may be almost vertical and unsupported. Further movements may cause retrogression of the slide into the crown. Occasionally, the lateral margins of the surface of rupture may be sufficiently high and steep to cause the flanks to move down and into the depletion zone of the slide. Water finding its way into the head of a rotational slide may con-
FIGURE 3-22
Examples of rotational and translational slides:
(a) rotational rock slide; (b) rotational earth slide;
(c) translational rock slide (upper portion is rock block slide);
(d) debris slide;
(e) translational earth block slide [Varnes 1978, Figures 2.1g, 2.1i, 2.1j2, 2.1k, 2.1l (Hansen 1965)].

FIGURE 3-23
Cut through rotational slide of fine-grained, thin-bedded lake deposits, Columbia River valley; beds above surface of rupture have been rotated by slide to dip into slope (Varnes 1978, Figure 2.7).
FIGURE 3-24
Rotational slides (Varnes 1978, Figure 2.5).

FIGURE 3-25
Translational slide of colluvium on inclined metasiltstone strata along I-40, Cocke County, Tennessee (Varnes 1978, Figure 2.11).

Water content increases. The disrupted mass may then flow, becoming a debris flow rather than a slide. Translational sliding often follows discontinuities such as faults, joints, or bedding surfaces or the contact between rock and residual or transported soils.

Translational slides on single discontinuities in rock masses have been called block slides (Panet 1969) or planar slides (Hoek and Bray 1981). As Hutchinson (1988) pointed out, there is a transition from rock slides of moderate displacement that remain as blocks on the surface of rupture to slides on steeper and longer surfaces that break up into debris or transform into sturzstroms. Where the sur-
face of rupture follows a discontinuity that is parallel to the slope, the toe of the displaced mass may form a wedge that overrides or ploughs into undisplaced material causing folding beyond the toe of the surface of rupture (Walton and Atkinson 1978). Composite rock slide—rock topples [Figure 3-13(2)] or buckles and confined slides may result.

The surface of rupture may be formed by two discontinuities that cause the contained rock mass to displace down the line of intersection of the discontinuities, forming a wedge slide [Figure 3-27(a) and Chapter 15, Figures 15-8 through 15-14]. Similarly shaped displaced masses may be bounded by one discontinuity that forms the main scarp of the slide and another that forms the surface of rupture. The mode of movement depends on the orientations of the free surfaces relative to the discontinuities in the rock masses (Hocking 1976; Cruden 1978, 1984). Stepped rupture surfaces may result if two or more sets of discontinuities, such as bedding surfaces and some joint sets, penetrate the rock masses. As shown in Figure 3-27(b), one set of surfaces forms the risers of the steps and the other forms the treads, creating a stepped slide (Kovari and Fritz 1984).

Compound slides are intermediate between rotational and translational slides and their D/L ratios reflect this position (Skempton and Hutchinson 1969). Surfaces of rupture have steep main scarps that may flatten with depth [Figure 3-22(e)]. The toes of the surfaces of rupture may dip upslope. Displacement along complexly curved surfaces of rupture usually requires internal deformation and shear along surfaces within the displaced material and results in the formation of intermediate scarps. Abrupt decreases in downslope dips of surfaces of rupture may be marked by uphill-facing scarps in displaced masses and the subsidence of blocks of displaced material to form depressed areas, grabens [Figure 3-22(c)]. A compound slide often indicates the presence of a weak layer or the boundary between weathered and unweathered material. Such zones control the location of the surface of rupture (Hutchinson 1988). In single compound slides, the width of the graben may be proportional to the depth to the surface of rupture (Cruden et al. 1991).

8.3.2 Complex and Composite Slides

Complex and composite slide movements are common and the literature contains numerous references to a variety of specialized names. Two of these names, mudslide and flowslide, are believed to be imprecise and ambiguous, and therefore their use is not recommended.

According to Hutchinson, mudslides are slow-moving, commonly lobate or elongate masses of accumulated debris in a softened clayey matrix which advance chiefly by sliding on discrete, bounding shear surfaces. . . . In

![FIGURE 3-26](above) Shallow translational slide that developed on shaly rock slope in Puente Hills of southern California; slide has low D/L ratio; note wrinkles on surface [Varnes 1978, Figure 2.33; (Shelton 1966)].

![FIGURE 3-27](left) (a) Wedge and (b) stepped translational slides.
long profile, mudslides are generally bilinear with a steeper . . . slope down which debris is fed (by falls, shallow slides and mudslides) to a more gently-inclined slope. . . . Mudslides are especially well-developed on slopes containing stiff, fissured clays, doubtless because of the ease with which such materials break down to provide a good debris supply. (Hutchinson 1988, 12-13)

Evidently these movements begin in either weak rock or earth and retrogress by falls and slides while advancing by sliding. Hutchinson and Bhandari (1971) suggested that the displaced material, fed from above onto the mudslide, acted as an undrained load. Clearly mudslides are composite or perhaps complex both in style of activity and in the breakdown of displaced material into earth or debris. The displaced material is generally moist, though locally it may be wet. A mudslide is therefore often a retrogressive, composite rock slide—advancing, slow, moist earth slide. Other mudslide modes may include single earth slides (Brunsden 1984). The current use of mudslide for several different landslide modes suggests that more precise terminology should be used where possible.

The term flowslide has been used to describe sudden collapses of material that then move considerable distances very rapidly to extremely rapidly. As Hutchinson (1988) and Eckersley (1990) pointed out, at least three phenomena can cause this behavior: (a) impact collapse, (b) dynamic liquefaction, and (c) static liquefaction. Impact-collapse flowslides occur when highly porous, often-saturated weak rocks fall from cliffs, resulting in destruction of the cohesion of the material and the generation of excess fluid pressures within the flowing displaced mass. Clearly these are complex falls in which the second mode of movement is a debris flow; if the displaced material is dry debris, the movement may be a sturzstrom, previously defined in Section 8.1.2. This mode of movement can be recognized by both the materials involved and the topography of the flow.

If the structure of the material is destroyed by shocks such as earthquakes, saturated material may liquefy and then flow, sometimes carrying masses of overlying drier material with it. Such a movement is a flow or liquefaction spread, which is further defined in Section 8.4.1. Such movements are characteristic of loess, a lightly cemented aeolian silt. Landslides occurring in loosely dumped anthropogenic materials, both stockpiles and waste dumps, have also been termed flowslides. These loose, cohesionless materials contract on shearing and so may generate high pore-water pressures after some sliding (Eckersley 1990). Similar landslides may also occur in rapidly deposited natural silts and fine sands (Hutchinson 1988, 14). Since these movements involve both sliding and then flowage, they may be better described as complex slide flows.

Because these separate and distinguishable phenomena are comparatively distinct types of landslides that may be more accurately described by standard descriptors, the use of the term flowslide for all these types of movements is redundant, confusing, and potentially ambiguous.

In contrast, one form of compound sliding failure appears to warrant a special term. Sags (or sackungen) are deformations of the crests and steep slopes of mountain ridges that form scarp and grabens and result in some ridges with double crests and small summit lakes. Material can be displaced tens of meters at individual scarp. The state of activity, however, is generally dormant and may be relict. The term sag may be useful to indicate uncertainty about the type of movement visible on a mountain ridge.

Movement is often confined, and small bulges in local slopes are the only evidence of the toes of the displaced material. Detailed subsurface investigations of these features are rare, and classification should await this more detailed exploration. As Hutchinson (1988, 8) demonstrated, the geometry of the scarp (which often face uphill) may be used to suggest types of movement, which may include slides, spreads, and topples. The modes of sagging depend on the lithology of the displaced material and the orientation and strength of the discontinuities in the displacing rock mass. Varnes et al. (1989, 1) distinguished

1. “Massive, strong (although jointed) rocks lying on weak rocks,”
2. “Ridges composed generally of metamorphosed rocks with pronounced foliation, schistosity or cleavage,” and
3. “Ridges composed of hard, but fractured, crystalline igneous rocks.”

Sags of the first type are usually spreads (Radbruch-Hall 1978; Radbruch-Hall et al. 1976),
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which are discussed in Section 8.4. Sags in foliated metamorphic rocks are often topples, and thus are discussed in Section 8.2, although bedrock flow may also occur (see Section 8.5). Sags in crystalline igneous rocks (Varnes et al. 1989, 22) were modeled by a plasticity solution for "gravity-induced deformation of a slope yielding under the Coulomb criterion." Sags may thus be slides, spreads, or flows, depending on the extent and distribution of plastic flow within the deforming rock mass.

Sags are often associated with glacial features. The absence of Pleistocene snow and ice covers, and the resulting loss of the permafrost and high pore-water pressures these induced, may account for the present inactivity of many sags. Varnes et al. (1990) described an active sag in the mountains of Colorado. Earthquakes, however, can also produce uphill-facing scarps along reactivated normal faults. The surface features of sags require careful investigation before any conclusions can be drawn about the cause and timing of slope movement. Such investigations may be sufficient to allow the identification of sags as other types of landslides.

In many landslides, the displaced material, initially broken by slide movements, subsequently begins to flow (Figure 3-28). This behavior is especially common when fine-grained or weak materials are involved. These landslides have been termed slump-earth flows. Slump has been used as a synonym for a rotational slide, but it is also used to describe any movement in a fill. It is therefore recommended that this mode of movement be termed a complex earth slide—earth flow and that the use of the term slump be discontinued.

In permafrost regions, distinctive retrogressive, complex earth slide—earth flows, known as thaw-slumps (Hutchinson 1988, 21) and bimodal flows (McRoberts and Morgenstern 1974), develop on steep earth slopes when icy permafrost thaws and forms flows of very wet mud from a steep main scarp. These special landslide conditions are discussed in more detail in Chapter 25.

8.4 Spread

The term spread was introduced to geotechnical engineering by Terzaghi and Peck (1948) to describe sudden movements on water-bearing seams of sand or silt overlain by homogeneous clays or loaded by fills:

It is characteristic . . . that a gentle clay slope which may have been stable for decades or centuries, moves out suddenly along a broad front. At the same time the terrain in front . . . heaves for a considerable distance from the toe. On investigation, it has invariably been found that the spreading occurred at a considerable distance beneath the toe along the boundary between the clay and an underlying water-bearing stratum or seam of sand or silt. (Terzaghi and Peck 1948, 366)

Recognition of the phenomenon is considerably older. One of the three types of landslides distinguished by Dana (1877, 74) occurs “when a layer of clay or wet sand becomes wet and softened by percolating water and then is pressed out laterally by the weight of the superincumbent layers.” An early use of spread to describe this phenomenon is by Barlow:

In a landslip [British term for some types of landslide], the spreading of some underlying bed which has become plastic through the percolation of water or for some other cause drags apart the more solid, intractable beds above and pro-
duces fissures and fractures transverse to the direction of movement. (Barlow 1888, 786)

Spread is defined here as an extension of a cohesive soil or rock mass combined with a general subsidence of the fractured mass of cohesive material into softer underlying material. The surface of rupture is not a surface of intense shear. Spreads may result from liquefaction or flow (and extrusion) of the softer material. Varnes (1978) distinguished spreads typical of rock, which extended without forming an identifiable surface of rupture from movements in cohesive soils overlying liquefied materials or materials flowing plastically (Figure 3-29). The cohesive materials may also subside, translate, disintegrate, or liquefy and flow. Clearly these movements are complex, but they are sufficiently common in certain materials and geological situations that the concept of a spread is worth recognizing as a separate type of movement.

8.4.1 Modes of Spreading

In block spreads, a thick layer of rock overlies softer materials; the strong upper layer may fracture and separate into strips. The soft underlying material is squeezed into the cracks between the strips, which may also fill with broken, displaced material [Figure 3-29(a)]. Typical rates of movement are extremely slow.

Such movements may extend many kilometers back from the edges of plateaus and escarpments. The Needles District of Canyonlands National Park, Utah, is an example of a block spread (McGill and Stromquist 1979; Baars 1989). Grabens up to 600 m wide and 100 m deep stretch 20 km along the east side of Cataract Canyon on the Colorado River (Figure 3-30). The grabens extend up to 11 km back from the river. A 450-m-thick sequence of Paleozoic sedimentary rocks has been spread down a regional slope with a 4-degree dip by the flow of an underlying evaporite that is exposed in valley anticlines in the Colorado River and its tributaries (Potter and McGill 1978; Baars 1989). This approximately 60 km$^3$ of displaced material constitute one of North America's largest landslides.

Liquefaction spreads form in sensitive clays and silts that have lost strength with disturbances that damaged their structure [Figures 3-29(c) and 3-31]. These types of landslides are discussed further in Chapter 24. Movement is translational and often retrogressive, starting at a stream bank or a shoreline and extending away from it. However, if the underlying flowing layer is thick, blocks may...
sink into it, forming grabens, and upward flow can take place at the toe of the displaced mass. Movement can begin suddenly and reach very rapid velocities:

Spreads are the most common ground failure during earthquakes. . . . [They] occur in gentler terrains (commonly between 0.5 per cent [0.3 degrees] and 5 percent [3 degrees]) with lateral movement of a few meters or so. . . . [S]preads involve fracturing and extension of coherent material owing to liquefaction or plastic flow of subjacent material. . . . [S]preads are primarily translational although some associated rotation and subsidence commonly occurs. (Andrus and Yould 1987, 16)

Van Horn (1975) described two movements of more than 8 km² in area on very gentle slopes in flat-lying beds of silty clay, clayey silt, and very fine sand deposited in prehistoric Lake Bonneville, Utah. The displaced material forms ridges parallel to the main scarp of the landslide; distinctive internal structures include gentle folds, shears, and intrusions of liquefied sediment.

8.4.2 Complex Spreads

Major deformations in rock strata were found along many valleys in north-central England during the construction of dams in the late 19th century. These deformations occurred where a nearly horizontal, rigid-jointed caprock overlaid a thick layer of stiff-fissured clay or clay shale that in turn overlaid a more competent stratum. A bending, or cambering, of the rigid strata caused blocks of this stratum to dip toward the valley. This bending of the upper stratum was accompanied by severe deformation and bulging of the softer lower strata in the valley floor.

Hutchinson (1991) defined characteristic features of cambers and valley bulges as follows:

- Marked thinning of the clay substratum as a result of the transfer of clay into the valley bulge;
- Intense folding and distortion in the valley bulge itself as a result of the meeting of the clay masses moving in from beneath each valley side;
- Sympathetic flexuring of the superincumbent capping rocks, producing a valleyward camber, a valley marginal syncline, and an upturn against the flanks of the bulge; and

FIGURE 3-30
Geological cross section showing formation of The Grabens in Needles District of Canyonlands National Park, Utah. Colorado River has carved Cataract Canyon to within a few meters of top of Paradox Salt beds (IPps), undercutting inclined layers of overlying Honaker Trail (IPht), Elephant Canyon (Pec), and Cedar Mesa (Perm) formations. These formations have broken up and are moving toward canyon by flowage within salt. Colorado River follows crest of Meander anticline, a salt-intruded fold located above a deep-seated fault zone (Baars 1989).

FIGURE 3-31
Earth spread—earth flow near Greensboro, Florida. Material is flat-lying, partly indurated clayey sand of Hawthorn Formation. Length of slide is 275 m from scarp to edge of trees in foreground. Vertical distance is about 15 m from top to base of scarp and about 20 m from top of scarp to toe. Landslide occurred in April 1948 after a year of unusually heavy rainfall, including 40 cm in the 30 days preceding landslide [Varnes 1978, Figure 2.19 (modified from Jordan 1949)].
Extension and valleyward toppling of the capping rocks in the camber, resulting in opening of near-vertical joints to form wide-open fissures, termed gulls, in valleyward dips of the camber blocks and in the development of dip-and-fault structures between camber blocks as a consequence of their toppling.

The rotation of the dip of the rock blocks produces the slightly arched or convex form popularly called a camber. Rotation is made possible by the extension of "the cap-rock towards the valley producing widened joints (called gulls) often infilled by till" (Hutchinson 1988, 19). The cap rock has spread. The underlying clay exhibits a brecciated structure, probably frost-induced, in its upper parts, marked thinning as the valley is approached and intense generally-monoclinal folding in . . . the present valley bottom. . . . The dramatic internal structures appear to be the result principally of valleyward squeezing and extrusion made possible by the weakening of the clay stratum by multiple freezing and thawing. . . . These cambers and valley bulges are believed to be relict periglacial features. (Hutchinson 1988, 19)

Cambering and valley bulging affected slopes at Empingham, England, that were excavated during the construction of a dam (Horswill and Horton 1976). Figure 3-32(a) reproduces a portion of Figure 5 of Horswill and Horton (1976), which shows the details of the structures with a fourfold vertical exaggeration. Figure 3-32(b) is based on a diagram by Hutchinson (1991) that shows the same general section without vertical exaggeration and emphasizes that the displaced materials are found on slopes of less than 5 degrees. According to the proposed naming convention, a camber may be described as a relict, complex rock spread—rock topple.

Ward (1948) described as a landslide another complex spread in Britain in which stiff-fissured clays overlaid fine sands but qualified his description as follows:

So much movement of various types had occurred that it was difficult to trace the movement of the strata from the upper cliff until it arrived in the form of mud on the beach some 180 feet below. . . . The underlying fine sand is in a saturated, quick condition under the blocks when they become detached and they probably flounder forwards and tilt backwards. (Ward 1948, 36)

This description suggests that the clay was being spread by the flow of the sand and thus the movement was a type of complex earth spread—debris flow.

8.5 Flow

A flow is a spatially continuous movement in which surfaces of shear are short-lived, closely spaced, and usually not preserved. The distribution of velocities in the displacing mass resembles that in a viscous liquid. The lower boundary of the displaced mass may be a surface along which appre-
ciable differential movement has taken place or a thick zone of distributed shear (Figure 3-33). Thus there is a gradation from slides to flows depending on water content, mobility, and evolution of the movement. Debris slides may become extremely rapid debris flows or debris avalanches as the displaced material loses cohesion, gains water, or encounters steeper slopes (Figure 3-34).

Varnes (1978, 19–20) used the terms earth flow and slow earth flow [Figure 3-33(a)] to describe “the somewhat drier and slower earth flows in plastic earth...common... wherever there is... clay or weathered clay-bearing rocks, moderate slopes, and adequate moisture.”

Keefer and Johnson (1983) included detailed studies of the movement of earth flows in the San Francisco Bay area (Figure 3-35). They concluded (Keefer and Johnson 1983, 52): “Although some internal deformation occurs within earth flows, most movement takes place on or immediately adjacent to their boundaries.” Their use of earth flow thus covers landslide modes from slow earth flow through slow, composite earth slide–earth flow to slow earth slide. When extensive, striated, or slickensided lateral margins or surfaces of rupture are visible, the landslide might well be called an earth slide; when the displaced mass is strongly deformed internally, the landslide is probably an earth flow. If the same landslide shows both modes of deformation, it is clearly a composite earth slide–earth flow.

While defining landslide processes in permafrost regions, McRoberts and Morgenstern (1974) used the term skin flow to describe a rapid to very rapid slope movement in which a thin layer, or skin, of thawed soil and vegetation flows or slides into the channelized debris flows: (a) debris flow, (b) debris avalanche, and (c) block stream (Varnes 1978, Figures 2.1q1, 2.1q3, 2.1q5).
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FIGURE 3-35
Earth flow developing from initial rotational earth slide near Berkeley, California (Varnes 1978, Figure 2.22).

FIGURE 3-36
Dry sand flow in Columbia River valley; dry sand from upper terrace flowed through notch in cliffs of more compact sand and silt below (Varnes 1978, Figure 2.24).

over the permafrost table, whereas Hutchinson (1988, 12) used the term active-layer slide. Seasonal thaw layers, or active layers, up to a meter or so in thickness may contain water originally drawn to the freezing front where it formed segregated ice. Melting of this ice may generate artesian pore-water pressures that greatly reduce the resistance of the active layer to movement. These landslide conditions are discussed in more detail in Chapter 25. Similar shallow failure may also occur in loess materials that become saturated or are subjected to earthquake shaking [Figure 3-33(b)].

Open-slope debris flows form their own path down a valley side onto the gentler slopes at the foot. Deposition of levees there may outline a more sinuous channel. The common, small dry flows of granular material may be channelized (Figure 3-36) or may extend as sheets for some distance across a slope [Figures 3-33(h) and 3.37].

Channelized flows follow existing channels (Figures 3-34 and 3-38). As shown in Figure 3-39, debris flows are often of high density, with over 80 percent solids by weight, and may exceed the density of wet concrete (Hutchinson 1988). They can therefore move boulders that are meters in diameter. The mode of flow shown in Figure 3-40 often occurs during torrential runoff following exceptional rainfalls. Soils on steep slopes unprotected by vegetation whose natural cover may have been destroyed by fire are prone to debris flows. Debris may be added to small surface streams by erosion or caving of their banks, increasing the power of the flows. Coarser material may form natural levees, leaving the fines in suspension to move down the channel. Flows can extend many kilometers before they drop their suspended loads upon entering lower-gradient channels. The movement may be in pulses, presumably caused by periodic mobilization of material or by the formation and bursting of dams of debris in the channel.

Pierson and Costa (1987) observed that the term debris torrent was misleading and gave two reasons:

First, mountain torrent or debris torrent is used in European and Japanese literature to mean a very steep channel, not the material that flows in it. . . . Second, the term was coined to differentiate between coarse debris flows occurring in channels and flows occurring on open slopes . . . , a criterion that has no rheologic or other process-specific basis. We suggest that the usage of the term, debris torrent, be discontinued and the more general term, debris flow, be used instead with appropriate descriptive adjectives when specifics are required. (Pierson and Costa 1987, 10)

Debris avalanches are larger, extremely rapid, often open-slope flows [Figure 3-34(b)]. The Mt. Huascaran avalanche in Peru (Figure 3-41) involved 50 million m$^3$ to 100 million m$^3$ of rock, ice, snow, and soil that traveled at velocities of as much as 100 m/sec. In this case, steam and air cushions were suggested to account for the high velocity and long distance of the debris travel (Varnes 1978, 21). However, the contributions of snow and ice to the movement should also be considered.
According to Varnes, bedrock flows include spatially continuous deformation and surficial as well as deep creep. . . . [They involve] extremely slow and generally nonaccelerating differential movements among relatively intact units. Movements may (1) be along many shear surfaces that are apparently not connected; (2) result in folding, bending, or bulging; or (3) roughly simulate those of viscous fluids in distribution of velocities. (Varnes 1978, Figure 2.1, V)

All the examples given by Varnes (1978) and reproduced as Figure 3-42 show movements that may have been initiated by sliding on the bedding or schistosity of the rock mass. These might all then be classified as complex slides. Further study may define the complex modes of movement to which these examples belong, in which sliding is followed by buckling (Hu and Cruden 1993). Clearly, further examples of bedrock flow should be explored in more detail before they can be more than tentatively classified.

A lahar is a debris flow from a volcano. The flow mobilizes the loose accumulations of tephra (airborne solids erupted from the volcano) on the volcano’s slopes. Water for the flow may come from the ejection of crater lakes, condensations of erupted steam, the nucleation of water vapor on erupted particles and its precipitation, and the melting of snow and ice accumulated on a sufficiently high volcanic cone (Voight 1990).

9. LANDSLIDE PROCESSES

“The processes involved in slope movements comprise a continuous series of events from cause to effect” (Varnes 1978, 26). In some cases, it may be more economical to repair the effects of a landslide than to remove the cause; a highway on the crest of a slope may be relocated rather than armoring the toe of the slope to prevent further erosion. However, the design of appropriate, cost-effective remedial measures still requires a clear understanding of the processes that are causing the landslide. Although this understanding may require a
detailed site investigation, a reconnaissance of the landslide as soon as possible after its occurrence can allow important observations of the processes involved. These observations may guide both the site investigation and the remedial measures.

Although Varnes (1978) provided a list of the causes of slides, the aims in this section are less ambitious. The section follows Varnes’s distinction that the three broad types of landslide processes are those that

1. Increase shear stresses (Section 9.1),
2. Contribute to low strength (Section 9.2), and
3. Reduce material strength (Section 9.3).

Common landslide triggering mechanisms are discussed at greater length in Chapter 4.

Processes and characteristics that contribute to landslides are summarized in a checklist of landslide causes arranged in four practical groups according to the tools and procedures necessary to begin the investigation (see p. 70). Ground causes
can be identified with the customary tools of site reconnaissance and investigation. Changes in site morphology over time are apparent from the study of surveys, maps, and aerial photographs. Identification of causes of movement requires the collection of data over time from a variety of field instruments, including seismographs, rain gauges, flow gauges, and piezometers. Some changes in material and mass properties with time may, however, be inferred from gradual changes in the mass properties with distance. Anthropogenic causes can be documented by site records, plans, or other observations.

9.1 Increased Shear Stresses

Shear stresses can be increased by processes that lead to removal of lateral support, by the imposition of surcharges, by transitory stresses resulting from explosions or earthquakes, and by uplift or tilting of the land surface.

9.1.1 Removal of Support

The toe of a slope can be removed by erosion, steepening the slope. Typical agents are streams and
Landslides: Investigation and Mitigation

Checklist of Landslide Causes

1. Geological causes
   a. Weak materials
   b. Sensitive materials
   c. Weathered materials
   d. Sheared materials
   e. Jointed or fissured materials
   f. Adversely oriented mass discontinuity (bedding, schistosity, etc.)
   g. Adversely oriented structural discontinuity (fault, unconformity, contact, etc.)
   h. Contrast in permeability
   i. Contrast in stiffness (stiff, dense material over plastic materials)

2. Morphological causes
   a. Tectonic or volcanic uplift
   b. Glacial rebound
   c. Fluvial erosion of slope toe
   d. Wave erosion of slope toe
   e. Glacial erosion of slope toe
   f. Erosion of lateral margins
   g. Subterranean erosion (solution, piping)
   h. Deposition loading slope or its crest
   i. Vegetation removal (by forest fire, drought)

3. Physical causes
   a. Intense rainfall
   b. Rapid snow melt
   c. Prolonged exceptional precipitation
   d. Rapid drawdown (of floods and tides)
   e. Earthquake
   f. Volcanic eruption
   g. Thawing
   h. Freeze-and-thaw weathering
   i. Shrink-and-swell weathering

4. Human causes
   a. Excavation of slope or its toe
   b. Loading of slope or its crest
   c. Drawdown (of reservoirs)
   d. Deforestation
   e. Irrigation
   f. Mining
   g. Artificial vibration
   h. Water leakage from utilities

rivers, glaciers, waves and currents, and slope movements. Anthropogenic landslides can be caused by excavations for cuts, quarries, pits, and canals, and by the drawdown of lakes and reservoirs.

Removal of material from the lateral margins of the displaced mass can also cause movement. Material can be removed from below the landslide by solution in karst terrain, by piping (the transport of sediment in groundwater flows), or by mining. In some spreads, the loss of strength of the material at depth within the displacing mass results in its extrusion or, if the base of the spread has liquefied, in its outward flow. These issues as they relate to landslides in sensitive clay deposits are discussed in Chapter 24.

9.1.2 Imposition of Surcharges
The addition of material can result in increases of both the length and the height of the slope. Water can be added by precipitation, both rain and snow; by the flow of surface and groundwater into the displacing mass; and even by the growth of glaciers. Surcharges can be added by the movement of landslides onto the slope, by volcanic activity, and by the growth of vegetation. Anthropogenic surcharges include construction of fills, stockpiles, and waste dumps; structural weight; and water from leaking canals, irrigation systems, reservoirs, sewers, and septic tanks.

9.1.3 Transitory Stresses
The local stress field within a slope can be greatly changed by transitory stresses from earthquakes and explosions (both anthropogenic and volcanic). Smaller transitory changes in the stress field can result from storms and from human activity such as pile driving and the passage of heavy vehicles.

9.1.4 Uplift or Tilting
Uplift or tilting may be caused by tectonic forces or by volcanic processes. In either case, this type of increased shear stress may be associated with earthquakes, which themselves can trigger landslides (Section 9.1.3). The melting of the extensive Pleistocene ice sheets has caused widespread uplift in temperate and circumpolar regions.

Uplift of an area of the earth’s surface generally causes steepening of slopes in the area as drainage responds by increased incision. The cutting of valleys in the uplifted area may cause valley rebound and accompanying fracturing and loosening of valley walls with inward shear along flat-lying discontinuities. The fractures and shears may allow the buildup of pore-water pressures in the loosened mass and eventually lead to landsliding.

9.2 Low Strength
Low strength of the earth or rock materials that make up a landslide may reflect inherent material
characteristics or may result from the presence of discontinuities within the soil or rock mass.

9.2.1 Material Characteristics

Materials may be naturally weak or may become weak as a result of common natural processes such as saturation with water. Organic materials and clays have low natural strengths. Rocks that have decomposed to clays by chemical weathering (weathered volcanic tuffs, schists, and serpentinites, for example) develop similar properties.

Besides the nature of the individual particles of which the material is composed, the arrangement of these particles (the fabric of the material) may cause low material strengths. Sensitive materials, which lose strength when disturbed, generally have loose fabrics or textures.

9.2.2 Mass Characteristics

The soil or rock mass may be weakened by discontinuities such as faults, bedding surfaces, foliations, cleavages, joints, fissures, shears, and sheared zones (Chapters 12 and 14). Contrasts in bedded sedimentary sequences—such as stiff, thick beds overlying weak, plastic, thin beds or permeable sands (or sandstones) alternating with weak, impermeable clays (or shales)—are sources of weakness.

9.3 Reduced Shear Strength

Clays are particularly prone to weathering processes and other physicochemical reactions. Hydration of clay minerals results in loss of cohesion, a process often associated with softening of fissured clays. Fissuring of clays may be due to drying or to release of vertical and lateral restraints by erosion or excavation. The exchange of ions within clay minerals with those in the pore water of the clays may lead to substantial changes in the physical properties of some clays. Electrical potentials set up by these chemical reactions or by other processes may attract water to the weathering front.

The effects of extremes of temperature caused by severe weather are not confined to clays. Rocks may disintegrate under cycles of freezing and thawing or thermal expansion and contraction. Dry weather may cause desiccation cracking of weak or weathered rock along preexisting discontinuities, such as bedding planes. Wet weather may dissolve natural rock cements that hold particles together. Saturation with water reduces effective intergranular pressure and friction and destroys capillary tension.

10. SUMMARY

In the initial reconnaissance of a landslide, the activity and the materials displaced in that type of landslide would be described using terms from Table 3-2, the dimensions defined in Table 3-4 would be estimated, and some preliminary hypotheses would be chosen about the causes of the movements. A simple landslide report form is provided in Figure 3-9; its format would allow the creation of simple data bases suited to much of the data-base management software now available for personal computers. The information collected could be compared with summaries of other landslides (WP/WLI 1991) and used to guide additional investigations and mitigative measures. Further investigation would increase the precision of estimates of the dimensions and increase confidence in the descriptions of activity and material and in the hypotheses about the causes of movement. The new information would then be added to the data base to influence the analysis of new landslides. These data bases could form the foundations of expert systems for landslide mitigation.
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LANDSLIDE TRIGGERING MECHANISMS

1. INTRODUCTION

Landslides can have several causes, including geological, morphological, physical, and human (Alexander 1992; Cruden and Varnes, Chap. 3 in this report, p. 70), but only one trigger (Varnes 1978, 26). By definition a trigger is an external stimulus such as intense rainfall, earthquake shaking, volcanic eruption, storm waves, or rapid stream erosion that causes a near-immediate response in the form of a landslide by rapidly increasing the stresses or by reducing the strength of slope materials. In some cases landslides may occur without an apparent attributable trigger because of a variety or combination of causes, such as chemical or physical weathering of materials, that gradually bring the slope to failure. The requisite short time frame of cause and effect is the critical element in the identification of a landslide trigger.

The most common natural landslide triggers are described in this chapter, including intense rainfall, rapid snowmelt, water-level change, volcanic eruption, and earthquake shaking, and examples are provided in which observations or measurements have documented the relationship between triggers and landslides. Some geologic conditions that lead to susceptibility to landsliding caused by these triggers are identified. Human activities that trigger landslides, such as excavation for road cuts and irrigation, are not discussed in this chapter. To the extent possible, examples have been selected that illustrate landslide damage to transportation systems.

2. INTENSE RAINFALL

Storms that produce intense rainfall for periods as short as several hours or have a more moderate intensity lasting several days have triggered abundant landslides in many regions, for example, California (Figures 4-1, 4-2, and 4-3). Well-documented studies that have revealed a close relationship between rainfall intensity and activation of landslides include those from California (Campbell 1975; Ellen et al. 1988), North Carolina (Gryta and Bartholomew 1983; Neary and Swift 1987), Virginia (Kochel 1987; Gryta and Bartholomew 1989; Jacobson et al. 1989), Puerto Rico (Jibson 1989; Simon et al. 1990; Larsen and Torres Sanchez 1992), and Hawaii (Wilson et al. 1992; Ellen et al. 1993).

These studies show that shallow landslides in soils and weathered rock often are generated on steep slopes during the more intense parts of a storm, and thresholds of combined intensity and duration may be necessary to trigger them. In the Santa Monica Mountains of southern California, Campbell (1975) found that rainfall exceeding a threshold of 6.35 mm/hr triggered shallow landslides that led to damaging debris flows (Figure 4-4).

During 1982 intense rainfall lasting for about 32 hr in the San Francisco Bay region of California triggered more than 18,000 predominantly shallow landslides involving soil and weathered rock, which blocked many primary and secondary roads (Ellen et al. 1988). Those landslides whose times...
FIGURE 4-1
Landslide blocking State Highway 1 near Julia Pfeiffer-Burns State Park, California: debris slides and flows from toe and flanks of reactivated landslide. Intense storm February 28–March 1, 1983, triggered many debris flows that blocked primary and secondary roads along Big Sur coastline.
G.F. WIECZOREK, MARCH 25, 1983

FIGURE 4-2 (above left)
Landslide blocking State Highway 1: May 1, 1983, massive rock slide of 1.2 million m³ incorporated entire hillside. Exceptionally heavy rainfall during winters of 1981–1982 and 1982–1983 was responsible for raising groundwater levels and triggering slide. During excavation, groundwater flow of approximately 378,000 L/day was collected and drained from cut (Works 1984).
CALIFORNIA DEPARTMENT OF TRANSPORTATION

FIGURE 4-3
Landslide blocking State Highway 1: excavation of cut of estimated 6.1 million m³ in 6-m-wide benches extending about 300 m above roadbed made this the largest highway repair job undertaken in California history. Highway reopened in April 1984 (Works 1984).
CALIFORNIA DEPARTMENT OF TRANSPORTATION
FIGURE 4-4 Cumulative rainfall at selected recording gauges in Santa Monica and San Gabriel Mountains, southern California. Known times of debris flows indicated by heavy dots. Steepness of cumulative rainfall line indicates intensity of rainfall (modified from Campbell 1975).

FIGURE 4-5 Rainfall thresholds that triggered abundant landslides in San Francisco Bay region, California. Thresholds for high and low mean annual precipitation (MAP) areas are indicated as curves representing combination of rainfall intensity and duration (modified from Cannon and Ellen 1985).

could be well documented were closely associated with periods of most intense precipitation; this documentation permitted identification of landslide-triggering rainfall thresholds based on both rainfall intensity and duration (Figure 4-5) (Cannon and Ellen 1985). Such thresholds are regional, depending on local geologic, geomorphic, and climatologic conditions.

The rapid infiltration of rainfall, causing soil saturation and a temporary rise in pore-water pressures, is generally believed to be the mechanism by which most shallow landslides are generated during storms. With the advent of improved instrumentation and electronic monitoring devices, transient elevated pore pressures have been measured in hillside soils and shallow bedrock during rainstorms associated with abundant shallow landsliding (Figures 4-6 and 4-7) (Sidle 1984; Wilson and Dietrich 1987; Reid et al. 1988; Wilson 1989; Johnson and Sitar 1990; Simon et al. 1990).
Loose or weak soils are especially prone to landslides triggered by intense rainfall. Wildfire may produce a water-repellent (hydrophobic) soil layer below and parallel to the burned surface that, together with loss of vegetative cover, promotes raveling of loose coarse soil grains and fragments at the surface. Increased overland flow and rill formation then lead to small debris flows (Wells 1987). On the lower parts of hill slopes and in stream channels, major storms generate high sediment content in streams (hyperconcentrated flows) or large debris flows (Scott 1971; Wells et al. 1987; Weirich 1989; Florsheim et al. 1991).

Shortly after midnight on January 1, 1934, an intense downpour after more than 12 hr of rainfall resulted in debris flows from several recently burned canyons into the La Cañada Valley of southern California and caused significant property damage and loss of life (Troxell and Peterson 1937). Following an August 1972 wildfire north of Big Sur in central coastal California, storms with intensities of 19 to 22 mm/hr triggered two episodes of debris flows. During the second, more devastating storm on November 15, 1972, large debris flows reached Big Sur about 15 min after intense (22-mm/hr) rain (Johnson 1984). Debris flows blocked California State Highway 1 with mud, boulders, and vegetative debris; the flows partly buried, heavily damaged, or leveled structures and caused one fatality (Jackson 1977).

In arid regions, intense storms can trigger debris flows in thin loose soils on hillsides or in alluvium in stream channels (Woolley 1946; Jahns 1949; Johnson 1984). On September 14, 1974, an intense thunderstorm passed over Eldorado Canyon, Nevada, and although the duration of the rainfall was short (generally less than an hour), the intensities were very high—from 76 to 152 mm/hr for 30 min. The intense rain eroded shallow soils, leaving rills on some of the sparsely vegetated hillsides, and the high runoff scoured unconsolidated alluvium from the larger stream channels. The initial debris-flow surge, heavily laden with sediment and with the consistency of fresh concrete, emerged from the canyon with a high steep front, damaging a marina and killing at least nine people (Glancy and Harmsen 1975).

On June 18, 1982, a very intense thunderstorm occurred over a recently burned steep drainage of the South Fork American River in California between the towns of Kyburz and Strawberry. In August 1981 a wildfire had removed all vegetation, exposed bare soil, and converted 15 percent of the burned area to a hydrophobic condition; by June 1982 reseeded grasses were establishing themselves because of the wet winter of 1981–1982. In a recording gauge 1.2 km away, rainfall of 46 mm in 6 min, 76 mm in 18 min, and 101 mm in 27 min was measured during the height of the storm. This intense rain triggered a debris flow by sheet and rill erosion from shallow soils and from erosion of alluvium within tributary gullies as well as the main gully. The resulting debris flow and flood closed California State Highway 50 for 5 hr while maintenance crews removed rocky debris from the pavement (Kuehn 1987).

**FIGURE 4-6**
Response of pore pressure to rainfall in shallow hillside soils of northern California. Positive peaks of pore pressure correspond to periods of high rainfall intensity; negative pore pressures indicate soil tension in partly saturated soil at beginning of storm or during periods between rainfall (modified from Johnson and Sitar 1990).
On September 7, 1991, a debris flow triggered by heavy rainfall (63 to 213 mm) within a 24-hr period damaged several houses in a subdivision of North Ogden, Utah. Concentration of runoff from the storm mobilized talus and other debris in tributary channels and scoured material from the main channel into a debris flow, which emerged from the canyon and traveled about 400 m down an alluvial fan before reaching the subdivision (Mulvey and Lowe 1992).

3. RAPID SNOWMELT

Rapid melting of a snowpack caused by sudden warming spells or by rain falling on snow can add water to hillside soils. Horton (1938) examined the infiltration and runoff of melting snow into soil, including the special case of the effects of rain on snow cover. He found that the process of melting may provide a more continuous supply of moisture over a longer time period compared with the
usual duration of infiltration from rain. Snowmelt may also recharge shallow fractured bedrock and raise pore-water pressures beneath shallow soils, thus triggering landslides (Mathewson et al. 1990).

Near Wrightwood, California, a steady thaw of a heavy snowpack over a 40-day period in the spring of 1969 triggered mud flows in Heath Creek from saturated debris in steep channels and from steep faces in the toe area of the Wright Mountain landslide (Morton et al. 1979). In Utah during an unusually warm 10-day period from late May to early June 1983, a heavy winter snowpack along the Wasatch Front began to melt rapidly and triggered approximately 150 debris flows and other types of landslides (Pack 1984; Wieczorek et al. 1989). In the Wasatch Front above Farmington, Utah, during the height of this activity (May 28–30, 1983), snowmelt provided the equivalent of approximately 2.1 to 2.6 mm/hr of precipitation; on May 30, 1983, a large debris flow emerged from the canyon of Rudd Creek into the community of Farmington (Vandre 1985).

Rain-on-snow events commonly reduce the water content of the snowpack and add sufficient water to soils to be significant in triggering landslides. In coastal Alaska, Sidle (1984) found that snowmelt before rainfall augmented the piezometric response. In a small watershed of western Oregon, Harr (1981) found that 85 percent of landslides that could be dated accurately were associated with snowmelt during rainfall.

A majority of the documented landslides in the central Sierra Nevada of California in mid-April 1982 and in early and mid-March 1983 occurred during rain-on-snow events (Bergman 1987). Landslides along Stump Springs Road, a major timber-haul route in Sierra National Forest, California, were triggered by a rain-on-snow event that included peak rainfall intensities of 14 to 18 mm/hr supplemented by snowpack losses equivalent to 130 mm of water. Landslide repairs of Stump Springs Road required an estimated $1.3 million along a 23-km section during 1982 and 1983 (DeGraff et al. 1984).

4. WATER-LEVEL CHANGE

The sudden lowering of the water level (rapid drawdown) against a slope can trigger landslides in earth dams, along coastlines, and on the banks of lakes, reservoirs, canals, and rivers. Rapid drawdown can occur when a river drops following a flood stage, the water level in a reservoir or canal is dropped suddenly, or the sea level drops following a storm tide. Unless pore pressures within the slope adjacent to the falling water level can dissipate quickly, the slope is subjected to higher shear stresses and potential instability (Figure 4-8) (Terzaghi 1943; Lambe and Whitman 1969). In terms of effective stress, Bishop (1954, 1955) introduced a method to estimate the pore-water pressure in terms of reduction of the principal stresses and to analyze slope stability due to the removal of the water load during rapid drawdown.

![Figure 4-8: Response of slope to rapid drawdown](image-url)
Thick uniform deposits of low-permeability clays and silts are particularly susceptible to landsliding triggered by rapid drawdown. Morgenstern (1963) listed 16 cases in which rapid drawdown triggered landslides in the upstream face of earth dams.

Rapid drawdown triggered four landslides in very low-permeability boulder clay in the Fort Henry and Ardclooney embankments, Ireland. The best documented of these slides occurred after a drawdown of 1.1 m in 10 days; during the last 24 hr the average drawdown rate was 0.35 m/day (Massarsch et al. 1987). In the coastal area of Zeeland, Netherlands, Koppejan et al. (1948) observed that excessive tidal differences of 2.8 to 4.6 m during spring or coinciding with gales triggered wet sand flows. From a few observations, they concluded that movement started during drawdown of the ebb tide between half tide and low water.

Springer et al. (1985) inspected more than 6500 km of the Ohio River system and examined 120 landslide sites in detail. They observed several characteristic types of instabilities, including massive slumps evidently triggered by rapid drops in river level following floods. Other landslides, cohesive wedges of material sliding on thin sand strata, were triggered by recent precipitation that produced high water pressures in tension cracks behind the free face and were not associated with rapid drawdown.

During and following construction of Grand Coulee Dam in Washington State, some 500 landslides were noted between 1941 and 1953 along the shores of Franklin D. Roosevelt Lake. Accurately dated landslides among this sample were most frequent during the filling stage of the reservoir and subsequent to filling during two periods of rapid drawdown (Jones et al. 1961). Even larger drawdowns during the period from 1969 to 1975 were responsible for additional earth slumps, earth spreads, earth flows, and debris flows (Schuster 1979).

Increases in groundwater levels on hill slopes following periods of prolonged above-normal precipitation or during the raising of water levels in rivers, lakes, reservoirs, and canals build up pore-water pressure and reduce effective strength of saturated slope materials and can trigger landslides (Figures 4-2 and 4-9). The initial filling of Yellowtail Reservoir, Montana, and also of the Panama Canal were cited by Lane (1967) as examples in which large landslides were triggered by initial raising of the water levels on natural or cut slopes. Rising groundwater levels can also acceler-
ate landslide movement, as observed at Vaiont Dam, Italy, where a slowly moving landslide rapidly accelerated during the weeks following the initial filling of the reservoir (Lane 1967).

The Mayunmarca landslide of April 25, 1974, blocked the Mantaro River in Peru, and the rising water level behind the dam caused by the landslide resulted in more landslides along the shores of the lake, which destroyed a regional highway (Lee and Duncan 1975). Sudden breaching of the landslide dam and rapid drawdown of the lake level triggered still more landslides along the banks of the lake (R.L. Schuster, personal communication, 1992, U.S. Geological Survey, Denver, Colorado).

There are other examples in which gradually rising groundwater levels caused by irrigation and prolonged or intermittent low- to moderate-intensity rainfall have resulted in landslides. These cases are not cited because the relation of trigger and landsliding is not as closely documented with respect to time as it is for those cases described here, which involve more rapid changes in water levels.

5. VOLCANIC ERUPTION

Deposition of loose volcanic ash on hillsides commonly is followed by accelerated erosion and frequent mud or debris flows triggered by intense rainfall (Kadomura et al. 1983). Irazu, a volcano in central Costa Rica, erupted ash almost continuously from March 1963 through February 1965. Intense rain and high runoff accompanied by sheet and rill erosion of ash-covered slopes triggered more than 90 debris flows in valleys on slopes of this volcano. A large debris flow in the Rio Reventado valley destroyed more than 300 homes and killed more than 20 persons. High runoff and debris flows incised deep channels, resulting in slumping and caving of valley walls and reactivation of landslides, which in turn supplied additional material for debris flows (Waldron 1967).

Following the June 1991 eruption of Mt. Pinatubo in the Philippines, monsoon and typhoon rains triggered many debris flows that originated in thick volcanic-ash deposits (Pierson 1992). Debris flows as deep as 5 m traveled down major channels; during the most rainy periods, three to five debris flows a day were common. Most debris flows were triggered by monsoonal rainstorms with intensities that seldom exceeded 80 to 100 mm over several hours. In addition to disrupting natural drainage patterns, causing lateral migration of river chan-

nels, and inundating agricultural land, debris flows have destroyed most major highway bridges near the volcano (Pierson 1992).

Volcanic eruptions have triggered some of the largest and most catastrophic historic landslides. As a result of the May 18, 1980, eruption of Mount St. Helens, Washington, a massive 2.8-km³ rock slide—debris avalanche rapidly descended from the north slope of Mount St. Helens and traveled about 22 km down the valley of the North Fork Toutle River (Voight et al. 1983). The avalanche destroyed nine bridges and many kilometers of highways and roads. As a result of rapid melting of snow and ice from the eruption, mud flows surged down several of the valleys that radiated from the mountain. The largest and most destructive of these mud flows entered the valleys of the North Fork and South Fork Toutle River and destroyed or heavily damaged about 200 homes, buried half of the 27-km portion of State Highway 504 and other highways and roads, destroyed 27 km of railway, and destroyed or badly damaged 27 highway and railroad bridges (Figure 4-10) (Schuster 1981).

On November 13, 1985, pyroclastic flows and surges from a relatively small eruption melted snow and ice on the summit of Nevado del Ruiz volcano in Colombia and produced large volumes of meltwater, initiating debris flows in steep channels that swept down and killed more than 23,000 inhabitants of Armero and other areas at or beyond the base of the volcano (Pierson et al. 1990).

6. EARTHQUAKE SHAKING

Strong ground shaking during earthquakes has triggered landslides in many different topographic
and geologic settings. Rock falls, soil slides, and rock slides from steep slopes, involving relatively thin or shallow disaggregated soils or rock, or both, have been the most abundant types of landslides triggered by historical earthquakes (Figures 4-11 and 4-12). Earth spreads, earth slumps, earth block slides, and earth avalanches on gentler slopes have also been very abundant in earthquakes (Keefer 1984).

For 40 historic earthquakes, Keefer (1984) determined the maximum distance from epicenter to landslides as a function of magnitude for three general landslide types (Figure 4-13). Using the expected farthest limits of landsliding during

FIGURE 4-11

FIGURE 4-12
(bottom left)

FIGURE 4-13 (above)
Maximum distance to landslides from epicenter for earthquakes of different magnitudes. -- -- --, disrupted falls and slides, ---, bound for coherent slides; . . . . , bound for spreads and flows (Keefer 1984).
earthquakes of specific magnitude and location, an outer distance limit for landsliding was prepared for a hypothetical earthquake in the Los Angeles region (Figure 4-14) (Harp and Keefer 1985; Wilson and Keefer 1985). The amount of landslide displacement during an earthquake is a critical factor in hazard assessment; a seismic analysis of earth dams (Newmark 1965) was modified to calculate the displacement of individual landslides on the basis of records of strong ground shaking (Wilson and Keefer 1983; Jibson 1993).

Landslides involving loose, saturated, cohesionless soils on low to moderate slopes commonly occur as a result of earthquake-induced liquefaction, a process in which shaking temporarily raises pore-water pressures and reduces the strength of the soil (Figure 4-15). Sedimentary environment, age of deposition, geologic history, depth of water

FIGURE 4-14
Map of Los Angeles basin showing predicted limit for coherent landslides from hypothetical M 6.5 earthquake with epicenter on northern Newport-Inglewood fault zone (solid straight line) (modified from Wilson and Keefer 1985).
FIGURE 4-15
State Highway 1 bridge destroyed by strong shaking and liquefaction of river deposits at Struve Slough near Watsonville, California, during 1989 Loma Prieta earthquake (Plafker and Galloway 1989).

Table, grain-size distribution, density, and depth determine whether a deposit will liquefy during an earthquake. Generally, cohesionless sediments of Holocene age or younger below the groundwater table are most susceptible to liquefaction (Youd and Perkins 1978).

The May 31, 1970, Richter magnitude (M) 7.7 Peru earthquake was the most catastrophic historic earthquake of the Western Hemisphere, causing over 40,000 deaths. The earthquake triggered a huge debris avalanche from the north peak of Huascarán Mountain that buried the town of Yungay and part of the town of Ranrahirca with a loss of more than 18,000 lives. The earthquake also triggered many other landslides within a 30,000-km² area that disrupted communities and temporarily blocked roads; these slides seriously hampered rescue and relief operations and kept the full extent of the disaster unknown until weeks after the earthquake (Plafker et al. 1971).

The M 7.5 Guatemala earthquake of February 4, 1976, triggered more than 10,000 landslides, predominantly rock falls and debris slides from steep slopes of Pleistocene pumice deposits (tephras and ash flows) or their residual soils (Harp et al. 1981). Pumice deposits, which stand in steep, near-vertical slopes, lose much of their strength during seismic loading. Strong shaking increases stresses that may break down cohesion in cemented soils or brittle rocks, such as tephra, loess, or sandstone (Sitar and Clough 1983).

On March 5, 1987, two earthquakes (M 6.1 and M 6.9) 100 km east of Quito, Ecuador, triggered thousands of rock and earth slides, debris avalanches, and debris and mud flows that destroyed nearly 70 km of the Trans-Ecuadorian oil pipeline and the only highway from Quito to Ecuador's eastern rain forests and oil fields (Crespo et al. 1991; Schuster 1991). Economic losses, principally from landslide-induced damage to the oil pipeline and highway, were estimated to be U.S. $1.5 billion (Nieto and Schuster 1988).

On November 12, 1987, liquefaction of a silt and sand layer during an M 6.6 earthquake in Superstition Hills, California, caused sand boils to erupt and resulted in extensive ground cracking indicative of an earth spread. Nearby instrumentation recorded excess pore pressures that began to develop when the peak horizontal acceleration reached 0.21 g about 13.6 sec after the earthquake began (Figure 4-7) (Holzer et al. 1989). The pore-pressure buildup was high enough to be the main factor in reducing soil strength and causing the earth spread.

The M 7.1 Loma Prieta, California, earthquake of October 17, 1989, triggered an estimated 2,000 to 4,000 rock, earth, and debris falls and slides that blocked a major highway and many secondary roads in the San Francisco–Monterey Bay areas. A debris slide of about 6000 m³ closed the two northbound lanes of California State Highway 17 for 33 days before repairs were completed (Plafker and Galloway 1989; Keefer and Manson in press).

The Loma Prieta earthquake also caused liquefaction and earth spreads between San Francisco and Monterey, including damage to the runways at Oakland International Airport and the Alameda Naval Air Station (Plafker and Galloway 1989; Seed et al. 1990). Numerous earth spreads (about 46) destroyed or disrupted flood-control levees, pipelines, bridge abutments and piers, roads, houses and utilities, and irrigation works in the Monterey Bay area (Plafker and Galloway 1989; Tinsley and Dupre 1993).

7. SUMMARY

Common landslide triggers, including intense rainfall, rapid snowmelt, water-level changes, volcanic eruptions, and strong ground shaking during earthquakes, are probably directly responsible for the majority of landslides worldwide. As illustrated by the foregoing examples, these landslides are responsible for much damage to transportation systems, utilities, and lifelines. These landslide triggers have been well documented, and recent monitoring has provided considerable insight into the mechanics of the triggering processes.
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PRINCIPLES OF LANDSLIDE HAZARD REDUCTION

1. INTRODUCTION

Careful development of hillside slopes can reduce economic and social losses due to slope failure by avoiding the hazards or by reducing the damage potential. Landslide risk can be reduced by four approaches (Kockelman 1986):

1. Restriction of development in landslide-prone areas;
2. Codes for excavation, grading, landscaping, and construction;
3. Physical measures (drainage, slope-geometry modification, and structures) to prevent or control landslides; and
4. Development of warning systems.

These methods of hazard mitigation, when used with modern technology, can greatly reduce losses due to landslides. Schuster and Leighton (1988) estimated that these methods could reduce landslide losses in California more than 90 percent. Slosson and Krohn (1982) stated that implementation of this methodology has already reduced landslide losses in the city of Los Angeles by 92 to 97 percent.

Landslides often occur as elements of interrelated multiple natural-hazard processes in which an initial event triggers secondary events or in which two or more natural-hazard processes occur at the same time. Examples are combinations of volcanic eruptions, earthquakes, and landslides. The resulting multiple-hazard problems require a shift in perspective from mitigation of individual hazards, such as landslides, to a broader systems framework that takes into account the characteristics and effects of all the processes involved.

Landslide risk assessment has become an important factor in landslide hazard reduction. Landslide risk assessment utilizing reliability methods in landslide susceptibility mapping, prediction, and mitigation is discussed in Chapter 6.

Optimal approaches to reduction of landslide hazards generally involve a carefully assembled mix of the above hazard-reduction strategies and techniques. To plan a coordinated and successful reduction program requires input and cooperation from engineers, geologists, planners, landowners and developers, lending organizations, insurance companies, and government entities.
2. PREREQUISITE INFORMATION

Successful landslide hazard-reduction programs in the United States commonly are based on the following factors (U.S. Geological Survey 1982):

1. An adequate base of technical information on the hazards and risks;
2. A technical community able to apply, and enlarge upon, this data base;
3. An able and concerned local government; and
4. A citizenry that realizes the value of and supports a program that promotes the health, safety, and general welfare of the community.

These same concepts apply to other countries, except that most national governments have a stronger role than that of the U.S. government.

The key to a successful landslide hazard-reduction program is awareness and understanding of the landslide problem within the geographic area involved. The work of Varnes (1978) and of Cruden and Varnes (Chap. 3 in this report) in describing and classifying mass movements and in reviewing the principles and practices of zonation as related to landslide hazards (Varnes et al. 1984) has been very helpful in this regard. Recognition and identification of landslides have been discussed in detail by Rib and Liang (1978), Hansen (1989), and Soeters and van Westen (Chap. 8 in this report).

Reliable landslide hazard maps are of significant value in establishing reduction programs. Ideally, these maps indicate where landslides have occurred in the past, the locations of landslide-susceptible areas, and the probability of future occurrences. Brabb (1984) presented examples of various types of landslide maps: inventory, susceptibility, loss evaluation, and risk determination. Of particular interest in reducing the costs of landslide hazard mapping is the use of computer techniques to produce digital maps; in much of the world, the geographic information system (GIS) approach is widely used for producing digital maps and for integrating information to develop, enhance, and complement such maps.

An important element in determining international landslide hazard distribution is the World Landslide Inventory, which is being conducted by the United Nations Educational, Scientific, and Cultural Organization (UNESCO) Working Party on the World Landslide Inventory (WP/WLI) sponsored by the International Geotechnical Societies (1991). The Working Party, which was formed from the Commission on Landslides of the International Association of Engineering Geology, the Technical Committee on Landslides of the International Society for Soil Mechanics and Foundation Engineering, and representatives of the International Society for Rock Mechanics, assists United Nations agencies in understanding the worldwide distribution of landslides (WP/WLI 1990, 1991, 1993a,b). The five WP/WLI classes of landslide inventory cover a range that includes computer data banks with complete national coverage and systematic data capture (Cruden and Brown 1992). The Directory of the World Landslide Inventory (Brown et al. 1992) is a useful worldwide guide to the people and institutions that deal with landslide hazards on a regular basis.

The extent and economic significance of landslides in 136 countries and areas, including land beneath all of the oceans, were reported by Brabb and Harrod (1989). These reports have been an invaluable contribution to the International Decade for Natural Disaster Reduction.

Governmental organizations have reported on landslide hazard-reduction approaches that are of value to others attempting to develop plans for their own areas. For example, the state of Colorado, under the auspices of the Federal Emergency Management Agency (FEMA), published a report (Jochim et al. 1988) that aims to reduce landslide losses by

1. Identifying local governmental resources, plans, and programs that can assist in loss reduction;
2. Determining unmet local needs that must be addressed to reduce losses;
3. Identifying and developing state agency capabilities and initiatives that can deal with unmet local needs;
4. Developing cost-effective projects that reasonably can be expected to reduce landslide losses;
5. Educating state and local officials and emergency-response personnel about landslide hazards and potential methods for loss reduction; and
6. Establishing means to provide a continuing governmental process to reduce losses.

This FEMA report will become part of the overall hazard mitigation plan for Colorado under the auspices of the Colorado Natural Hazards
Mitigation Council. Similar plans based on local needs were prepared for the city of Cincinnati, Ohio (Hamilton County Regional Planning Commission 1976), and Portola Valley, California (Mader et al. 1988). In addition, Hamilton County, Ohio, prepared a report on the duties of the county's Earth Movement Task Force, which provides advice to those wishing to establish similar working groups (Hamilton County 1982). A succinct but comprehensive guidebook for state and local governments interested in reducing landslide losses was sponsored and published by FEMA (Wold and Jochim 1989).

An important aspect of the reduction of landslide hazards is collection and dissemination of landslide information for scientists, engineers, policy makers, and the public. An excellent national example of a public repository of information on landslide hazards is the U.S. Geological Survey's National Landslide Information Center (NLIC) in Golden, Colorado (Brown 1992). The NLIC maintains a multiple-entry data base to foster national and international exchange of landslide information among scientists, engineers, and decision makers. On an international level, the International Union of Forestry Research Organizations (IUFRO) carries out a worldwide exchange of information and assistance on a full spectrum of technical, biological, and economic measures for the control of landslides in mountainous areas.

3. MAJOR POLICY OPTIONS

Alternative management policy options are available to decision makers who are concerned with natural hazards (Petak and Atkisson 1982; Olshansky and Rogers 1987; Olshansky 1990). The three most fundamental options (Rossi et al. 1982) are to

1. Take no action at all,
2. Provide relief and rehabilitation assistance after disasters occur, or
3. Take action to contain or control hazards before serious damage occurs.

Before about 1950, the first two of these options dominated. However, as a result of technical and sociological advances, the concept of prevention of landslide disasters by appropriate land use development or structural retention is becoming increasingly important.

4. APPROACHES

Reduction of landslide hazards in the United States is achieved mainly by

1. Restricting development in landslide-prone areas, a function assisted by mapping landslide susceptibility;
2. Requiring that excavation, grading, landscaping, and construction activities not contribute to slope instability; and
3. Protecting existing development and population (property and structures as well as people and livestock) by physical control measures, such as drainage, slope-geometry modification, and protective barriers, or by monitoring and warning systems.

These techniques, which were discussed by Kockelman (1986), are used individually or in various combinations to reduce or eliminate losses due to existing or potential landslides. The first two methods can be promoted by public legislation. In the United States, such legislation commonly is under the jurisdication of local governments. However, most other countries with major and continuing landslide losses have incorporated a strong federal or provincial role in dealing with all aspects of landslide hazard-reduction activities to ensure consistent standards of practice and application and to prevent unequal and inadequate performance at provincial, municipal, and private levels (Swanston and Schuster 1989). In the United States the federal government plays a less active role and functions primarily as a source of expertise, research support, and funding of state and local control works.

4.1 Restricting Development in Landslide-Prone Areas

One of the most effective and economical ways to reduce landslide losses is by land use planning to locate developments on stable ground and to dedicate landslide-prone areas to open space or to other low-intensity uses. This procedure, which commonly is known as avoidance, is accomplished by either or both of the following: (a) removing or converting existing development or (b) discouraging or regulating new development in unstable areas.

In the United States, restrictions on land use because of natural hazards generally are imposed
and enforced by local governments by means of land use zoning districts and regulations. Some local governments in the United States have adopted ordinances that limit the amount of development in hillside areas (see Section 4.1.3). In many other countries, land use planning that leads to avoidance is a function of the national government. In Japan, which is widely and continually affected by severe landslide problems, land use regulation has not been a common feature of landslide hazard reduction for reasons related to the limited availability of land (Huffman 1986, 96).

4.1.1 Removing or Converting Existing Development

Recurring damage to existing development caused by landslides can be eliminated or reduced by evacuating the area or by converting existing structures or facilities to uses less vulnerable to slope failure. Permanent evacuation of the distressed area commonly requires public acquisition of the land and relocation of the inhabitants and their facilities.

Conversion of existing structures and facilities to uses that are less vulnerable to slope failure may be undertaken by individual property owners, by developers, or, in the case of public properties, by the government. The feasibility of successful conversion depends on the value and criticality of the facilities, their potential for triggering or resisting slope failure, whether they can be successfully retrofitted to resist slope movement, and the level of concern of their owners.

4.1.2 Discouraging New Development

Where feasible, the most effective method of reducing landslide losses is to discourage new development in landslide-prone areas (U.S. Geological Survey 1982). Methods that have been successful in the United States include the following:

- Public information programs: Because any program of land use control requires the support of a knowledgeable citizenry, the public must be informed of landslide hazards. Prudent citizens, when properly informed of the existence of hazards, ordinarily will support land use controls that minimize losses due to those hazards.
- Disclosure of hazards to potential property purchasers: Governments can discourage development in hazardous areas by enacting hazard disclosure laws that alert potential buyers to hazards (Kockelman 1986). For example, Santa Clara County, California, requires sellers of property within the county's landslide, fault-rupture, and flood zones to provide prospective purchasers with written statements of geologic hazard (Santa Clara County Board of Supervisors 1978).
  - Exclusion of public facilities: Local governments can prohibit construction of public facilities, such as streets and water and sewer systems, in landslide-prone areas.
  - Warning signs: Warning signs posted by local governments can alert prospective property owners or developers to potential hazards.
  - Tax credits and special assessments: Tax credits can be applied to properties left undeveloped in hazardous areas. Conversely, special assessments can be levied on landslide-prone properties that lie within especially created assessment districts.
  - Financing policies: Lending institutions can discourage development in landslide-prone areas by denying loans or by requiring insurance for construction or development in these areas.
  - Insurance costs: The high cost of nonsubsidized insurance for development in hazardous areas can discourage such development and can encourage land uses that constitute lower risk.
  - Government acquisition: Government agencies can promote avoidance by acquiring landslide-prone properties by purchase, condemnation, tax foreclosure, dedication, devise (will), or donation. The agencies are then able to control development on these properties for the public interest.
  - Public awareness of legal liabilities: Property owners and developers can be made aware of liabilities they may have in regard to slope failure.

4.1.3 Regulating Development

To assume that development in landslide-prone areas can be discouraged indefinitely by the non-regulatory methods noted above is unrealistic. Thus, governmental regulation often is needed to prevent or control development of lands subject to landslide hazards. In the United States, restrictions on land use because of natural hazards are generally imposed and enforced by local governments by means of zoning districts and regulations. By
means of land development regulations, a local
government can prohibit or restrict development
in landslide-prone areas. It can zone hazardous
areas for open-space uses such as agriculture, grazi-
ing, forests, or parks. If development is allowed in
areas subject to slope failure, the location or inten-
sity of this development, or both, can be controlled
to reduce the risk. Examples of regulations of land
use in areas prone to landslide activity are dis-
cussed in Sections 4.1.3.1–4.1.3.3.

4.1.3.1 Land Use Zoning Regulations
Land use zoning provides direct benefits by limit-
ing development in landslide-prone areas. Under
zoning ordinances enacted and enforced by local
governments, land use with the least danger of ac-
tivating landslides includes parks, woodlands,
nonirrigated agriculture, wildlife refuges, and
recreation. In addition, these land uses result in
relatively small economic losses if landslides do
occur. Regulations can include provisions that
prohibit specific land uses or operations that might
cause slope failure, such as construction of roads or
buildings, irrigation systems, storage or disposal of
liquid wastes, and operation of off-road vehicles.
Zoning regulations can also control the location
and density of development in hillside areas.

To assist counties and municipalities in design-
ing land use regulations in hillside areas in the
state of Colorado, the Colorado Geological
Survey prepared model regulations (Rogers et al.
1974) that permit the following land uses in des-
ignated landslide-prone areas:

1. Recreational uses that do not require perma-
nent structures for human habitation, including
parks, wildlife and nature preserves, picnic
grounds, golf courses, and hunting, fishing, hik-
ing, and skiing areas that do not result in high
population concentrations;
2. Low-density agricultural uses, such as forestry,
grazing, and truck-crop farming; and
3. Low-density and temporary commercial and in-
dustrial uses, such as parking areas and storage
yards for portable equipment.

Colorado is currently attempting to set a national
precedent in dealing with natural hazards (includ-
ing landslides) by means of the Colorado Natural
Hazard Mitigation Council (1992), an official
statewide 300-member group composed of earth
sciences, engineers, planners, and local and state
policy makers whose goal is to formulate new poli-
cies regarding natural hazards in Colorado. A
prime strategy of the council is to unify technical
experts and policy makers on issue-directed hazard-
reduction teams. These teams deal with hazards in
areas that are politically responsive to innovative
solutions. They prepare statewide plans based on
these solutions, and the plans are used to develop
policy directions for future state hazard legislation.

4.1.3.2 Subdivision Regulations
Regulating the design of subdivisions (planned
local units of land designed with streets, sidewalks,
sewerage, etc., in preparation for building homes)
is another means of controlling development of
landslide-prone areas. Subdivision design and zon-
ing regulations must be based upon geotechnical
information.

4.1.3.3 Sewage-Disposal Regulations
Residential sewage-disposal systems that rely on
ground absorption (septic-tank systems, leaching
fields, and seepage beds and pits) can saturate the
surrounding soil and rock and cause slope failure.
Thus, the design and installation of these systems
must be regulated in landslide-prone areas.

4.1.4 Implementing Avoidance as
Landslide Hazard-Reduction Measure

In the United States, implementation of avoidance
procedures has met with mixed success in landslide
hazard reduction. In some areas, particularly in
California, restriction of development in landslide-
prone areas has been extensive, and avoidance pro-
grams generally have been successful in reducing
landslide losses. However, in many states that have
landslide-susceptible areas, there are no widely ac-
cepted procedures or regulations for considering
landslides as part of the land use planning process
(Committee on Ground Failure Hazards 1985).

Land use zoning probably has been the most
effective means of regulating development. For
example, in San Mateo County, California, a land-
slide-susceptibility map has been in use since 1975
to control the density of development (Brabb et al.
1972). On the basis of this map, the San Mateo
County Board of Supervisors (1973) enacted legis-
lation that restricts development in those areas
most susceptible to landslides to one dwelling unit
per 40 acres (approximately 16 ha) (Figure 5-1). Until 1982, all of the new landslides (mostly slips, slumps, and slides) that occurred in San Mateo County were in areas already mapped as landslides or in areas judged highly susceptible to landsliding. Thus, the zoning procedure was an outstanding success at that point. However, in 1982, under conditions of exceedingly heavy rainfall, thousands of debris flows occurred in areas where few had been observed previously (Brabb 1984). Thus, the 1972 map had accurately predicted the locations of future deep-seated landslides, but was not successful for debris flows. The new debris flows had not been expected because the landslide-susceptibility map was based on interpretation of aerial photographs that showed evidence of only deep-seated landslides.

Another approach to zoning has been used in Fairfax County, Virginia, where maps used for zoning purposes outline various degrees of hazard in different geologic materials (Obermeier 1979). Developers are required to obtain professional engineering advice for sites to be developed in specific geologic materials. The result has been a "drastic reduction in landslides" (Dallaire 1976).

The best examples of removal or conversion of existing development as a tool in the reduction of landslide losses have been those in which developments have been wholly or partly destroyed by slope failures, and, as a reaction to those losses, a decision has been made to replace the original development with a land use less prone to slope-failure damage. Such efforts commonly have been only partially successful because of the resistance of property owners, developers, or even the communities themselves. An excellent example of such partial success is provided by the city of Anchorage, Alaska, which received heavy damage from soil slides that were triggered by the 1964 Alaska earthquake. As a result of the earthquake, a scientific and engineering task force was established by the federal government to assess the damage, to evaluate future hazards, and to make recommendations that would minimize the impact of any future earthquake or landslide activity.

Especially interesting are land-planning decisions related to the three largest slope failures: the Turnagain Heights, Fourth Avenue, and L Street landslides (Mader et al. 1980). The mixed success of the task force's land use recommendations for these areas is illustrated by the cases discussed in Sections 4.1.4.1-4.1.4.3.

4.1.4.1 Turnagain Heights Landslide
The Turnagain Heights slide was the largest and most spectacular of the 1964 slope failures, covering 53 ha and destroying 75 homes (Figure 5-2). The Alaska State Housing Authority prepared a redevelopment plan for the landslide area calling for park and recreation uses (Mader et al. 1980). However, only the economically least desirable part of the landslide was actually developed as a park. The Anchorage City Council voted against the plan and allowed applications for residential building permits in the landslide area (Selkregg et al. 1970). In 1977 controversy over the issue of rebuilding on parts of the Turnagain Heights landslide led to appointment of the Anchorage Geotechnical Advisory Commission. This commission consistently advised the local government not to allow development on the landslide unless the long-term stability of the slope could be assured. However, a few houses have since been built adjacent to or on the slide. The private property owners believed that compensation at postdisaster values was not sufficient inducement to relocate. In addition, local residents seemed to believe that because a catastrophe had only recently occurred, another would not take place at the same location during their lifetimes.
4.1.4.2 Fourth Avenue Landslide
This landslide was a single 15-ha block that moved horizontally about 5 m, destroying a significant part of Anchorage's central business district (Figure 5-3). The task force recommended that future developments in the Fourth Avenue landslide area be limited to parks, parking lots, and light structures no more than two stories high (Hansen et al. 1966). The recommended restrictions were incorporated into an urban renewal plan that was relatively successful because much of the land belonged to the federal government and thus was easily controlled (Mader et al. 1980).

4.1.4.3 L Street Landslide
The study by the task force showed that this 29-ha block slide and considerable adjacent hillside land constituted a significant continuing hazard. Thus, the same land use recommendations were made as for the Fourth Avenue landslide. However, the recommendations were ignored for the L Street area. About one year after the earthquake, the Anchorage City Council decided to rezone the area to permit higher residential densities, and by 1980 extensive new construction, including five new high-rise buildings, had taken place on or adjacent to the 1964 landslide (Mader et al. 1980). As was the case for the Turnagain Heights landslide, the main reason for the partial success in controlling redevelopment of the L Street landslide area was the resistance of property owners to less-intensive redevelopment.

4.2 Developing Excavation, Construction, and Grading Codes
Excavation, construction, and grading codes have been developed to ensure that construction in landslide-prone areas is planned and conducted in a manner that will not impair the stability of hillside slopes. These ordinances commonly

1. Require a permit before slopes are scraped, excavated, filled, or cut;
2. Regulate (including control of design, construction, inspection, and maintenance), minimize, or prohibit excavation and fill;
3. Control disruption of drainage and vegetation; and
4. Provide for proper design, construction, inspection, and maintenance of surface and subsurface drains.

In the United States there is no nationwide uniform code to ensure standardization of the foregoing criteria. Instead, in dealing with stability of hillside slopes on private lands, state and local government agencies apply design and construction criteria that fit the needs of their specific jurisdictions. The federal government usually has not participated directly in the formulation and enforcement of these codes. However, it has influenced the engineering profession by development of the codes used by government agencies in their own construction projects on federal works. Federal standards for excavation and grading—such as those used by the U.S. Army Corps of Engineers, the Bureau of Reclamation, and the USDA Forest Service, each of which is in charge of major construction activities—often are used by other organizations in both the public and private sectors (Committee on Ground Failure Hazards 1985).
The development of excavation and grading ordinances related to geologic hazards originated in the United States shortly after World War II. At that time the accelerating demand for residential building sites in southern California because of a rapidly expanding population intensified development of hillside and mountain slopes (Scullin 1983, 14). In addition, improved earth-moving technology made development of slope areas economically feasible. The resulting poorly organized development combined with unusually heavy rainfall in southern California in the early 1950s resulted in significant landslide activity and major economic losses (Jahns 1969). As a result, the city of Los Angeles in 1952 adopted the first grading ordinance in the United States. The 1952 code was far from perfect, and during the following 10-year period, hillside developers in southern California faced many difficulties in applying and modifying it. However, this original code formed the basis for all subsequent codes adopted by local governments throughout the United States.

This early work in southern California led the International Conference on Building Officials in 1964 to develop Chapter 70 of the Uniform Building Code, which authorizes local governments to require that developers provide geotechnical reports on sites they intend to develop (Schuster and Leighton 1988). These reports are prepared by registered geotechnical engineers and certified engineering geologists. This code is still in effect (International Conference of Building Officials 1985); it has been adopted directly or used as a model by local governments in many countries.

Heavy rainfall in southern California in 1962 and 1969–1970 resulted in new major landslide losses and, as a result, in improvements to the 1952 code (Schuster and Leighton 1988). The 1962 storms and landslides resulted in more sophisticated grading-code regulations that required

1. Additional refinement of grading ordinances;
2. A more quantitative approach to the design of slopes, for example, use of soil strength parameters, safety factors, and slope-stability analysis;
3. Emphasis on mud flow–debris flow mitigation; and
4. Proper design of structures above and below natural slopes.

The city of Los Angeles has provided an impressive example of the effective use of excavation and grading codes as deterrents to landslide activity and damage in the development of hillside slopes. The Los Angeles loss-reduction program relies heavily on regulations that require specific evaluations of landslide potential by engineering geologists and geotechnical engineers before construction as well as inspection of grading operations during construction. As noted above, controls on hillside grading and development in Los Angeles were almost nonexistent before 1952. In 1952, following severely damaging winter storms, a grading code was adopted that instituted procedures for safe development of hillsides; these grading regulations were significantly improved in 1963. The benefits resulting from these regulations were illustrated by the distribution of landslide damage in Los Angeles during severe storms in 1968–1969 and 1978. During the storms of 1968–1969, for a comparable number of building sites, the damage to sites developed before institution of grading codes in 1952 was nearly 10 times as great as damage to sites developed after 1963 (Slosson 1969). Similar results were observed after the 1978 storm (Table 5-1).

### 4.3 Protecting Existing Development

In spite of the avoidance and regulatory techniques presented above, development of hillside and mountain slopes that are subject to slope failure will continue. Thus, land use planning programs should include physical techniques to protect property, structures, and people in landslide-prone areas. These protective measures can be divided into (a) physical methods of control of unstable slopes and (b) monitoring and warning systems. These measures are introduced here and described in detail in Chapters 10, 11, 17, and 18.
Table 5-1
Relationship Between Modern Grading Codes and Slope Failures for Los Angeles Building Sites from Catastrophic February 1978 Southern California Storm (Slosson and Krohn 1979)

<table>
<thead>
<tr>
<th>BUILDING CODE IN EFFECT</th>
<th>NO. OF SITES DEVELOPED</th>
<th>NO. OF SITE FAILURES</th>
<th>PERCENTAGE OF SITE FAILURES</th>
<th>DAMAGE COSTS ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-1963 (premodern code)</td>
<td>37,000</td>
<td>2,790</td>
<td>7.5</td>
<td>40–49 million</td>
</tr>
<tr>
<td>Post-1963 (modern code)</td>
<td>30,000</td>
<td>210</td>
<td>0.7</td>
<td>1–2 million</td>
</tr>
</tbody>
</table>

4.3.1 Physical Controls

The most commonly used physical methods for control of unstable slopes are as follows:

1. **Drainage**: Because of its high stabilization efficiency in relation to cost, drainage of surface water and groundwater is the most widely used, and generally the most successful, slope-stabilization method (Committee on Ground Failure Hazards 1985).

2. **Slope modification**: Stability of a slope can be increased by removing all or part of the landslide mass.

3. **Earth buttresses**: Earth-buttress counterforts placed at the toes of potential slope failures are often successful in preventing failure. In California this is the most common mechanical (as contrasted to hydrologic) method of landslide control (Committee on Ground Failure Hazards 1985).

4. **Restraining structures**: When Methods 1 through 3 will not ensure slope stability by themselves, structural controls, such as retaining walls, piles, caissons, or rock anchors, commonly are used to prevent or control slope movement. In most cases restraining structures are used in conjunction with any or all of the following: drainage, slope modification, and construction of earth counterfort berms. Properly designed restraining structures are useful in preventing or controlling slumps and slips, particularly where lack of space precludes slope modification. However, use of restraining structures should be limited to control of small landslides because they seldom are successful on large ones.

All of these physical control methods have been discussed at length in the landslide literature [e.g., by Veder (1981), Holtz and Schuster (Chap. 17 in this report), and Wyllie and Norrish (Chap. 18 in this report)]. Their principal shortcoming is relatively high cost, which restricts effective usage to those sites for which avoidance is not feasible. Thus, they are most commonly used where landslide costs are high because of high population densities and property values.

4.3.2 Monitoring and Warning Systems

Landslide-prone hillside slopes can be monitored to provide warning of slope movement to downslope residents. Monitoring techniques include field observation and the use of extensometers, tiltmeters, piezometers, electrical fences, and trip wires. Recent innovations in monitoring devices include acoustic instruments, television, guided radar, laser beams, and vibration meters. Data from these devices can be telemetered to central receiving stations.

One of the most significant areas of recent landslide research is the development of real-time warning systems for landslides triggered by major storms. Such a system has been developed for the San Francisco Bay region, California, by the U.S. Geological Survey in cooperation with the National Weather Service. The procedure is based on (a) empirical and theoretical relations between rainfall intensity and duration and landslide initiation, (b) geologic determination of areas susceptible to landslides, (c) real-time monitoring of a regional network of telemetering rain gauges, and (d) National Weather Service precipitation forecasts (Keefer et al. 1987). The procedure was used to issue over public television and radio stations the first regional public warnings in the United States during the storms of February 12–21, 1986, which produced 800 mm of rainfall in the San Francisco
Bay region. According to eyewitness accounts of landslide occurrence, the warnings accurately predicted the times of major landslide events. Although analysis after the storms suggested that modifications to and additional development of the system are needed, it can be used as a prototype for systems in other landslide-prone areas.

The Territory of Hong Kong also relies on a rainfall-monitoring system for identifying periods of high landslide potential. This system is maintained by the Geotechnical Control Office (GCO) within the Engineering Department of the Hong Kong government (Geotechnical Control Office 1985). During heavy rainstorms, the GCO operates on an emergency basis to provide advice on remedial measures for landslides.

Landslide monitoring systems also have been developed in other countries, notably Japan, New Zealand, and the alpine countries of Europe. Ancient landslides that may be reactivated by the filling of Clyde Reservoir on the Clutha River on the South Island of New Zealand were being monitored at more than 2,000 points (as of July 1991) by means of piezometers, inclinometers, survey points, and flow measurements; many more monitoring installations are planned (Gillon et al. 1992). In the aftermath of the catastrophic 1987 Val Pola rock avalanche, which dammed the Adda River in northern Italy, the Italian Department of Civil Defense installed an on-line monitoring system on both the unstable slope and the landslide dam (Cambiaghi and Schuster 1989). This system included down-hole inclinometers, Invar-wire extensometers, an acoustic monitoring system, rain gauges, ultrasonic hydrometers, and thermometers. Data obtained by these instruments were transmitted by radio to a computer system operated by the local government; these data provided real-time analysis of applicable risk scenarios for the down-valley populace and for construction crews operating beneath the unstable slopes.

Monitoring and warning systems are installed primarily to protect lives and property, not to prevent landslides. However, these systems often provide warning of slope movement in time to allow the construction of physical control measures that will reduce the immediate or long-term hazard.

5. LANDSLIDE INSURANCE

Although insurance programs are not intended to reduce landslide hazards directly as do the mitigation measures discussed above, they can reduce the impact of landslide losses on individual property owners by spreading these losses over a larger base (Schuster and Fleming 1986). In addition, the high cost of nonsubsidized insurance for development in landslide-prone areas can discourage such development and encourage lower-risk land uses. The use of insurance as a landslide hazard-reduction technique has the following advantages over other strategies (Olshansky and Rogers 1987; Olshansky 1990):

1. In theory, insurance provides equitable distribution of costs and benefits. If property owners in landslide-prone areas were to pay premiums reflecting their actual risk and if insurance were to fully compensate victims, costs and benefits would be equitably distributed.
2. Landslide insurance encourages hazard reduction if premium rates reflect not only the degree of natural hazard but also the quality of physical control measures.
3. Using insurance to reduce the impact of landslide hazards appeals to those opposed to government regulation because, as compared with the other approaches, it depends more on the private market than on government intervention.

The most successful application of insurance to landslide mitigation has been in New Zealand, where a national insurance program assists homeowners whose dwellings have been damaged by landslides or other natural hazards that could not within reason have been prevented or controlled by the homeowners. A disaster fund, accumulated from a surcharge to the national fire insurance program, reimburses property owners for losses (O'Riordan 1974). This natural-hazard insurance program is an outgrowth of New Zealand's Earthquake and War Damage Act of 1944.

Landslide insurance can be divided into two types, public and private. In the United States, public landslide insurance is available in certain circumstances through the National Flood Insurance Program (NFIP), which was created by the Housing and Urban Development Act of 1968. An amendment to this act extended the application to "mudslides" in 1969. However, the range of phenomena defined by the term mudslide was not made clear. As presently worded, the regulations include mudslides that are proximately caused or precipitated by accumulations of surface
water or groundwater (Committee on Methodologies for Predicting Mudflow Areas 1982). The insurance on these "water-caused" landslides is provided by private insurance companies but is little used; however, it is underwritten and subsidized by the federal government.

FEMA, which administers the NFIP, has been unable to implement an effective mudslide insurance program, largely because of technical difficulties in defining mudslide and in mapping mudslide hazard zones (Olshansky and Rogers 1987). A possible solution to this dilemma would be to add all types of landslides to the NFIP. A bill proposing this solution was introduced in the U.S. House of Representatives in 1981. This bill would have immediately added landslide coverage to the nearly 2 million existing NFIP policies, and a new landslide mapping program would have been undertaken to provide data for the underwriters. However, FEMA opposed it because of its high cost and difficulty in administration. Partly as a result of this opposition, the bill was killed before reaching a vote by the House.

Yelverton (1973) reviewed U.S. experience in landslide insurance as a basis for proposing a national landslide insurance program. However, other than through the NFIP, landslide insurance generally is not available in the United States. Although the concept of private landslide insurance is an appealing one, it has certain drawbacks in practice, and the private sector does not appear to be interested in offering this coverage. The reluctance to provide landslide insurance is of long standing, partially based on several costly and highly publicized landslides along the California coast. In addition, private insurers hesitate to offer landslide coverage because of the problem of "adverse selection," which is the tendency for only those who are in hazardous areas to purchase insurance (Olshansky and Rogers 1987; Olshansky 1990).

Olshansky and Rogers summarized the need and general requirements for landslide insurance in the United States as follows:

Insurance can equitably provide funds to compensate for landslide damage that will inevitably occur even when there are strict land use and grading controls. For insurance to be an effective solution, though, a comprehensive government landslide insurance fund is needed, or alternatively, some other form of government intervention is needed to induce or require private insurers to cover landslides. Controls on building, development, and property maintenance would need to accompany mandatory insurance. Insurance and appropriate government intervention can operate together, each filling a need not served by the other, and each improving the performance of the other in reducing landslides and compensating victims. (Olshansky and Rogers 1987, 992)

The cost of insurance can directly reduce landslide risk by discouraging development in hazardous areas or by encouraging land uses that are less subject to damage. Landslide insurance from private sources is costly for areas known to be susceptible to landslides because losses due to landslides lack the random nature necessary for a sound insurance program. In this respect, landslide areas are comparable with flood areas, and the statement by the American Insurance Association on flood insurance may be applicable:

Flood insurance covering fixed-location properties in areas subject to recurrent floods cannot feasibly be written because of the virtual certainty of loss, its catastrophic nature, and the reluctance or inability of the public to pay the premium charge required to make the insurance self-sustaining. (American Insurance Association 1956)

Sound insurance programs at reasonable rates cannot be made available in known fault-rupture, flood, and landslide areas unless the premium costs are subsidized. Government subsidies to property owners and their mortgagors who suffer damage may lead to development in hazardous areas because the potential loss is indemnified. According to Miller (1977), after national flood insurance became available, lending institutions in 4 of the 15 communities studied reversed earlier restrictions on mortgages in hazardous coastal areas. On the basis of a survey of 1,203 local governments, Burby and French (1981, 84) concluded, "It often appears that the NFIP induces increased flood plain development...." State and local officials interviewed by Kusler (1982, 36, footnote 55) argued that "bank financing would not have been available for much of the new development without flood insurance."

6. MULTIPLE-HAZARD REDUCTION

Typically, landslide hazard reduction is undertaken as an individual exercise. However, land-
slides often occur as elements of interrelated multiple natural-hazard processes in which an initial event triggers secondary events (Advisory Board on the Built Environment 1983; Advisory Committee on the International Decade for Natural Hazard Reduction 1987). In other cases, two or more natural-hazard processes, not directly related to each other but triggered by a common cause, may occur at the same time in the same or adjacent localities. Examples are the 1964 Alaska earthquake, which triggered tsunamis, local flooding, and many landslides, and the 1980 Mount St. Helens eruption, which led to major landslides, floods, and wildfires that consumed large tracts of timber.

Multiple-hazard problems require a shift of perspective from mitigation of separate hazards, such as landslides, to a broader systems framework that takes into account the characteristics of more than one hazard (Advisory Committee on the International Decade for Natural Hazard Reduction 1987). Therefore, in planning landslide hazard-reduction programs, attention should be paid to possible interrelationships between landslides and other hazards. Building-code requirements in one geographic area may deal individually with landslides, floods, earthquakes, and tornadoes, but the ideal requirement is one that takes into account all of these hazards. For example, a building moved from a floodplain to a hillside to avoid floods may be at increased risk from landslides or earthquakes. In such cases, the failure or loss of the building may be caused by several hazard mechanisms or modes. The planning of mitigation should consider all possible hazard modes. A probabilistic approach for estimating risks associated with multiple hazards is presented in Chapter 6 of this report. A discussion of multiple-hazard mapping—preparation, format, and limitations—was presented in the development planning primer prepared for the Organization of American States (1991, Chap. 6).

7. ELEMENTS OF NATIONAL PROGRAM

As noted earlier, Swanston and Schuster (1989) reviewed landslide hazard management strategies in several countries (Austria, Canada, France, Italy, Japan, New Zealand, Norway, the former Soviet Union, Sweden, and Switzerland) and in Hong Kong, where landslides constitute a major socioeconomic problem. On the basis of the collective experience from these areas and the United States, a successful unified national program of landslide hazard reduction conceivably would include the following key elements (Swanston and Schuster 1989):

1. Identification of a central organization for management of a national landslide loss-reduction program;
2. Establishment of limits of responsibility of federal, state and provincial, municipal, and private entities in dealing with landslide hazards;
3. A national effort to identify and map hazardous areas, define process characteristics, and determine degree of risk;
4. Development of guidelines for application of reduction techniques to identified hazards;
5. Development of minimum standards of application and professional practice (standards should be created by professional societies in collaboration with federal and national governments);
6. Regulation of minimum standards of application and professional practice (in conjunction with professional societies) through periodic review and upgrading of practice guidelines, building codes, and land use practices;
7. Strong support of federal and national government and university research dealing with process mechanics, reduction techniques, and warning systems;
8. Provision of a central clearing house for collection and distribution of publications and guidelines to professionals, agencies, and local governments; and
9. Relief and compensation programs through federal and national and private insurance funds.

Similarly, a comprehensive national program for landslide hazard reduction developed by the U.S. Geological Survey (1982) set forth goals and tasks for making landslide studies, evaluating and mapping the hazard (sometimes called "zonation"), disseminating the information to potential users, and subsequently evaluating the use of the information. Examples of the types and maps to be developed under such a program and lists of typical users and communication techniques were included in the program, which has yet to be actuated except in piecemeal fashion.
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1. INTRODUCTION

As a general principle, the choice among different landslide management options should be based on cost. The direct or initial cost, such as cost of construction or removal; social costs; and the costs of lost opportunity and potential failures need to be considered. The choice among management options described in Chapter 5 is made under conditions of uncertainty because future events that may trigger landslides, such as rainstorms and earthquakes, cannot be forecast with certainty. Uncertainty also arises because of insufficient information about site conditions and incomplete understanding of landslide mechanisms. The uncertainties prevent accurate predictions of landslide occurrence or of the performance of physical control measures. In a broader sense, uncertainty should include the probability of success or failure of hazard-reduction measures such as avoidance and codes.

Geotechnical engineers are familiar with risk and decision making under uncertainty. The nature of risk and the need to balance safety with economy in geotechnical design were noted by Casagrande (1965) 30 years ago. A rational decision process used to choose among management options should account for the uncertainties. The concepts of decisions under uncertainty and probabilistic decision models have been well established in business management for over 30 years (e.g., Schlaifer 1959; Raiffa and Schlaifer 1961) and have been successfully applied to engineering problems (Keeney and Raiffa 1976). The basic elements of hazard and risk assessment and decision making as applied to landslide management are summarized in this chapter.

2. DESCRIPTION OF UNCERTAINTY

When there is uncertainty, the conventional approach is to make conservative estimates of the design parameters. In probabilistic analysis, the uncertainty about a variable, called a random variable, is described by a probability density function, \( f(x) \) [see Figure 6-1(a)], with mean \( \mu \) and standard deviation \( \sigma \). The probability that the random variable \( x \) may have values between \( a \) and \( b \) is given by the shaded area. The function \( f(x) \) may be obtained by fitting to data. When data are insufficient for determination of \( f(x) \), it is still possible to obtain reasonable estimates of the mean and standard deviation. Opinions based on experience and judgment can be incorporated as subjective probability. Engineers frequently express their opinions in the form of a best estimate and a range. This can be conveniently described by a subjective probability that has a triangular distribution [see Figure 6-1(b)], where \( b \) represents the best estimate and \( a \) and \( c \) represent the upper and lower limits of the range. This can be conveniently described by a subjective probability that has a triangular distribution [see Figure 6-1(b)], where \( b \) represents the best estimate and \( a \) and \( c \) represent the upper and lower limits of the range. Formal methods for evaluating subjective probability were described by Winkler (1969), Brown (1974), Staël von Holstein and Matheson (1979), and Agnew (1985).
Roberds (1990) provided a review of the assessment of subjective probability.

The following sources of uncertainty are commonly encountered in geotechnical engineering. First, future loads and environmental conditions cannot be predicted with certainty. For example, the occurrence of an earthquake of a given magnitude or a given ground acceleration can only be estimated on a probabilistic basis and expressed as the probability that the acceleration will exceed a given value. Pore-water pressure and seepage forces due to future rainstorms may be treated in a similar manner.

The second source of uncertainty concerns site conditions. Spatial variability of geologic materials requires the engineer to make extrapolations from material types observed at boreholes and samples and to make inferences about material types that may exist at points where no observations are made. Such extrapolations involve a large degree of uncertainty. For example, geologic anomalies can be present at a site even though they were not detected during site exploration (Baecher 1979; Halim and Tang 1991). The persistence and location of joints in rock, which are planes of weakness, cannot be accurately determined in site exploration (Baecher et al. 1977). In addition, errors in estimating material properties are introduced when the number of samples is insufficient; when the test method does not accurately measure the property, such as the in situ strength; and when test procedures contain random errors. The above errors were reviewed and the associated uncertainties estimated by Lumb (1975), Tang et al. (1976), Baecher (1979), and Wu (1989).

Analytical models are used to predict performance of geotechnical structures. Models commonly used in landslide analysis include those for stability analysis and seepage. Analytical models contain errors, introduced through inadequacies and simplifications in theory, simplifications in boundary conditions, and approximations in numerical computations. Empirical evidence provides some rough measure of model error. Results of model tests performed to check the predictions of theory have been used to estimate model error.

Although probabilistic methods have been developed to estimate the uncertainties associated with the three sources described above, a fourth source of uncertainty, that caused by possible omissions, cannot be formally described. Omission refers to the failure by the engineer to consider possible modes of failure or factors that could affect performance. Good engineering practice should avoid omissions, although the probability of omissions is difficult to quantify.

In view of the uncertainties involved in the various stages of geotechnical design, it is frequently necessary to revise estimates of site conditions and foundation performance as more information becomes available. This revision is the essence of the "observational approach" (Terzaghi 1961; Peck 1969). Updating an estimate on the basis of new observations can be modeled via Bayes' theorem:

![Figure 6-1 Probability distribution functions.](image)
The state $\theta$ may also be used to represent the unknown parameter, such as the mean $\mu$ of the probability distribution of a random variable. Moreover, the state $\theta$ can be a continuous random variable. In this case, the probabilities $P'(\theta)$ and $P''(\theta)$ in Equation 6.1 are replaced by the corresponding probability density functions $f'(\theta)$ and $f''(\theta)$, respectively. Bayes' theorem provides a vehicle for combining observational information with professional opinion quantified as subjective probabilities.

3. ESTIMATION OF HAZARD

Available methods for estimating hazard, defined as failure probability $P_f$, range from reliability analysis to purely empirical estimates. In formal reliability analysis, the performance of a geotechnical system (embankment, slope, etc.) is expressed as a function of controlling factors (precipitation, soil strength, etc.) that are considered to be random variables because their values are not precisely known. As described in Section 2, each random variable $x$ is characterized by a probability density function, $f(x)$, with mean $\mu_x$ and standard deviation $\sigma_x$. Logically, the mean of an input should represent the engineer's best estimate of the true value without conservatism, whereas the variance $\sigma^2_x$ should represent uncertainty about the true value. Thus, the mean and variance reflect the technical expert's judgment about the uncertain variable.

To evaluate reliability, the performance of a geotechnical system may be expressed as a performance function. For example, the performance function that defines the safety of a slope could be the factor of safety, which in turn is a function of random variables that include load and strength. The probability density functions of strength, and so on, are used to derive the probability density function of the performance function, which is then used to calculate the failure probability. Thus far, this has been accomplished only for simple problems because the complexity of the various relations in the performance function makes it difficult to obtain closed-form solutions. Most solutions have used the first-order, second-moment (FOSM) method (Ang and Tang 1975).

In FOSM, $Y$ is the performance variable, such as the safety factor. It is a function $G$ of the random variables $X_1, X_2, \ldots, X_n$ which represent strength, $\ldots$, or

$$Y = G(X_1, X_2, \ldots, X_n) \quad (6.2)$$

To translate means, variances, and correlations of input variables $X_1, X_2, \ldots$ to the mean and variance of the performance function, a simple linear approximation is used to obtain the following relations (Benjamin and Cornell 1970; Ang and Tang 1975):

$$\bar{Y} \equiv G(\bar{X}_1, \bar{X}_2, \ldots, \bar{X}_n) \quad (6.3)$$

$$\text{Var}(Y) \equiv \sum X_i \sum G \left( \frac{\partial G}{\partial X_i} \right)^2 \text{Cov}(X_i, X_j) \quad (6.4)$$

where

$$X_i = \text{mean or expected value of } X_i,$$

$$\text{Cov}(X_i, X_j) = \text{covariance of } X_i \text{ and } X_j,$$

$$\text{Var}(Y) = \text{variance of } Y.$$
safety factor, it is commonly assumed that the safety factor has a log-normal distribution, with mean \( E(FS) \) and standard deviation \( \sigma_{FS} \) [see Figure 6-1(c)], as determined from Equations 6.2 through 6.5. It is then possible to calculate the probability that the safety factor is equal to or less than 1, which is the shaded area in Figure 6-1(c).

Instead of the probability of failure, the safety may be expressed by a reliability index (Hasofer and Lind 1974):

\[
\beta = \frac{[E(FS) - 1]}{\sigma_{FS}} \tag{6.6}
\]

The numerator of this equation is the distance along the abscissa [Figure 6-1(c)] that measures the difference between the mean safety factor \( E(FS) \) and failure at \( FS = 1 \). This difference is equivalent to a margin of safety. When this difference is divided by \( \sigma_{FS} \), the margin of safety becomes relative to the uncertainty about the safety factor. Thus, \( \beta \) is a measure of safety while taking into account the magnitude of the uncertainties involved. Clearly, when the uncertainty is large, larger safety factors are necessary to maintain the same level of safety. The reliability index as defined by Equation 6.6 is obtained directly from the two moments, mean and variance, and requires no assumption about probability density functions. The FOSM approach can be extended to problems with performance vectors and to performance functions expressed numerically by finite-difference or finite-element methods (Ditlevsen 1983).

The procedures described above provide probability estimates for many practical problems. However, these probability estimates are only approximate in most cases. When more accurate estimates of the reliability are required, first-order reliability and second-order reliability methods (FORM and SORM) may be applied (Ang and Tang 1984; Madsen et al. 1986). In these methods the partial derivatives in Equations 6.2 through 6.5 are evaluated at the most likely failure point on the surface defined by the performance function. An iterative procedure is required to obtain the failure point and the probability of failure. Finally, Monte Carlo simulations can be used when the system performance assessment becomes too complex for analytical evaluations.

Solutions were obtained for reliability of soil slopes by Tang et al. (1976) and of rock slopes by Einstein et al. (1983) and Scavia et al. (1990). Chowdhury and Tang (1987) presented a review of probabilistic analysis of slope stability. Methods for evaluating landslides induced by precipitation and by earthquake were reviewed by Ang et al. (1985). Where high pore pressures caused by precipitation may initiate instability, estimates of failure probability should account for the probable occurrence of the critical pore pressure that will cause failure. Examples of estimating pore pressures due to rainfall were given by Wu and Swanston (1980), Bevan (1982), Sangrey et al. (1984), and Suzuki and Matsuo (1991). Failure probability can also be calculated for the various types of protective physical control systems mentioned in Chapter 5 and described further in Chapters 17 and 18.

Where available data are insufficient for statistical analysis, the landslide hazard can be estimated by judgment. Roberts (1991) described a procedure by which slopes along a route were inspected and a probability of failure was assigned to each possible mode of failure on the basis of subjective judgment. Probabilities of failure can also be assigned to slopes on the basis of observed failures. The probabilities of failure or success pertaining to avoidance, codes, and zoning involve social and political considerations and are much more difficult to evaluate. The use of subjective probability based on experience may be the only way to estimate such probabilities [see examples given by Keeney and Raiffa (1976)].

Safety of a geotechnical system may mean satisfactory performance with respect to several modes of failure. For instance, a retaining wall can fail by overturning, sliding, or lacking adequate bearing capacity. Landslides can be induced by precipitation or earthquake. In a broad view, landslides often occur as one mode of multiple failure modes triggered by some event (Advisory Board on the Built Environment 1983; Advisory Committee on the International Decade for Natural Hazard Reduction 1987). Examples are the 1964 Alaska earthquake, which triggered tsunamis, local flooding, and many landslides, and the 1980 Mount St. Helens eruption, with associated landslides, floods, and wildfires.

Multiple modes of failure require a shift of perspective from mitigation of individual modes, such as landslides, to mitigation of an entire system that takes all of the modes into account (see Chapter 5, Section 6). For example, a building moved from a floodplain to a hillside to avoid floods may be at increased hazard from landslides or earthquakes.
The plan of mitigation should consider all possible failure modes. When failure may be caused by landslide or by flood, the failure probability \( P_f \) is

\[
P_f = P(A \cup B) = P(A) + P(B) - P(A \cap B) \quad (6.7)
\]

where

\[
A = \text{failure due to landslide},
\]
\[
B = \text{failure due to flooding},
\]
\[
\cup \text{ and } \cap = \text{union and intersection between events}.
\]

In this simple case, events A and B may be considered independent; hence \( P(A \cap B) \) is given by the product of \( P(A) \) and \( P(B) \). Otherwise the conditional probability \( P(A|B) \) or \( P(B|A) \) is needed. For complex problems in which the effect of correlations between the respective failure modes may not be easily determined, one can estimate the upper and lower bounds on \( P_f \) for system failure (Ang and Tang 1984).

**4. DECISION UNDER UNCERTAINTY**

In probabilistic decision theory, the choice between available options is dependent on the preferences of the decision maker concerning all possible outcomes of each of the options. A simplified flow diagram that illustrates the decision-making process is shown in Figure 6-2. Step 1 in a geotechnical engineering project is site exploration and soil testing to define material distribution and material properties. The results are used to characterize the site. In Step 2, all possible failure modes are identified. In Step 3, the hazard or probability of failure \( P_f \) for each mode is estimated, as described in the previous section. For each mode of failure, the consequence \( C_f \) is estimated (Step 4). Then the risk, defined as

\[
R = P_f C_f \quad (6.8)
\]

is calculated (Step 5). This procedure is repeated for each of the available options in the management strategy, which obviously should include the options of doing nothing (as discussed in Chapter 5) and of additional investigation. The choice of a management strategy is made on the basis of the decision criterion, which should include the potential risk associated with each option and the initial capital cost of the option. For some problems, the criterion may be the expected cost, which is defined as

\[
E(C) = C_0 + P_f C_f \quad (6.9)
\]

where

\[
C_0 = \text{initial cost},
\]
\[
P_f = \text{probability of failure}, \quad \text{and}
\]
\[
C_f = \text{consequence or cost of failure}.
\]

In more complicated situations, some of the consequences cannot be directly represented as monetary values. A utility function is used to express the owner's preferences with respect to the possible outcomes. Multiattribute utility makes it possible to include such attributes as delays or loss of service, lost opportunity, social disruptions, and effects on users and nonusers. The use of multiattribute utility in decision analysis was treated by Raiffa and Schlaifer (1961), Keeney and Raiffa (1976), and Ang and Tang (1984).

After the probabilities and consequences have been estimated, methods of decision analysis (Benjamin and Cornell 1970; Ang and Tang 1984) may be used to arrive at management decisions (Step 6). A hypothetical decision tree, such as that shown in Figure 6-3 for landslide mitigation, can be used to identify the alternatives of actions, pos-
Possible outcomes, and respective consequences or costs for each scenario or path. The probability of each branch of the outcome can be determined either from probabilistic models or subjectively from available information. As given in Equation 6.9, the expected cost of each alternative is the summation of the path probability times the path consequences over the outcomes of all scenarios for that alternative. The alternative with the least expected cost is chosen if the expected value is the criterion for decision. In this example, the optimal solution for this site is the installation of a drainage system. When the probabilities or costs are crude estimates, a sensitivity analysis should be performed to find out if the optimal solution changes with the probabilities and costs.

5. LANDSLIDE HAZARD MAPS

When risk assessment is made over a large area, the results may be expressed in the form of landslide hazard or landslide risk maps (Brabb 1984). Various types of landslide hazard maps are described in Chapter 8. An ideal landslide hazard map should provide information concerning the spatial and temporal probabilities of all anticipated landslide types within the mapped area, and also include information about their types, magnitudes, velocities, and sizes. In this section, the construction of hazard maps is described on the basis of the methodology outlined in the previous section.

A comprehensive mapping procedure for landslide management was proposed by Einstein (1988). Maps containing different types of information are constructed in sequence. According to Einstein, state-of-nature maps are those that present data without interpretation. These include geologic and topographic maps, precipitation data, and so forth, as well as the results of site investigation. Construction of such maps corresponds to Step 1 in Figure 6-2. Danger maps indicate the possible modes or failure mechanisms, such as debris flows, rock falls, and so forth. These maps follow from Step 2 in Figure 6-2. Hazard maps, Step 3 in Figure 6-2, show the probability of failure for various failure modes shown on danger maps. For simple failure modes, the probability that such a failure could occur during a given time interval can be estimated on the basis of the probability distributions of the triggering mechanism (rainstorm, earthquake, etc.), soil or rock properties, slope geometry, and other controlling factors. The results can be shown on a map that delineates zones with different failure probabilities (Viberg 1984; Wu 1992). Alternatively, hazards are expressed qualitatively as high, medium, or low. If
the consequence of failure, also called "vulnerability" by Varnes et al. (1984) and van Westen (1993), can be estimated, the risk as defined in Equation 6.6 can be calculated for the construction of a risk map, as shown in Steps 4 and 5 of Figure 6-2. Finally, a management map can be used to summarize the management decisions (Step 6 in Figure 6-2).

Most available maps fall into the categories of danger and hazard maps. Danger maps can be constructed by consideration of lithology, rock structure, and hydrology and the relation of these factors to the topography. When data are insufficient for analytical evaluation of failure probability, a rating system may be used to obtain a hazard rating of low, medium, or high. Failure probabilities may be estimated from observed landslide frequencies (Brabb et al. 1972; Wieczorek 1984). These estimates may be based on examination of multiple-date aerial photographs (Canuti 1986), ground observations, or review of historical records. Danger maps provide a spatial distribution of landslides (Wright et al. 1974). A combination of historical and subjective assessment has been used for regions with similar geology, topography, and climate. This approach was used to produce the U.S. landslide susceptibility map by Radbruch-Hall et al. (1982). Hazard can also be estimated by statistical correlation with factors considered to correlate with landslides (Carrara et al. 1991). Fully worked out examples of quantitative landslide risk analysis are rare because of the difficulties in defining both hazard and consequence quantitatively (Einstein 1988; Kienholz 1992). One example of a complete mapping system is the proposed methodology called Plans d’Exposition aux Risques Naturels (PER) (Office of the Prime Minister 1985).

6. HISTORIC FAILURE RATE

Historic failure rates can be helpful by providing a broader perspective to the application of hazard prediction methods. Ideally, landslide hazard should be expressed as the probability of failure per time per area. Hazards for other forms of instability can also be included. For slopes undergoing creep movement, the probability of accelerating movement may be appropriate. Examples of historic failure rates include those for the Alpine and Pre-Alpine regions of Switzerland, where "super events," such as the Flims and Sierre landslides, have return periods of $10^4$ years or greater, whereas "major events," such as the landslides at Goldau or Deborence, have return periods of $10^2$ to $10^3$ years (Einstein 1988). However, there is a general lack of formal statistical evaluation of landslides.

In the design of corrective measures, the engineer may refer to failure rates of geotechnical systems. Although failure statistics have not been formally compiled for geotechnical systems, rough estimates can be made based on data from various studies. Baecher et al. (1980) determined that the historical rate of failure of dams is about 0.0001 per dam-year, or about 0.01 for the average life of a dam, for a wide range of locations and times of construction. The details of failure mechanisms are often imprecise, but it appears that about one-third of the failures were due to overtopping and another one-third to internal erosion, piping, or seepage. These numbers are close to what would be expected from the judgment and experience of the profession. The remaining one-third of the failures are due to slides and other mechanisms.

Results of an extensive survey of embankment and cut-slope failures along British motorways showed that "percent of failure" for embankments and cuts in different geologies ranged between 0 and 0.13 (Perry 1989). The percent of failure was defined as length of failed slope to total length of slope, and the age of the earthworks ranged from 2 to 26 years. An exceptionally low percentage of failure of 0.003 was found for cuts in London clay, and this low percentage was attributed to the flatter design slopes adopted for this well-known material. The statistics reflect a wide range in construction quality and design criteria.

More recent experience by the Ministry of Transportation of Ontario (MTO) with embankments on clay soils similar to Leda clay and New Liskard clay showed that no failures have occurred where the design safety factor is 1.3 for a shear strength measured by the MTO field vane (M.S. Devata, personal communication, 1992, Ministry of Transportation of Ontario, Canada). Since there have been at least 1,000 embankments of this type, it appears that the failure probability is less than 0.001 per embankment during the initial period of several years when modern design and construction methods have been used with a material that has been thoroughly investigated and a geology that is without surprises and anomalies.

Estimates of failure rates have also been expressed by individuals on the basis of their experi-
ference. For example, Meyerhof (1970) estimated the overall failure rate to be around 0.001 for earthworks and retaining structures and 0.0001 for foundations over the lifetime of the structure. Lambe's (1985) estimate of the lifetime failure probability for embankments and slopes designed by qualified engineers and built with adequate supervision and monitoring of performance was 0.0001 or less when the design safety factor was 1.5. Besides these judgmental estimates, results of reliability analyses on previously designed structures are also worth noting. The lifetime failure probabilities for foundations of offshore gravity structures (Wu et al. 1989) and of highways (Barker et al. 1991) were estimated to be 0.001 or less. Hence, a lifetime failure probability on the order of 0.001 may be acceptable to the profession. However, one should be cautioned that the consequences of failure in individual cases can vary substantially. Hence, acceptable failure probability can also vary between projects. In this regard, Whitman's (1984) plot of annual failure probability versus consequences of failure for a number of structures and civil engineering projects might provide some indication of acceptable risks (see Figure 6-4).

7. APPLICATIONS

Although it is possible to use probabilistic methods to arrive at decisions on location of transportation and other facilities in which socioeconomic factors are involved (for example, see work by Keeney and Raiffa (1976)), such methods have not been widely used in landslide hazard reduction by regulation or zoning. Applications of probabilistic methods to design and operations of more limited scope are plentiful. Several examples are given below, beginning with the simple and progressing to the complex. The degree of complexity depends on the nature of the problem.

A scoring system for rock-fall hazards is used by the Oregon Department of Transportation (Pier-son 1992) for management of rock slopes along highways. Scores are assigned according to geologic structure, erosion, and so forth. The scores are based largely on observed frequency of rock falls and are proportional to probabilities of failure, given the geologic structure, erosion, and other factors. Scores are also assigned for route conditions, such as sight distance and roadway width. These scores represent consequences, because short sight distance and narrow roadways are more likely to result in accidents, given a rock fall. Thus, the total score contains the essential elements of risk as defined in Equation 6.8. The ranges in cost of various methods for rock-fall mitigation are estimated. Criteria for choosing slopes for mitigation include a slope's score in the rock hazard rating system (RHRS), the RHRS score relative to cost of mitigation, and others. Although this system does not use the formal method of the decision tree, it contains the essential elements of decision analysis.

The method used by Wagner et al. (1987) to identify hazards of rock and debris slides in Nepal is close to Einstein's mapping procedure. State-of-nature maps consist of a geologic map and a slope map (Maps 1 and 2 in Figure 6-5). A morphostructural map (Map 3 in Figure 6-5) is constructed from the slopes and dips of discontinuities, which are planes of weakness. Where the dip of the slope exceeds that of a discontinuity and the two dips are in the same direction, the slope is considered "structural," and wedge or block failures are possible. Thus, the morphostructural map is analogous to Einstein's danger map. The probability of failure is estimated empirically by weights assigned to the structure, lithology, hydrology, tectonics,
1. Geologic Map

- Thick eluvial or colluvial soil
- Rather thin eluvial or colluvial soil
- In general sparse outcrops of rock
- Calcareous quartzite with laminae of phyllite; lithological susceptibility of sliding very high
- Carbonaceous, micaceous, and garnet phyllite; lithological susceptibility of sliding very high to high
- Fault
- Dip of the rock
- Spring and seepage
- Groundwater level

2. Slope Map

- Slope contour line (grads)

3. Morphostructural Map

- Ridge or crest
- Sharp ridge or crest
- Rivulet
- Limit of slope unit
- Nonstructural slope unit
- Possible structural slope unit (bed of rock)
- Possible structural slope unit (fracture)

4. Rock and Debris-Slide Risk Map

- Risk of large failures
- High risk of planar failure
- Medium risk of planar failure
- Low risk of planar failure
- Risk of medium and small failures
- High risk of wedge failure
- Medium risk of wedge failure
- Low risk of wedge failure
- Very low risk of rock and debris slides; possible soil failure within wet areas
and weathering. The sum of the weights for each of the factors considered is used to obtain a qualitative description of hazards as low, medium, or high. The resulting hazard map, called a risk map, is shown as Map 4 in Figure 6-5. Major rock and debris slides that occurred after completion of the road were located in the three areas of high risk shown on Map 4. This hazard identification procedure has been adopted for selection of routes in mountainous regions (Deoja and Thapa 1989).

A complete event-tree analysis has been used to choose a maintenance program for rock slopes along transportation routes (Roberds 1991). The procedure consists of the following steps:

1. Identify possible failure modes,
2. Estimate probability of failure,
3. Evaluate consequences of failure, and
4. Evaluate effectiveness and cost of maintenance activities.

An example of this method is the choice of maintenance actions for rock slopes on a route with low traffic density. The decision tree for the slope management problem is shown in Figure 6-6: Maintenance activities include the following: M₀, do nothing; M₁, scaling; M₂, installation of rock bolts; ..., M₇, construction of toe protection. Failure modes are F₁, isolated rock falls; F₂, small individual wedge slides; and so on. The consequences for each failure mode are assessed in terms of four components, namely, C₁, cost of repair; C₂, service disruption; C₃, number of injuries or deaths; and C₄, litigation. The effectiveness of each maintenance activity may be expressed by the mean reduction in the number of failures and by the mean reduction of each component of consequence, as shown in Table 6-1. These mean values are computed from the subjective distributions of the number of slope failures, such as P(N_F|M₀), and those of each component of consequence, such as P(C_i|M₀), as shown in Figure 6-6, by Monte Carlo simulation.

By translating the service disruption and injuries, deaths, or both, to equivalent costs of $20,000 per day and $100,000 per person, respectively, each
Table 6-1
Effectiveness of Maintenance Activity

<table>
<thead>
<tr>
<th>MAINTENANCE ACTIVITY</th>
<th>REDUCTION IN NO. OF FAILURES</th>
<th>REDUCTION IN CONSEQUENCES*</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>0.6</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>M2</td>
<td>0.1</td>
<td>0 0 0 0.2</td>
</tr>
<tr>
<td>M3</td>
<td>0.9</td>
<td>0 0 0.2</td>
</tr>
<tr>
<td>M4</td>
<td>0</td>
<td>0.5 0.5 0.8 0.2</td>
</tr>
</tbody>
</table>

*Fraction of consequence of M9.

maintenance activity can be measured by a probability distribution of its overall utility, \( P[U(M)] \). The various maintenance activities can then be compared on the basis of their expected utility or the probability that \( U_i > U_j \), where \( U_i \) and \( U_j \) are the utilities of maintenance activities \( i \) and \( j \).
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Chapter 7

A. Keith Turner and Verne C. McGuffey

ORGANIZATION OF INVESTIGATION PROCESS

1. INTRODUCTION

To investigate is "to observe or inquire into in detail; examine systematically," as defined in The American Heritage Dictionary (New College Edition). Investigation and characterization of subsurface conditions form the core of landslide studies.

Geotechnical engineering applications incorporate naturally occurring materials characterized by highly variable physical properties. Although most engineers work with materials that have known properties and undertake designs reflecting these properties, geologists and geotechnical engineers must utilize a structured investigation process to deduce the properties of naturally occurring materials and their geometrical relationships. Successful investigations require the investigator to have sound judgment and the ability to make decisions.

2. FIELD INVESTIGATION OF LANDSLIDES

Field investigation has long been recognized as the central and decisive part of a study of landslides and landslide-prone regions (Philbrick and Cleaves 1958; Sowers and Royster 1978). Landslide investigation supports the adage that a problem is already half solved when one recognizes that a problem exists. Investigation should be directed toward both recognition of actual or potential slope movements and identification of the type and causes of the movement. Both aspects are important in identifying appropriate procedures for the prevention or correction of landslides.

Rib and Liang (1978) suggested that landslide investigations should be designed with reference to four basic guidelines that have evolved over many years of experience:

- Most landslides or potential failures can be predicted if proper investigations are performed in time;
- The cost of preventing landslides is less than the cost of correcting them, except for small landslides that can be handled by normal maintenance procedures;
- Massive landslides that may cost many times the cost of the original facility should be prevented; and
- The occurrence of initial slope movement can lead to additional unstable conditions and movements.

3. DEFINITION OF INVESTIGATION PROCESS

An appropriate investigation process cannot be defined by the rigid application of a set of procedural rules. Because the investigation process is so central to geotechnical applications, it has been discussed in numerous textbooks and papers in professional journals (Burwell and Roberts 1950; Terzaghi and Peck 1967; Kiersch 1969; Peck 1969; Dowding 1979a; Boyce 1982; Clayton et al. 1982;
The American Society of Civil Engineers sponsored a specialty conference on the topic and subsequently published a book containing the principal papers and discussions (Dowding 1979a). Clayton et al. (1982) aimed at "improving the quality of site investigation by providing a relatively simple reference book." Their book relates to British conditions but includes numerous examples defining basic site investigation principles that should guide all investigators.

Investigations produce information that forms the basis for design decisions. In a few cases, subsurface conditions at a site are generally conceded to be so complicated that any ordinary and reasonable investigation will yield only a partial and incomplete evaluation. Under such rare circumstances, steps are taken to allow for changes in the facility design or the construction methods as actual conditions are revealed. This flexibility is expensive, however, and in the majority of cases, investigation is expected to yield reasonably accurate predictions of subsurface conditions.

3.1 Investigation Failures

An investigation is inadequate if it fails to reveal information concerning subsurface conditions that is needed to produce a safe and economical design or fails to determine appropriate construction methods. Yet investigations generally should not, and usually will not, remove all uncertainty. Minor unexpected conditions are often found during construction; in fact, such changed conditions are to be expected. Investigations are considered to have failed only when the revealed conditions are found to differ grossly from the predictions. Osterberg (1979) stated that geotechnologists must "take every advantage of every method, tool, and observational opportunity to communicate with personnel involved in order to avoid such failures."

Osterberg (1979) suggested that there are five general reasons for investigation failures:

- Not all the available tools were used for site evaluation even though they may have been simple and obvious;
- The investigator failed to properly discuss the goals of the exploration program with all the persons involved; and
- Open and free lines of communication were not set up.

3.2 Site Characterization

A number of authors emphasize the concept of characterization during the investigation process. According to Dowding (1979b), characterization of the subsurface includes identification of the geometry of relatively homogeneous zones as well as the constitutive properties of the material within the zones. Constitutive properties are those parameters that allow the prediction of a material's strength, deformation, or permeability in response to changes over time due to stress or other environmental conditions.

Duncan (1979) stated that such characterization serves two distinct purposes:

- Anticipating problems and effects, and
- Quantifying site geometric characteristics or material properties.

Duncan suggested that these purposes interact, the first providing a more or less qualitative definition of the critical issues and problems and the second providing more detailed and quantitative definitions suitable for analysis and design.

3.3 Effect of Economic Factors

Few investigations have sufficient time or money to permit the collection of every pertinent fact; thus critical factors must be identified and assessed on the basis of limited data, relying on the judgment and experience of the investigator. Duncan (1979) quoted Peck (1974) as stating that "even the most experienced practitioner has to form his judgments on the basis of less than perfect data."

Subsurface soil and rock conditions are notoriously variable, and reality often differs from expectation. The investigation process must be supported by a logical thought process for appropriate conclusions to be reached.
3.4 Importance of Proper Site Investigation Procedures

The importance of proper site investigation procedures has long been a topic of concern to leading engineers. For example, in reviewing the experience with soil mechanics before World War I, Terzaghi stated:

Engineers imagined that the future science of foundations would consist of carrying out the following program: Drill a hole in the ground. Send soil samples obtained from the hole through a laboratory with standardized apparatus served by conscientious human automats. Collect the figures, introduce them into equations, and compute the result. (Terzaghi 1936, 14)

Terzaghi then went on to lament the status of civil engineering education, which he suggested was biased toward the concept that all engineering problems should and could be resolved with a priori assumptions regarding the material properties. Peck (1969) suggested that Terzaghi’s great success was due to his use of observation and also to his insistence on full personal responsibility and authority concerning all details of critical investigations.

Underwood suggested that there were two important problem areas in investigation:

One attitude that has discouraged the writer over the past few years is the apparent hope for some new magical development that will fill in the gaps between a few poorly sampled, widely spaced and often poorly logged borings. . . Field investigations are often hurriedly and carelessly conducted and the incomplete data is then carefully analyzed by precise (out to 8 digit accuracy) computer techniques which produce impressive but erroneous results which in turn lead to inaccurate design assumptions. (Underwood 1974)

These problems logically lead to the following conclusions about the importance of the proper investigation process:

- New and ever-more-sophisticated equipment will never substitute for a properly designed and adequate sampling program;
- Trained personnel, familiar with the reasons for the investigation, must conduct and supervise the activities in the field;
- The validity of the test results and analyses is based entirely on the quality and extent of the field investigation on which they rely; and
- Overrefinement of analysis does not lead to improved design, which depends entirely on improved investigation.

4. ELEMENTS OF AN INVESTIGATION

Several proposals have been made concerning the design of an ideal investigation. All authors agree that the investigation process should be conducted in an iterative fashion. Clayton et al. (1982) suggested that the ideal investigation should follow a sequence of 11 stages (or events) as defined in Table 7-1. In contrast, Dowding (1979b) suggested that the investigation process should be considered in terms of only three steps, namely,

- Review available information and surface reconnaissance;
- Undertake detailed surface mapping, preliminary borings, initial laboratory testing, and preliminary analysis; and
- Undertake borings to recover specialized samples, geophysical surveys, test excavations (adits, test pits, calyx holes, etc.), and specialized testing.

Dowding further suggested that the results of each step should be integrated with the design process

<table>
<thead>
<tr>
<th>TABLE 7-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal Order of Events for Site Investigation (Clayton et al. 1982)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EVENT</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Preliminary desk study or fact-finding survey</td>
</tr>
<tr>
<td>2</td>
<td>Aerial photograph interpretation</td>
</tr>
<tr>
<td>3</td>
<td>Site walkover survey</td>
</tr>
<tr>
<td>4</td>
<td>Preliminary subsurface exploration</td>
</tr>
<tr>
<td>5</td>
<td>Soil classification by description and simple testing</td>
</tr>
<tr>
<td>6</td>
<td>Detailed subsurface exploration and field testing</td>
</tr>
<tr>
<td>7</td>
<td>Physical survey (laboratory testing)</td>
</tr>
<tr>
<td>8</td>
<td>Evaluation of data</td>
</tr>
<tr>
<td>9</td>
<td>Geotechnical design</td>
</tr>
<tr>
<td>10</td>
<td>Field trials</td>
</tr>
<tr>
<td>11</td>
<td>Liaison by geotechnical engineer with site staff during project construction</td>
</tr>
</tbody>
</table>
in order to identify the unknowns that should be discovered in the next step or element.

Johnson and DeGraff (1988) suggested that an investigation should include five elements:

- Formulation of the investigation,
- Data collection,
- Data interpretation,
- Application of analysis techniques, and
- Communication of results.

Because landslides are continually changing phenomena, field investigations are not isolated or easily defined activities; they are frequently iterative in their application. New data generate new questions that require more data for resolution. The critical aspects of a landslide investigation for each of the five investigation elements defined by Johnson and DeGraff (1988) are described briefly in the following sections.

4.1 Formulation of the Investigation

According to Johnson and DeGraff (1988), formulation of the investigation is the element that is most often forgotten or overlooked. This formulation involves two components:

- The identification of the question or questions that the investigation must answer, a clear definition of the purpose of the investigation; and
- Identification of other aspects of the investigation, including its scope, the area and depth to be investigated, and its duration.

Inadequate attention to formulation may cause the investigation to be conducted in an inefficient manner. It may take longer and cost more to complete, and, in some cases, the appropriate information is not obtained at all.

4.1.1 Purpose

Field investigations of landslides may be conducted for two distinct purposes:

- When new facilities are planned, to identify areas that are potentially or currently subject to landsliding; in the case of transportation facilities, this investigation would be conducted during the route-selection phase.
- When a landslide is adjacent to a facility, to define the landslide dimensions, features, and characteristics and to assess environmental factors that may contribute to the landsliding.

These two purposes require somewhat different approaches.

Unstable areas prone to landsliding usually exhibit symptoms of past movement and incipient failure. During preliminary planning stages, these may be identified by interpretation of aerial photographs or by remote-sensing methods. The potential for landsliding can also be evaluated by a number of numerical mapping and assessment methods. Other cases can only be identified by a detailed field investigation before design. Such investigations can show how to prevent, or at least minimize, future movements, and they can suggest alternate routes that are less subject to landsliding.

Once a landslide has developed, either during construction of a facility or subsequently, the investigation is undertaken to diagnose the factors affecting the movements and to determine what corrective measures are appropriate for preventing or minimizing further movements. Such investigations have much in common with other types of site-investigation programs. However, in many cases these investigations may have to be undertaken with some urgency because the landslide is a threat to property or public safety or is disrupting use of a transportation facility.

4.1.2 Scope

Sowers and Royster (1978) included a rather lengthy checklist of features that should be considered in planning a field investigation of a landslide (see opposite page). It is not expected that any single landslide investigation would involve all the items on this list.

4.1.3 Area

The area of an investigation is controlled by the size of the project and the extent of the topographic and geologic features that are involved in the landslide activity. At sites where there is potential for movement, the area that must be investigated cannot be easily defined in advance. The extent of the investigation can be better defined once a landslide has occurred. However, in either case, the area studied must be considerably larger than that comprising the suspected activity or known movement for two reasons:
Checklist for Planning a Landslide Investigation (Sowers and Royster 1978)

I. TOPOGRAPHY
A. Contour map
   1. Land form
   2. Anomalous patterns (jumbled, scarps, bulges)
B. Surface drainage
   1. Continuous
   2. Intermittent
C. Profiles of slope
   1. Correlate with geology (II)
   2. Correlate with contour map (I A)
D. Topographic changes
   1. Rate of change by time
   2. Correlate with groundwater (III), weather (IV), and vibration (V)

II. GEOLOGY
A. Formations at site
   1. Sequence of formations
   2. Colluvium
      a. Bedrock contact
      b. Residual soil
   3. Formations with bad experience
   4. Rock minerals susceptible to alteration
B. Structure: three-dimensional geometry
   1. Stratification
   2. Folding
   3. Strike and dip of bedding or foliation
      a. Changes in strike or dip
      b. Relation to slope and slide
   4. Strike and dip of joints with relation to slope
   5. Faults, breccia, and shear zones with relation to slope and slide
C. Weathering
   1. Character (chemical, mechanical, and solution)
   2. Depth (uniform or variable)

III. GROUNDWATER
A. Piezometric levels within slope
   1. Normal
   2. Perched levels, relation to formations and structure
   3. Artesian pressures, relation to formations and structure
B. Variations in piezometric levels (correlate with weather (IV), vibration (V), and history of slope changes (VI))
   1. Response to rainfall
   2. Seasonal fluctuations
   3. Year-to-year changes
   4. Effect of snowmelt
C. Ground surface indications of subsurface water
   1. Springs
   2. Seeps and damp areas
   3. Vegetation differences
D. Effect of human activity on groundwater
   1. Groundwater utilization
   2. Groundwater flow restriction
   3. Impoundment and additions to groundwater
   4. Changes in ground cover and infiltration opportunity
   5. Surface water changes
E. Groundwater chemistry
   1. Dissolved salts and gases
   2. Changes in radioactive gases

IV. WEATHER
A. Precipitation
   1. Form (rain or snow)
   2. Hourly rates
   3. Daily rates
   4. Monthly rates
   5. Annual rates
B. Temperature
   1. Hourly and daily means
   2. Hourly and daily extremes
   3. Cumulative degree-day deficit (freezing index)
   4. Sudden thaws
C. Barometric changes

V. VIBRATION
A. Seismicity
   1. Seismic events
   2. Microseismic intensity
   3. Microseismic changes
B. Human induced
   1. Transport
   2. Blasting
   3. Heavy machinery

VI. HISTORY OF SLOPE CHANGES
A. Natural process
   1. Long-term geologic changes
   2. Erosion
   3. Evidence of past movement
   4. Submergence and emergence
B. Human activity
   1. Cutting
   2. Filling
   3. Changes in surface water
   4. Changes in groundwater
   5. Changes in vegetative cover, clearing excavation, cultivation, and paving.
   6. Flooding and sudden drawdown of reservoirs
C. Rate of movement
   1. Visual accounts
   2. Evidence in vegetation
   3. Evidence in topography
   4. Photographic evidence
      a. Oblique
      b. Stereo aerial photographs
      c. Aerial photographs
      d. Spectral changes
   5. Instrumental data
      a. Vertical changes, time history
      b. Horizontal changes, time history
      c. Internal strains and tilt, including time history
D. Correlations of movements
   1. Groundwater (correlate with groundwater (III))
   2. Weather (correlate with weather (IV))
   3. Vibration (correlate with vibration (V))
   4. Human activity (correlate with human-induced vibration (VII))
The landslide or potential landslide must be referenced to the stable area surrounding it, and most landslides enlarge with passage of time, and moreover many landslides are much larger than first suspected from the overt indications of activity.

As a rule of thumb, the area studied should be two to three times wider and longer than the area suspected. In some mountainous areas, it is necessary to investigate to the top of the slope or to some major change in lithology or slope angle. The lateral area must encompass sources of groundwater and geologic structures that are aligned with the area of instability.

4.1.4 Depth

The depth of the investigation is even more difficult to define in advance. Borings or other direct techniques should extend deep enough to identify those materials that have not been subject to past movement but that could be involved in future movement and the underlying formations that are likely to remain stable. The boring depth is sometimes revised hourly as field operations proceed. When instrumentation of a landslide yields data on the present depth of activity, planned depths are sometimes found to be insufficient and increases are necessary. The specifications should be flexible enough to allow additional depth of investigation when the data obtained suggest deeper movements. Longitudinal cross sections should be drawn through the center of the landslide depicting possible toe bulges and uphill scarps; circular or elliptical failure surfaces sketched through these limits can suggest the maximum depth of movement. Continuous, thick, hard strata within the slope can limit the depth. However, at least one boring should extend far below the suspected depth of shear: sometimes deep, slow movements are masked by the greater activity at shallower depths. Experience demonstrates that the depth of movement below the ground surface at the center of a landslide is seldom greater than the width of the zone of surface motion.

4.1.5 Duration

Ideally, the investigations should continue over periods of time adequate to evaluate the changing environmental factors and shifting topography. Often the duration of these investigations is constrained by the need for preventive or corrective design.

Since most landslides are influenced by climatic changes, a minimum period for investigation should include one seasonal cycle of weather—one year in most parts of the world. However, because long-term climatic cycles that occur every 11 or 22 years are superimposed on the yearly changes, it could be necessary to continue a landslide investigation for more than two decades. Such a long investigation is almost impossible, however, because of the need to draw conclusions and take corrective action.

Investigations made during a period in which the climatic conditions are less severe than the maximum will prove too optimistic, and those made during a period of bad conditions may appear too pessimistic. The worst climatic conditions that develop during the life of the project control the risk to engineering construction. Experience has indicated that many false conclusions have been reached regarding the causes of landslides and the effectiveness of corrective measures because worsened climatic changes were not considered by the engineers and geologists concerned.

4.2 Data Collection

Data collection involves both office and field studies. Office studies include the discovery and assembly of all existing pertinent information. These data are commonly found in diverse government sources and may include maps, reports, aerial photographs, and historical documents. The appropriate use of such information can materially assist the investigator before and during an initial site visit and guide the planning of the first steps in field data collection.

Field data collection may involve a variety of activities ranging from relatively simple, low-cost reconnaissance studies to sophisticated, frequently expensive specialized instrumentation installations. Investigations are generally most efficient when the simpler and more rapid reconnaissance methods are used initially to obtain a basic understanding of the site and the more expensive and time-consuming sampling methods are employed subsequently where they can be used for maximum benefit. These data collection activities are discussed in more detail in Chapters 8 through 11.

4.3 Data Interpretation

An investigation is incomplete without an interpretation of the data from the office and field studies. In most landslide investigations, data col-
lection and data interpretation go on continuously and interactively. Interpretation of data gathered during initial stages of an investigation will usually suggest the need for additional volumes and types of data and modifications to the investigation process. An efficient investigation process requires a continual review and interpretation of the data as they are gathered.

Data interpretation usually begins with reduction and reorganization of the initial raw data. This activity results in the production of tables, graphs, maps, profiles, and cross sections. For most landslide investigations, spatial and temporal comparisons of the data are of great interest.

4.4 Application of Analysis Techniques

Once data are in manageable form, analysis of the data is usually fairly easy. Analysis may involve graphical techniques, but numerical methods, including both statistical analysis and mathematical modeling approaches, are increasingly being employed. Numerous slope stability analysis procedures are possible. Most involve simplifying assumptions. Slope stability analysis methods are discussed in Chapter 13 for soil slopes and in Chapter 15 for rock slopes.

4.5 Communication of Results

Many sources emphasize the need for clear and precise communication of investigation results (Osterberg 1979; Williams 1984). If the answers obtained by an investigation are not transmitted to those who will use them, the investigation will have served no purpose. Some landslide investigation results are reported to government boards, commissions, or similar entities. Numerous guides are available for authors preparing such documents (California Division of Mines and Geology 1975; Cochrane et al. 1979; Hansen 1991). Litigation may result from some landslides, and some landslide investigations may be developed for such applications. Kiersch (1969) provided guidance for geologists involved as technical (expert) witnesses in such litigation.

5. HIGH-QUALITY INVESTIGATIONS

Clayton et al. (1982) proposed six key factors for improving site investigations. The following are modifications of their factor descriptions that reflect the needs and realities of investigations at landslide sites:

- Insistence on the full use of available documentary evidence in a comprehensive factual survey during the early stages of the investigation process;
- Use of aerial photography, remote-sensing, and possibly numerical map analysis methods in the early stages of an investigation, preferably by trained and experienced personnel;
- Development of a plan of subsurface investigation that is specifically designed for the site and reflects expected geological and environmental subsoil conditions;
- Field supervision of drilling by experienced engineers, who should be aware of the aims of the investigation;
- Frequent revision of the aims and methods of the site investigation as information becomes available and as a result of liaison among geotechnical engineers, designers of the proposed corrective or preventive measures, and, where possible, the contractor who will undertake the work; and
- Close observation by an experienced team of geotechnical engineers during the construction.

6. OVERVIEW OF CHAPTERS 8–11

The major aspects of the investigation process for landslides are defined in the following four chapters.

The use of aerial photographs and other remote-sensor imagery products for landslide mapping is discussed in Chapter 8. Also described is the use of computer-based spatial mapping approaches in performing regional landslide hazard assessments.

In Chapter 9 the initial office and field data collection efforts, including various surface observations and geologic mapping methods, are reviewed. Various surveying methods to supply quantitative data on landslide movements are summarized.

Chapter 10 continues the discussion of field data collection activities for a landslide investigation, covering the entire range of exploration and sampling options to characterize the subsurface conditions. The merits of various geophysical exploration methods as well as the wide range of methods involving in situ testing, borings, test excavations, and sample handling procedures are surveyed.

Chapter 11 completes the data collection process with a discussion of the various field instrumentation options to identify and monitor subsurface movements.
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1. INTRODUCTION

Slope instability processes are the product of local geomorphic, hydrologic, and geologic conditions; the modification of these conditions by geodynamic processes, vegetation, land use practices, and human activities; and the frequency and intensity of precipitation and seismicity.

The engineering approach to landslide studies has focused attention on analysis of individual slope failures and their remedial measures. The techniques used in these studies were in accordance with their required large scale and did not allow for zonation of extensive areas according to their susceptibility to slope instability phenomena. The need for this type of zonation has increased with the understanding that proper planning will decrease considerably the costs of construction and maintenance of engineering structures.

Considering the many terrain factors involved in slope instability, the practice of landslide hazard zonation requires

- A detailed inventory of slope instability processes,
- The study of these processes in relation to their environmental setting,
- The analysis of conditioning and triggering factors, and
- A representation of the spatial distribution of these factors.

Some methodological aspects of slope instability hazard zonation are dealt with in Section 2 of this chapter. The essential role of the earth scientist in modeling the spatial distribution of terrain conditions leading to instability is noted, and a scheme is given for a hierarchical approach to slope instability zonation that is similar to the phases recognized in engineering projects. By following such a systematic approach, the necessary steps to a hazard assessment are defined, taking into consideration both direct and indirect mapping techniques. An overview of current practice is given.

In Section 3 emphasis is on the application of remote-sensing techniques to landslide studies and hazard zonation. A systematic guide is presented for recognition and interpretation of slope movements. The applicability of different remote-sensing data to landslide recognition is evaluated, considering their characteristic spatial, spectral, and temporal resolutions.

The capabilities of a geographic information system (GIS) for analyzing terrain factors that lead to slope instability are highlighted in Section 4. An integration of data collection and analysis techniques is proposed for slope instability zonation at different scales.

The terminology concerning hazards used in this chapter conforms to the definitions proposed by Varnes (1984):

- Natural hazard means the probability of occurrence of a potentially damaging phenomenon within a specified period of time and within a given area;
- **Risk** means the expected number of lives lost, persons injured, damage to property, or disruption of economic activity because of a particular natural phenomenon; and
- **Zonation** refers to the division of land in homogeneous areas or domains and the ranking of these areas according to their degrees of actual or potential hazard caused by mass movement.

To determine risk, Varnes gave the following definitions:

- **Vulnerability** means the degree of loss to a given element (or set of elements) at risk resulting from the occurrence of a natural phenomenon of a given magnitude;
- **Element at risk** means the population, properties, economic activities, and so on, at risk in a given area; and
- **Specific risk** means the expected degree of loss due to a particular natural phenomenon.

Landslide hazard is commonly shown on maps that display the spatial distribution of hazard classes (or landslide hazard zonation). Landslide hazard zonation requires a detailed knowledge of the processes that are or have been active in an area and of the factors leading to the occurrence of the potentially damaging phenomenon. This knowledge is considered the domain of earth scientists. Vulnerability analysis requires detailed knowledge of the population density, infrastructure, and economic activities and the effects of a specific damaging phenomenon on these elements at risk. Therefore this part of the analysis is done mainly by persons from disciplines other than the earth sciences, such as specialists in urban planning and social geography, economists, and engineers.

As discussed in Chapter 6, fully developed examples of risk analysis on a quantitative basis are still scarce in the literature (Einstein 1988; Kienholz 1992; Innocenti 1992; Keaton 1994), partly because of the difficulties in defining quantitatively both hazard and vulnerability. Hazard analysis is seldom executed in accordance with the definition given above, since the probability of occurrence of potentially damaging phenomena is extremely difficult to determine for larger areas. The determination of actual probabilities requires analysis of such triggering factors as earthquakes or rainfall, as discussed in Chapter 4, or the application of complex models. In most cases, however, there is no clear relationship between these factors and the occurrence of landslides. Therefore, in most hazard maps the legend classes used generally do not give more information than the susceptibility of certain areas to landsliding or relative indications of the degree of hazard, such as high, medium, and low. From the review of many example studies, it appears that susceptibility usually expresses the likelihood that a phenomenon (in this case, a landslide) will occur in an area on the basis of the local terrain conditions; the probability of occurrence, which depends also on the recurrence of triggering factors such as rainfall or seismicity, is not considered. The terms **hazard** and **susceptibility** are frequently used synonymously.

In this chapter only the techniques for recognition and analysis of landslides and methods for hazard assessment are treated.

### 2. PRINCIPLES OF HAZARD ZONATION

An ideal map of slope instability hazard should provide information on the spatial probability, temporal probability, type, magnitude, velocity, runout distance, and retrogression limit of the mass movements predicted in a certain area (Hartlén and Viberg 1988). A reliable landslide inventory defining the type and activity of all landslides, as well as their spatial distribution, is essential before any analysis of the occurrence of landslides and their relationship to environmental conditions is undertaken. The differentiation of slope instability according to type of movement is important, not only because different types of mass movement will occur under different terrain conditions, but also because the impact of slope failures on the environment has to be evaluated according to type of failure.

#### 2.1 General Considerations

Prediction of landslide hazard for areas not currently subject to landsliding is based on the assumption that hazardous phenomena that have occurred in the past can provide useful information for prediction of future occurrences. Therefore, mapping these phenomena and the factors thought to be of influence is very important in hazard zonation. In relation to the analysis of the terrain conditions leading to slope instability, two basic methodologies can be recognized:
1. The first mapping methodology is the experience-driven applied-geomorphic approach, by which the earth scientist evaluates direct relationships between landslides and their geomorphic and geologic settings by employing direct observations during a survey of as many existing landslide sites as possible. This is also known as the **direct mapping methodology**.

2. The opposite of this experience-based, or heuristic, approach is the **indirect mapping methodology**, which consists of mapping a large number of parameters considered to potentially affect landsliding and subsequently analyzing (statistically) all these possible contributing factors with respect to the occurrence of slope instability phenomena. In this way the relationships between the terrain conditions and the occurrence of landslides may be identified. On the basis of the results of this analysis, statements are made regarding the conditions under which slope failures occur.

Another useful division of techniques for assessment of slope instability hazard was given by Hartlén and Viberg (1988), who differentiated between **relative-hazard assessment techniques** and **absolute-hazard assessment techniques**. Relative-hazard assessment techniques differentiate the likelihood of occurrence of mass movements for different areas on the map without giving exact values. Absolute-hazard maps display an absolute value for the hazard, such as a factor of safety or a probability of occurrence.

Hazard assessment techniques can also be divided into three main groups (Carrara 1983; Hartlén and Viberg 1988):

1. **White box models**, based on physical models (slope stability and hydrologic models), also referred to as **deterministic models**;
2. **Black box models**, not based on physical models but strictly on statistical analysis; and
3. **Grey box models**, based partly on physical models and partly on statistics.

### 2.2 Scale-Related Objectives

The development of a clear hierarchical methodology in hazard zonation is necessary to obtain an acceptable cost/benefit ratio and to ensure the practical applicability of the zonation. The working scale for a slope instability analysis is determined by the requirements of the user for whom the survey is executed. Because planners and engineers form the most important user community, the following scales of analysis have been differentiated for landslide hazard zonation (International Association of Engineering Geology 1976):

- National scale (< 1:1 million)
- Regional scale (1:100,000 to 1:500,000)
- Medium scale (1:25,000 to 1:50,000)
- Large scale (1:5,000 to 1:15,000)

The national hazard zonation mapping scale is intended to give a general inventory of problem areas for an entire country that can be used to inform national policy makers and the general public. The level of detail will be low because the assessment is done mostly on the basis of generally applicable rules.

The regional mapping scale is meant for planners in the early phases of regional development projects or for engineers evaluating possible constraints due to instability in the development of large engineering projects and regional development plans. The areas to be investigated are large, on the order of 1000 km² or more, and the required level of map detail is low. The map indicates areas in which mass movements can be a constraint on the development of rural or urban transportation projects. Terrain units with an areal extent of several tens of hectares are outlined and classified according to their susceptibility to occurrence of mass movements.

Medium-scale hazard maps can be used for the determination of hazard zones in areas affected by large engineering structures, roads, and urbanization. The areas to be investigated may cover upward of a few hundreds of square kilometers; yet a considerably higher level of detail is required at this scale. The detail should be such that adjacent slopes in the same lithology are evaluated separately and may obtain different hazard scores depending on their characteristics, such as slope angle or form and type of land use. Within the same terrain unit, distinctions should be made between different slope segments. For example, a concave slope should receive a different rating, when appropriate, than an adjacent straight or convex slope.

Large-scale hazard zonation maps can be used at the level of the site investigation before the de-
sign phase of engineering projects. This scale allows evaluation of the variability of a safety factor as a function of variable slope conditions or under the influence of triggering factors. The size of area under study may range up to several tens of square kilometers. The hazard classes on such maps should be absolute, indicating the probability of failure for each grid cell or mapping unit with areas down to one hectare or less clearly defined.

Although the selection of the scale of analysis is usually determined by the intended application of the mapping results, the choice of a mapping technique remains open. This choice depends on type of problem and availability of data, financial resources, and time for the investigation, as well as the professional experience of those involved in the survey.

2.3 Input Data

Slope instability phenomena are related to a large variety of factors involving both the physical environment and human interaction. Thus, assessment of landslide hazard requires knowledge about these factors, ranging from geologic structure to land use. For this reason landslide hazard assessments should preferably involve multidisciplinary teams.

The input data needed to assess landslide hazard at the regional, medium, and large scales are given in Table 8-1. The list is extensive, and only in an ideal case will all types of data be available. However, as will be explained in Section 2.4, the amount and type of data that can be collected will determine the type of hazard analysis that can be applied, ranging from qualitative assessment to complex statistical methods.

The input data needed for landslide hazard analysis can be subdivided into five main groups: geomorphology; topography; engineering geology, geotechnology, or both; land use; and hydrology. Each group may be subdivided to form a sequence of so-called data layers. Each data layer may be represented by an individual map containing that one type of data. As discussed in Section 4, when GIS techniques are employed, it is important that each data-layer map be composed of only one type of data element (points, lines, or areas and polygons) and have one or more accompanying tables to define the characteristics of each. Of course, the data layers required by landslide hazard analysis may vary to account for the characteristics of different environments.

In the second column of Table 8-1 the various parameters that are stored in “attribute tables” connected to each map are indicated. In the third column a summary is given of the method by which each data layer is collected, which refers to the three phases of data collection (image interpretation, fieldwork, and laboratory analysis). A number of data layers, such as material sequences, seismic acceleration maps, and water table maps, require the use of specific models in addition to the conventional data collection techniques. Specific algorithms within a GIS may be used to convert topographic elevation values into slope categories or to perform other topographic analyses (see Section 4).

The ratings in the last three columns of Table 8-1 indicate the relative feasibility of collecting certain data types for each of the three scales under consideration. The feasibility of collecting data for a certain scale does not imply that the specific type of data is also useful for that particular scale. A map using terrain mapping units, for example, can be prepared at a 1:10,000 scale but will be of limited use because of its generalized content.

Because of the large areas to be studied and the objectives of a hazard assessment at the regional scale (see Section 2.2), detailed data collection for individual factors (geomorphology, lithology, soils, etc.) is not a cost-effective approach. Data gathered for this scale should be limited to the delineation of homogeneous terrain mapping units, for example, with the use of stereoscopic satellite imagery and the collection of regional tectonic or seismic data.

For the medium scale almost all data layers given in Table 8-1 can be gathered easily with the exception of detailed groundwater and geotechnical information. The data collection at this scale should be focused on the production of detailed multitemporal landslide distribution maps and the various parameters required in statistical analysis.

For large-scale hazard zonation, in which work is carried out in relatively small areas, all of the proposed data layers can be readily collected. Data collection at this scale should relate to the parameters needed for slope stability modeling (for example, material sequences, seismic accelerations, and hydrologic data).

2.4 General Trends

A great deal of research concerning slope instability hazard has been done over the last 30 years.
Table 8-1
Overview of Input Data for Landslide Hazard Analysis

<table>
<thead>
<tr>
<th>DATA LAYERS FOR SLOPE INSTABILITY HAZARD ZONATION</th>
<th>ACCOMPANYING DATA IN TABLES</th>
<th>METHOD USED</th>
<th>SCALE OF ANALYSIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEOMORPHOLOGY</td>
<td></td>
<td></td>
<td>REGIONAL</td>
</tr>
<tr>
<td>1. Terrain mapping units</td>
<td>Terrain mapping units</td>
<td>SII + walk-over survey</td>
<td>3</td>
</tr>
<tr>
<td>2. Geomorphological (sub)units</td>
<td>Geomorphological description</td>
<td>API + fieldwork</td>
<td>2</td>
</tr>
<tr>
<td>3. Landslides (recent)</td>
<td>Type, activity, depth, dimension etc.</td>
<td>API + API checklist + fieldwork + field checklist</td>
<td>1</td>
</tr>
<tr>
<td>4. Landslides (older period)</td>
<td>Type, activity, depth, dimension, date, etc.</td>
<td>API + API checklist + landslide archives</td>
<td>1</td>
</tr>
<tr>
<td>TOPOGRAPHY</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>5. Digital terrain model</td>
<td>Altitude classes</td>
<td>With GIS from topographic map</td>
<td>2</td>
</tr>
<tr>
<td>6. Slope map</td>
<td>Slope angle classes</td>
<td>With GIS from DTM</td>
<td>2</td>
</tr>
<tr>
<td>7. Slope direction map</td>
<td>Slope direction classes</td>
<td>With GIS from DTM</td>
<td>2</td>
</tr>
<tr>
<td>8. Slope length</td>
<td>Slope length classes</td>
<td>With GIS from DTM</td>
<td>2</td>
</tr>
<tr>
<td>9. Concavities/convexities</td>
<td>Concavity/convexity</td>
<td>With GIS from DTM</td>
<td>1</td>
</tr>
<tr>
<td>ENGINEERING GEOLOGY</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>10. Lithologies</td>
<td>Lithology, rock strength, discontinuity spacing</td>
<td>Existing maps + API + fieldwork, field and laboratory testing</td>
<td>2</td>
</tr>
<tr>
<td>11. Material sequences</td>
<td>Material types, depth, USCS classification, grain-size distribution, bulk density, c and φ</td>
<td>Modeling from lithological map + geomorphological map + slope map, field descriptions, field and laboratory testing</td>
<td>1</td>
</tr>
<tr>
<td>12. Structural geological map</td>
<td>Fault type, length, dip, dip direction, fold axis, etc.</td>
<td>SII + API + fieldwork</td>
<td>3</td>
</tr>
<tr>
<td>13. Seismic accelerations</td>
<td>Maximum seismic acceleration</td>
<td>Seismic data + engineering geological data + modeling</td>
<td>3</td>
</tr>
<tr>
<td>LAND USE</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>14. Infrastructure (recent)</td>
<td>Road types, railway lines, urban extension, etc.</td>
<td>API + topographical map + fieldwork + classification of satellite imagery</td>
<td>3</td>
</tr>
<tr>
<td>15. Infrastructure (older)</td>
<td>Road types, railway lines, urban extension, etc.</td>
<td>API + topographical map</td>
<td>3</td>
</tr>
<tr>
<td>16. Land use map (recent)</td>
<td>Land use types, tree density, root depth</td>
<td>API + classification of satellite imagery + fieldwork</td>
<td>2</td>
</tr>
<tr>
<td>17. Land use map (older)</td>
<td>Land use types</td>
<td>API</td>
<td>2</td>
</tr>
<tr>
<td>HYDROLOGY</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>18. Drainage</td>
<td>Type, order, length</td>
<td>API + topographical maps</td>
<td>3</td>
</tr>
<tr>
<td>19. Catchment areas</td>
<td>Order, size</td>
<td>API + topographical maps</td>
<td>2</td>
</tr>
<tr>
<td>20. Rainfall</td>
<td>Rainfall in time</td>
<td>From meteorological stations</td>
<td>2</td>
</tr>
<tr>
<td>21. Temperature</td>
<td>Temperature in time</td>
<td>From meteorological stations</td>
<td>2</td>
</tr>
<tr>
<td>22. Evapotranspiration</td>
<td>Evapotranspiration in time</td>
<td>From meteorological stations and modeling</td>
<td>2</td>
</tr>
<tr>
<td>23. Water table maps</td>
<td>Depth of water table in time</td>
<td>Field measurements of $K_{sat}$ + hydrological model</td>
<td>1</td>
</tr>
</tbody>
</table>

NOTE: The last three columns indicate the possibility for data collection for the three scales of analysis: 3 = good, 2 = moderate, and 1 = poor. Abbreviations used: SII = satellite image interpretation, API = aerial photointerpretation, DTM = digital terrain model, GIS = geographic information system, $K_{sat}$ = saturated conductivity testing.
Initially the investigations were oriented mainly toward solving instability problems at particular sites. Techniques were developed by engineers for the appropriate design of a planned structure as well as the prevention of slope failure. Therefore, research emphasized site investigation techniques and the development of deterministic and probabilistic models. However, the heterogeneity of the natural environment at the regional scale and the large variability in geotechnical properties such as cohesion and internal friction are in sharp contrast to the homogeneity required by deterministic models. This contrast, coupled with the costly and time-consuming site investigation techniques required to obtain property values, makes the engineering approach unsuitable for application over large areas.

In engineering projects, such large areas must often be assessed during early phases of planning and decision making. To solve this problem, several other types of landslide hazard analysis techniques have been developed during the last decades. These techniques provide hazard assessment based on a careful study of the natural conditions of an area and analysis of all the possible parameters involved in slope instability processes. These various methodological approaches, which were reviewed in detail by Hansen (1984) and Varnes (1984), are summarized in the following sections. Some examples are included in this chapter for illustration.

### 2.4.1 Landslide Inventory

The most straightforward approach to landslide hazard zonation is a landslide inventory, based on any or all of the following: aerial photointerpretation, ground survey, and a data base of historical occurrences of landslides in an area. The final product gives the spatial distribution of mass movements, which may be represented on a map either as affected areas to scale or as point symbols (Wieczorek 1984). Such mass movement inventory maps are the basis for most other landslide hazard zonation techniques. They can, however, also be used as an elementary form of hazard map because they display the location of a particular type of slope movement. They provide information only for the period shortly preceding the date that aerial photographs were taken or the fieldwork was conducted. They provide no insight into temporal changes in mass movement distribution. Many landslides that occurred some time before photographs were taken may have become undetectable. Therefore a refinement is the construction of landslide activity maps, which are based on multitemporal aerial photointerpretation (Canuti et al. 1979). Landslide activity maps are indispensable to the study of effects of temporal variation of a factor, such as land use, on landsliding.

Landslide distribution can also be shown in the form of a density map. Wright et al. (1974) presented a method for calculating landslide densities using counting circles. The resulting density values are interpolated and presented by means of landslide isopleths. Although the method does not investigate the relationship between mass movements and causal factors, it is useful in presenting landslide densities quantitatively.

### 2.4.2 Heuristic Approach

In heuristic methods the expert opinion of the geomorphologist making the survey is used to classify the hazard. These methods combine the mapping of mass movements and their geomorphologic setting as the main input factor for hazard determination. Two types of heuristic analysis can be distinguished: geomorphic analysis and qualitative map combination.

#### 2.4.2.1 Geomorphic Analysis

The basis for geomorphic analysis was outlined by Kienholz (1977), who developed a method for producing a combined hazard map based on the mapping of "silent witnesses" (Stumme Zeugen). The geomorphic method is also known as the direct mapping method. The hazard is determined directly in the field by the geomorphologist. The process is based on individual experience and the use of reasoning by analogy. The decision rules are therefore difficult to formulate because they vary from place to place. Examples of this methodology for the appraisal of terrain to determine its susceptibility to slope instability are especially common from Europe, where ample experience exists in geomorphic and engineering geologic mapping (Carrara and Merenda 1974; Kienholz 1977, 1978; Malgot and Mahr 1979; Kienholz et al. 1983, 1988; Ives and Messerli 1981; Rupke et al. 1988). There are many other examples from other regions, however (Hansen 1984; Varnes 1984). The French program that produces 1:25,000-scale ZERMO maps (Meneroud and Calvino 1976) is probably the best exam-
ple, but the reproducibility of these maps has been much debated (Antoine 1977). The same is true for the method used by Brunsden and his collaborators (1975), who do not even present a hazard zonation analysis for a project related to a road alignment. Rather, they directly suggest the alignment for the best possible road according to their assessment of the slope stability.

2.4.2.2 Qualitative Map Combination
To overcome the problem of the “hidden rules” in geomorphic mapping, other qualitative methods, based on qualitative map combination, have been developed. In qualitative map combination the earth scientist uses the expert knowledge of an individual to assign weighting values to a series of parameter maps. The terrain conditions at a large number of locations are summed according to these weights, leading to hazard values that can be grouped into hazard classes. Stevenson (1977) developed an empirical hazard rating system for an area in Tasmania. On the basis of his expert knowledge of the causal factors of slope instability, he assigned weighting values to different classes on a number of parameter maps. Qualitative map combination has become very popular in slope instability zonation. The problem with this method is in determining the exact weighting of the various parameter maps. Often, insufficient field knowledge of the important factors prevents the proper establishment of the factor weights, leading to unacceptable generalizations.

2.4.3 Statistical Approach
In statistical landslide hazard analysis the combinations of factors that have led to landslides in the past are determined statistically, and quantitative predictions are made for areas currently free of landslides but where similar conditions exist. Two different statistical approaches are used in landslide hazard analysis: bivariate and multivariate.

2.4.3.1 Bivariate Statistical Analysis
In bivariate statistical analysis each factor map (for example, slope, geology, land use) is combined with the landslide distribution map, and weighting values based on landslide densities are calculated for each parameter class (for example, slope class, lithologic unit, land use type). Brabb et al. (1972) provided the first example of such an analysis. They performed a simple combination of a landslide distribution map with a lithologic map and a slope map. Several statistical methods have been applied to calculate weighting values; these have been termed the landslide susceptibility method (Brabb 1984; van Westen 1992, 1993), information value method (Yin and Yan 1988; Kobashi and Suzuki 1988), and weight-of-evidence modeling method (Spiegelhalter 1986). Chung and Fabbri (1993) described several methods, including Bayesian combination rules, certainty factors, Dempster-Shafer method, and fuzzy logic.

2.4.3.2 Multivariate Statistical Analysis
Multivariate statistical analysis models for landslide hazard zonation were developed in Italy, mainly by Carrara (1983, 1988) and his colleagues (Carrara et al. 1990, 1991, 1992). In their applications all relevant factors are sampled either on a large-grid basis or in morphometric units. For each of the sampling units, the presence or absence of landslides is also determined. The resulting matrix is then analyzed using multiple regression or discriminant analysis. With these techniques good results can be expected in homogeneous zones or in areas with only a few types of slope instability processes, as shown in the work of Jones et al. (1961) concerning mass movements in terrace deposits. When complex statistics are applied, as was done by Carrara and his collaborators (Carrara et al. 1990, 1991, 1992), by Neuland (1976), or by Kobashi and Suzuki (1988), a subdivision of the data according to the type of landslide should be made as well. Therefore, large data sets are needed to obtain enough cases to produce reliable results. The use of complex statistics implies laborious efforts in collecting large amounts of data, because these methods do not use selective criteria based on professional experience.

2.4.4 Deterministic Approach
Despite problems related to collection of sufficient and reliable input data, deterministic models are increasingly used in hazard analysis of larger areas, especially with the aid of GIS techniques, which can handle the large number of calculations involved in determination of safety factors over large areas. Deterministic methods are applicable only when the geomorphic and geologic conditions are fairly homogeneous over the entire study area and the landslide types are simple. The advantage of
these white box models is that they are based on slope stability models, allowing the calculation of quantitative values of stability (safety factors). The main problem with these methods is their high degree of oversimplification. A deterministic method that is usually applied for translational landslides is the infinite slope model (Ward et al. 1982). These deterministic methods generally require the use of groundwater simulation models (Okimura and Kawatani 1986). Stochastic methods are sometimes used to select input parameters for the deterministic models (Mulder and van Asch 1988; Mulder 1991; Hammond et al. 1992).

2.4.5 Evaluation of Trends in Methodology

As discussed in Section 2.2, not all methods of landslide hazard zonation are equally applicable at each scale of analysis. Some require very detailed input data, which can only be collected for small areas because of the required levels of effort and thus the cost (see Section 2.3). Therefore, suitable methods have to be selected to define the most useful types of analysis for each of the mapping scales while also maintaining an acceptable cost/benefit ratio. Table 8-2 provides an overview of the various methods of landslide hazard analysis and recommendations for their use at the three most relevant scales.

Evaluation of the methodological approaches (see Table 8-2) and the literature on slope instability hazard zonation practices suggests that heuristic methods, described in Section 2.4.2, aim to establish the real causes for slope instability on the basis of scientific and professionally oriented reasoning. However, considering the scale of slope failures and the complexity of the conditions that may lead to slope instability, these direct mapping methods have to be executed on a large scale. Therefore, they are impractical to use over large areas and do not support implementation of a hierarchical approach to hazard zonation. The combination of geomorphic analysis with the application of weights to the contributing parameters, as used by Kienholz (1977; 1978), improves the objectivity and reproducibility of these heuristic methods. This is particularly the case when the weights are based on the contribution of various parameters to slope instability, with the contributions established by simple statistics.

For regional landslide hazard zonations at small scales (1:50,000 to 1:100,000), many approaches combine indirect mapping methods with more analytical approaches. At these scales a terrain classification can be made using stereo satellite imagery, thereby defining homogeneous lithomorphic zones or terrain mapping units (Meijerink 1988). These terrain mapping units are further analyzed by photointerpretation and ground surveys. The characteristics of each terrain mapping unit are defined by attributed values, which define their probable values, or range of values, for a suite of parameters. An attribute data base is created in which the characteristics of all the terrain mapping units are defined in a series of tables. Relevant parameters are identified on the basis of an evaluation of slope instability in the area, and these are then used to define hazard categories. These categories are extrapolated to the terrain mapping units throughout the region being mapped according to the presence or absence of these relevant parameters (sometimes referred to as contributing factors) in the attribute data base.

As the project continues, the landslide zonation evolves. The size of the area being studied decreases and the scale of the investigation increases. Additional analytical studies are possible because more time and money become available. Factor maps, displaying the spatial distribution of the most important factors, together with increased analysis of possible contributing parameters based on statistics increase the accuracy of predictions of susceptibility to instability. An adjustment or refinement of the decision rules for the hazard assessment can be obtained by verifying the results of the initial assessment through comparison with the real situation in the field. If necessary, weights assigned to parameters can be adjusted and a new hazard assessment produced. This iterative method becomes necessary when the hazard assessment decision rules are extrapolated over areas with a similar geologic or geomorphic setting but where little ground truth is available because studies have shown that areas with apparently equal conditions may produce weighting values that vary considerably.

In detailed studies of small areas, large amounts of data may become available; thus, simple deterministic or probabilistic methods, discussed in Section 2.4.4, become increasingly practical as methods for landslide hazard zonation. They allow the approximation of the variability of the safety factor for slope failure and thus yield information useful to design engineers.
Table 8-2
Analysis Techniques in Relation to Mapping Scales

<table>
<thead>
<tr>
<th>TYPE OF ANALYSIS</th>
<th>TECHNIQUE</th>
<th>CHARACTERISTICS</th>
<th>REQUIRED DATA LAYERS&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SCALE OF USE RECOMMENDED</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>REGIONAL (1:100,000)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MEDIUM (1:25,000)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LARGE (1:10,000)</td>
</tr>
<tr>
<td>Inventory</td>
<td>Landslide distribution analysis</td>
<td>Analyze distribution and classification of landslides</td>
<td>3</td>
<td>Yes&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>landslide activity analysis</td>
<td>Analyze temporal changes in landslide pattern</td>
<td>4,5,14,15,16,17</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>landslide density analysis</td>
<td>Calculate landslide density in terrain units or as isopleth map</td>
<td>1,2,3</td>
<td>Yes&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Heuristic analysis</td>
<td>Geomorphological analysis</td>
<td>Use in-field expert opinion in zonation</td>
<td>2,3,4</td>
<td>Yes&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Qualitative map combination</td>
<td>Use expert-based weight values of parameter maps</td>
<td>2,3,5,6,7,8,9,10,12,14,16,18</td>
<td>Yes&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Bivariate statistical analysis</td>
<td>Calculate importance of contributing factor combination</td>
<td>2,3,5,6,7,8,9,10,12,14,16,18</td>
<td>No</td>
</tr>
<tr>
<td>Statistical analysis</td>
<td>Multivariate statistical analysis</td>
<td>Calculate prediction formula from data matrix</td>
<td>2,3,5,6,7,8,9,10,12,14,16,18</td>
<td>No</td>
</tr>
<tr>
<td>Deterministic analysis</td>
<td>Safety factor analysis</td>
<td>Apply hydrological and slope stability models</td>
<td>6,11,12,13,16,20,21,22,23</td>
<td>No</td>
</tr>
</tbody>
</table>

<sup>a</sup> The numbers in this column refer to the input data layers given in Table 8-1.
<sup>b</sup> But only with reliable data on landslide distribution because mapping will be out of an acceptable cost/benefit ratio.
<sup>c</sup> But strongly supported by other more quantitative techniques to obtain an acceptable level of objectivity.
<sup>d</sup> But only if sufficient reliable data exist on the spatial distribution of the landslide controlling factors.
<sup>e</sup> But only under homogeneous terrain conditions, considering the variability of the geotechnical parameters.

2.5 Accuracy and Objectivity

The most important question to be asked in each landslide hazard study relates to its degree of accuracy. The terms accuracy and reliability are used to indicate whether the hazard map makes a correct distinction between landslide-free and landslide-prone areas.

The accuracy of a landslide prediction depends on a large number of factors, the most important of which are

- Accuracy of the models,
- Accuracy of the input data,
- Experience of the earth scientists, and
- Size of the study area.

Many of these factors are interrelated. The size of the study area determines to a large degree what kind and density of data can be collected (see Table 8-1) and what kind of analysis technique can be applied (see Table 8-2).

Evaluation of the accuracy of a landslide hazard map is generally very difficult. In reality, a hazard prediction can only be verified by observing if failure takes (or has taken) place in time—the so-called “wait and see” procedure. However, this is often not a very useful method, for obvious reasons. There are two possible forms of prediction inaccuracies: landslides may occur in areas that are predicted to be stable, and landslides may actually not occur in areas that are predicted to be unstable. Both cases are undesirable, of course. However, the first case is potentially more serious, because a landslide occurring in an area predicted to be free of landsliding may cause severe damage or loss of life and may lead to lawsuits. The second case may result in additional expenses for unnecessary exploration, for design of complex structures, or for the realignment of facilities from what are in actuality perfectly acceptable areas to areas in which construction is more expensive.

The two possible cases of error in prediction are not equally easy to evaluate. In estimating the magnitude of the first case, in which a landslide occurs in an area predicted to be stable, the investigator is faced with the task of proving the presence of something that does not currently exist.
Accordingly, one of the most frequently used methods for checking the accuracy of hazard maps is the comparison of the final predictive hazard map with a map showing the pattern of existing landslides. A frequency distribution is made relating the hazard scores to identified landslide-prone and non-landslide-prone areas. From this frequency distribution the percentage of mapped landslide areas predicted to be stable (non-landslide-prone) can be calculated. This error is then assumed to be the same as the error in predicting landslides in currently landslide-free areas. This method can be refined if multitemporal landslide distribution maps are available. The landslide prediction, based on an older landslide distribution map, can then be checked with a younger landslide distribution to see if newer movements confirm the predictions. The comparison of landslide hazard maps made by different methods (for example, by statistical and by deterministic methods) may also provide a good idea of the accuracy of the prediction.

Related to the problem of assessing the accuracy of hazard maps is the question of their objectivity. The terms objective and subjective are used to indicate whether the various steps taken in the determination of the degree of hazard are verifiable and reproducible by other researchers or whether they depend on the personal judgment of the earth scientist in charge of the hazard study.

Objectivity in the assessment of landslide hazard does not necessarily result in an accurate hazard map. For example, if a very simple but verifiable model is used or if only a few parameters are taken into account, the procedure may be highly objective but will produce an inaccurate map. On the other hand, subjective studies, such as detailed geomorphic slope stability analyses, when made by experienced geomorphologists may result in very accurate hazard maps. Yet such a good, but subjective, assessment may have a relatively low objectivity because its reproducibility will be low. This means that the same evaluation made by another expert will probably yield other results, which can have clearly undesirable legal effects.

The degree of objectivity of a hazard study depends on the techniques used in data collection and the methods used in data analysis. The use of objective analysis techniques, such as statistical analysis or deterministic analysis, may still lead to subjective results, depending on the amount of subjectivity that is required for creating the parameter maps. Studies were conducted by Dunoyer and van Westen (1994) to assess the degree of subjectivity involved in the interpretation of landslides from large-scale aerial photographs (at a scale of 1:10,000) by a group of 12 photointerpreters, several of whom had had considerable experience and some who had local knowledge. These comparisons have shown that differences between interpretations can be large (Dunoyer and van Westen 1994). These findings confirm other similar investigations on the subjectivity of photointerpretation in slope instability mapping (Fookes et al. 1991; Carrara et al. 1992).

Many of the input maps used in landslide hazard analysis are based on aerial photointerpretation and will therefore include a large degree of subjectivity. Even data concerning factors that are obtained by means of precise measurements, such as soil strength, may have a high degree of subjectivity in the resulting parameter maps because the individual sample values, representing the conditions at the sampled location, have to be linked to mapped units on a material map produced by photointerpretation and fieldwork in order to provide a regional distribution of the sampled property.

For each type of data collection and analysis, different levels of objectivity and accuracy may be encountered at the various hierarchical levels corresponding to the various scales of hazard analysis. The demand for higher levels of objectivity has led several researchers to replace the subjective expert's opinion on the causative factors related to slope failure with statistical analysis of all terrain conditions observed in areas with slope failures (Carrara et al. 1978; Neuland 1976). Although the objectivity of such an approach is guaranteed, doubts may exist as to the accuracy of the assessment, especially when the experience and skill required in the data collection and the labor required to complete the extensive data sheets are considered (Figure 8-1).

Because of the limitations inherent in the data collection and analysis techniques and the restrictions imposed by the scale of mapping, a landslide hazard survey will always retain a certain degree of subjectivity, which does not necessarily imply inaccuracy. The objectivity and reproducibility of the hazard assessment can be improved considerably by interpretation of sequential imagery, by use of clear and if possible quantitative descriptions of...
FIGURE 8-1
Page from data form used by Carrara and collaborators (Carrara and Merenda 1974).
the factors considered, and by application of well-defined analytical procedures and decision rules. The most important aspect, however, remains the experience of the interpreter with regard to both the various factors involved in slope instability hazard surveys and the specific conditions of the study area.

3. REMOTE SENSING IN SLOPE INSTABILITY STUDIES

Because landslides directly affect the ground surface, remote-sensing techniques are well suited to slope instability studies. The term remote sensing is used here in its widest sense, including aerial photography and imagery obtained by satellites or any other remote-sensing technique. Remote sensing is particularly useful when stereo images are used because they depict in the stereo model the typical morphologic features of landslides, which often can provide diagnostic information concerning the type of movement (Crozier 1973). Also, the overall terrain conditions, which are critical in determining the susceptibility of a site to slope instability, can profitably be interpreted from remote-sensing data.

The value of photointerpretation of aerial photographs for identifying slope instability has been reported by many investigators. Rib and Liang (1978) discussed these photointerpretation techniques in considerable detail. Mollard (1977) also demonstrated the utility of aerial photography in examining landslides. Several basic textbooks on slope instability refer to the importance of aerial photographs in the study of landslides (Brunsden and Prior 1984). Scientists at the University of Bari in Italy have successfully used aerial photographs to evaluate both active landslides (Guerricchio and Melidoro 1981) and historic movements (Cotecchia et al. 1986). However, during the past two decades, considerable development in remote sensing has occurred; thus an overview is presented here of the types of images available and their relevant characteristics for landslide investigations.

3.1 Remote-Sensing Products

There has been little development in aerial photography during the past two decades. Panchromatic black-and-white and color film are available to cover the visible part of the electromagnetic spectrum, and black-and-white infrared and false-color infrared film extend the imagery sensitivity into the reflective near-infrared regions. The spatial resolution of these films is excellent, and the aerial photographs are normally taken so as to provide stereoscopic coverage, producing a three-dimensional picture of the terrain that gives detailed morphologic information. However, the spectral resolution is much less than that provided by multispectral data imagery sources because the photography integrates the broad spectral band into a single picture. The organization of an aerial photographic mission is time-consuming, and in some locations the number of days during the year with climatic conditions suitable for acceptable aerial photography may be very limited. Thus temporal resolution, that is, the number of images of the same area over time, of aerial photography can be much less than that provided by satellite imagery. On the other hand, constraints imposed by orbital mechanics restrict satellite imagery to a fixed schedule of viewing opportunities, and these may not coincide with optimum weather conditions at a landslide site. In this regard, aerial photography may have more flexibility in scheduling, but at some considerable economic cost.

The application of satellite data has increased enormously in the past decade. Table 8-3 compares the specifications of resolution for LANDSAT and SPOT satellite images. After the initial low-spatial-resolution images of the LANDSAT MSS (which were about 60 by 80 m), LANDSAT now offers thematic mapper (TM) images with a spatial resolution of 30 m and excellent spectral resolution. LANDSAT TM provides six bands to cover the entire visible, near-infrared, and middle-infrared portions of the spectrum, with one additional band providing a lower resolution of the thermal infrared. LANDSAT satellite orbits are arranged to provide good coverage of a large portion of the earth’s surface. The satellite passes over each location every 18 days, offering a theoretical temporal resolution of 18 days, although weather conditions are a serious limiting factor in this respect. Clouds frequently hamper the acquisition of data from the ground surface. The degree of weather interference naturally varies with climate regions. The weakest point of the LANDSAT system is the lack of an adequate stereovision capability. Theoretically a stereomate of a LANDSAT TM image can be produced with the help of a good digital elevation
Table 8-3
Comparison of Specifications of Different Multispectral Remote-Sensing Products

<table>
<thead>
<tr>
<th></th>
<th>LANDSAT</th>
<th>LANDSAT</th>
<th>SPOT</th>
<th>SPOT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSS</td>
<td>TM</td>
<td>MULTISPECTRAL</td>
<td>PANCHROMATIC</td>
</tr>
<tr>
<td>No. of spectral bands</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Spectral resolution (µm)</td>
<td>0.5-1.1</td>
<td>0.45-2.35</td>
<td>0.5-0.9</td>
<td>0.5-0.7</td>
</tr>
<tr>
<td>Spatial resolution (m)</td>
<td>80</td>
<td>30*</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>Swath width (km)</td>
<td>185</td>
<td>185</td>
<td>2 x 60</td>
<td>2 x 60</td>
</tr>
<tr>
<td>Stereo</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Temporal resolution</td>
<td>18 days</td>
<td>18 days</td>
<td>26 days, 5 days</td>
<td>26 days, 5 days</td>
</tr>
</tbody>
</table>

* 120 m in thermal infrared band.

model (DEM), but this remains a relatively unattractive option because very detailed DEMs are not currently available for most locations.

It should be noted that the terms digital elevation model (DEM) and digital terrain model (DTM) are frequently used interchangeably. However, some authors prefer to use DEM to refer to values that merely provide topographic elevation values, usually on a regular or gridded basis. They prefer to restrict DTM to those situations in which a more complete description of the terrain is provided, for example, by slope or geomorphic classification. Since the applications concerning the creation of stereoscopic images require only elevation values, the term DEM will be used in this chapter.

The French SPOT satellite is equipped with two sensor systems that cover adjacent paths, each with a swath width of 60 km. The sensors have an off-nadir viewing capability, offering the possibility of producing images with good stereoscopic vision. The option of viewing sideways also provides for potentially higher temporal resolution because the satellite can observe a location not directly under its orbital path. SPOT senses the terrain in a single wide panchromatic band and in three narrower spectral bands corresponding to the green, red, and near-infrared portions of the spectrum (see Table 8-3). The spatial resolution in the panchromatic mode is 10 m, whereas the three spectral bands have a spatial resolution of 20 m. The system lacks spectral bands in the middle-infrared and far-infrared (thermal) portions of the spectrum.

Radar satellite images, available from the European ERS-1 and the Japanese JERS satellites, offer all-weather viewing capability because radar systems can penetrate clouds. Theoretically this type of imagery can yield detailed information on surface roughness and micromorphology. However, the currently applied radar wavelengths and viewing angles have not been very appropriate for applications in mountainous terrain. Initial results of research with radar interferometry are promising, indicating that detailed terrain models with an accuracy of less than 1 m can be created. Such resolution suggests the possibility of monitoring landslide activity.

New commercial satellites with 1-m panchromatic and 3-m multispectral image resolutions have recently been announced with launch dates in 1996 and 1997. Not only will these satellites provide much higher spatial resolution than the present LANDSAT or SPOT satellites, but they will also provide greater spectral resolution. Only a few simulated image products have been produced to suggest the capabilities of these new satellites. At the present time it is impossible to predict accurately how these new imagery sources will affect landslide mapping efforts, but readers of this report are encouraged to be aware of, and to investigate, the potential of new developments in the rapidly changing satellite image collection field.

3.2 Landslide Interpretation from Remote-Sensing Images

Landslide information extracted from remote-sensing images is mainly related to the morphology, vegetation, and drainage conditions of the slope. Slope morphology is best studied by examination of a stereoscopic model. The study of variations in
tone and texture or of pattern, shape, and lineaments has to be related to the expected ground conditions or landforms associated with slope instability processes (see Figure 8-2).

The interpretation of slope movements from remote-sensing images is based on recognition or identification of elements associated with slope movements and interpretation of their significance to the slope instability process. The implication is that a particular type of slope failure is seldom recognized directly but is interpreted to exist by analysis of a certain number of elements pertaining to slope instability features that are observed on the remotely sensed images.

As a consequence, the categorization of slope movements obtained by interpretation of aerial photographs is not as detailed as the classifications of Cruden (see Chapter 3 in this report) or those of other authors (Hansen 1984; Crozier 1986; Hutchinson 1988). These classifications include field evidence in their considerations. Experience has shown that photointerpretation of landslides has to use a simpler classification. Local adaptations to existing classifications can be justified to prevent ambiguities and therefore misclassifications. Table 8-4 shows a checklist constructed on one recent project to provide a systematic characterization of slope failures as observed on aerial photographs.

The types of slope movements considered were based on local knowledge in this specific region in the Colombian Cordillera (van Westen 1992, 1993). Table 8-4 also gives an indication of the type of information that can be obtained by experienced photointerpreters using aerial photographs at a scale of 1:20,000. The degree of landslide activity, as classified by aerial photointerpretation, is determined in this region by the freshness of the features related to the landsliding. The morphology of older landslides, showing a degradation of their morphologic forms and usually already overgrown by vegetation, is classified as stable.

Table 8-5 is a summary of the terrain features frequently associated with slope movements, the relationship of these features to landslides, and their characterization on aerial photographs. These elements are used to develop an interpretation and classification of slope failure according to the characteristics in Table 8-6. The interpretation of these various types of mass movements is discussed in the following sections.

### 3.2.1 Falls and Topples

Falls and topples are always related to very steep slopes, mostly those steeper than 50 degrees, where bedrock is directly exposed. Falls are mainly con-
### Table 8-4
Interpretation of Landslides in Colombia Using Aerial Photographs and GIS (Van Westen 1993)

<table>
<thead>
<tr>
<th>CODE</th>
<th>Type</th>
<th>Subtype</th>
<th>Activity</th>
<th>Depth</th>
<th>Vegetation</th>
<th>Body</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Slide</td>
<td>Rotational</td>
<td>Stable</td>
<td>Surficial</td>
<td>Bare</td>
<td>Landslide scar</td>
</tr>
<tr>
<td>2</td>
<td>Lateral spread</td>
<td>Translational</td>
<td>Active</td>
<td>Deep</td>
<td>Low</td>
<td>Runout body</td>
</tr>
<tr>
<td>3</td>
<td>Flow</td>
<td>Complex</td>
<td></td>
<td></td>
<td>High/dense</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Debris avalanche</td>
<td>Unknown</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:** Landslide delineations were digitized and stored in georeferenced image data base, and digital codes, representing the ID number and landslide information, were stored in attribute data base.

### Table 8-5
Morphologic, Vegetation, and Drainage Features Characteristic of Slope Instability Processes and Their Photographic Characteristics

<table>
<thead>
<tr>
<th>TERRAIN FEATURES</th>
<th>RELATION TO SLOPE INSTABILITY</th>
<th>PHOTOGRAPHIC CHARACTERISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MORPHOLOGY</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concave/convex slope features</td>
<td>Landslide niche and associated deposit</td>
<td>Concave/convex anomalies in stereo model</td>
</tr>
<tr>
<td>Steplike morphology</td>
<td>Retrogressive sliding</td>
<td>Steplike appearance of slope</td>
</tr>
<tr>
<td>Semicircular backsarp and steps</td>
<td>Head part of slide with outcrop of failure plane</td>
<td>Light-toned scarp, associated with small, slightly curved lineaments</td>
</tr>
<tr>
<td>Back-tilting of slope facets</td>
<td>Rotational movement of slide blocks</td>
<td>Oval or elongated depressions with imperfect drainage conditions</td>
</tr>
<tr>
<td>Hummocky and irregular slope morphology</td>
<td>Microrelief associated with shallow movements or small retrogressive slide blocks</td>
<td>Coarse surface texture, contrasting with smooth surroundings</td>
</tr>
<tr>
<td>Infilled valleys with slight convex bottom, where V-shaped valleys are normal</td>
<td>Mass movement deposit of flow-type form</td>
<td>Anomaly in valley morphology, often with lobate form and flow pattern on body</td>
</tr>
<tr>
<td><strong>VEGETATION</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vegetational clearances on steep scarps, coinciding with morphological steps</td>
<td>Absence of vegetation on headscarp or on steps in slide body</td>
<td>Light-toned elongated areas at crown of mass movement or on body</td>
</tr>
<tr>
<td>Irregular linear clearances along slope</td>
<td>Slip surface of translational slides and track of flows and avalanches</td>
<td>Denuded areas showing light tones, often with linear pattern in direction of movement</td>
</tr>
<tr>
<td>Disrupted, disordered, and partly dead vegetation</td>
<td>Slide blocks and differential movements in body</td>
<td>Irregular, sometimes mottled grey tones</td>
</tr>
<tr>
<td>Differential vegetation associated with changing drainage conditions</td>
<td>Stagnated drainage on back-tilting blocks, seepage at frontal lobe, and differential conditions on body</td>
<td>Tonal differences displayed in pattern associated with morphological anomalies in stereo model</td>
</tr>
<tr>
<td><strong>DRAINAGE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Areas with stagnated drainage</td>
<td>Landslide niche, back-tilting landslide blocks, and hummocky internal relief on landslide body</td>
<td>Tonal differences with darker tones associated with wetter areas</td>
</tr>
<tr>
<td>Excessively drained areas</td>
<td>Outbulging landslide body (with differential vegetation and some soil erosion)</td>
<td>Light-toned zones in association with convex relief forms</td>
</tr>
<tr>
<td>Seepage and spring levels</td>
<td>Springs along frontal lobe and at places where failure plane outcrops</td>
<td>Dark patches sometimes in slightly curved pattern and enhanced by differential vegetation</td>
</tr>
<tr>
<td>Interruption of drainage lines</td>
<td>Drainage anomaly caused by head scarp</td>
<td>Drainage line abruptly broken off on slope by steeper relief</td>
</tr>
<tr>
<td>Anomalous drainage pattern</td>
<td>Streams curving around frontal lobe or streams on both sides of body</td>
<td>Curved drainage pattern upstream with sedimentation or meandering in (asymmetric) valley</td>
</tr>
</tbody>
</table>
### Table 8-6
Image Characteristics of Mass Movement Types

<table>
<thead>
<tr>
<th>TYPE OF MOVEMENT</th>
<th>CHARACTERIZATION BASED ON MORPHOLOGICAL, VEGETATIONAL, AND DRAINAGE ASPECTS VISIBLE ON STEREO IMAGES</th>
</tr>
</thead>
</table>
| **Fall and topple** | **Morphology:** Distinct rock wall or free face in association with scree slopes (20 to 30 degrees) and dejection cones; jointed rock wall (>50 degrees) with fall chutes  
                      **Vegetation:** Linear scars in vegetation along frequent rock-fall paths; vegetation density low on active scree slopes  
                      **Drainage:** No specific characteristics |
| **Sturzstrom** | **Morphology:** Extremely large (concave) scars on mountain, with downsld blocks of almost geological dimensions; rough, hummocky depositional forms, sometimes with lobate front  
                      **Vegetation:** Highly irregular/chaotic vegetational conditions on accumulative part, absent on sturzstrom scar  
                      **Drainage:** Irregular disordered surface drainage, frequent damming of valley and lake formed behind body |
| **Rotational slide** | **Morphology:** Abrupt changes in slope morphology characterized by concave (niche) and convex (runout lobe) forms; often steplike slopes; semilunar crown and lobate frontal part; back-tilting slope facets, scarp, hummocky morphology on depositional part; D/L ratio 0.3 to 0.1; slope 20 to 40 degrees  
                      **Vegetation:** Clear vegetational contrast with surroundings, absence of land use indicative for activity; differential vegetation according to drainage conditions  
                      **Drainage:** Contrast with nonfailed slopes; bad surface drainage or ponding in niches or back-tilting areas; seepage in frontal part of runout lobe |
| **Compound slide** | **Morphology:** Concave and convex slope morphology; concavity often associated with linear granulillike depression; no clear runout but gentle convex or bulging frontal part; back-tilting facets associated with (small) antithetic faults; D/L ratio 0.3 to 0.1, relatively broad in size  
                      **Vegetation:** As with rotational slides, although slide mass will be less disturbed  
                      **Drainage:** Imperfect or disturbed surface drainage ponding in depressions and in rear part of slide |
| **Translational slide** | **Morphology:** Joint controlled crown in rock slides, smooth planar slip surface; relatively shallow, certainly in surface material over bedrock; D/L ratio <0.1 and large width; runout hummocky, rather chaotic relief, with block size decreasing with larger distance  
                      **Vegetation:** Source area and transportational path denuded, often with lineations in transportation direction; differential vegetation on body, in rock slides; no land use on body  
                      **Drainage:** Absence of ponding below crown, disordered or absent surface drainage on body; streams deflected or blocked by frontal lobe |
| **Lateral spread** | **Morphology:** Irregular arrangement of large blocks tilting in various directions; block size decreases with distance and morphology becomes more chaotic; large cracks and linear depressions separating blocks; movement can originate on very gentle slopes (<10 degrees)  
                      **Vegetation:** Differential vegetation enhancing separation of blocks; considerable contrast with unaffected areas  
                      **Drainage:** Disrupted surface drainage; frontal part of movement is closing off valley, causing obstruction and asymmetric valley profile |
| **Mudslide** | **Morphology:** Shallow concave niche with flat lobate accumulative part, clearly wider than transportation path; irregular morphology contrasting with surrounding areas; D/L ratio 0.05 to 0.01; slope 15 to 25 degrees  
                      **Vegetation:** Clear vegetational contrast when fresh; otherwise differential vegetation enhances morphological features  
                      **Drainage:** No major drainage anomalies beside local problems with surface drainage |
| **Earth flow** | **Morphology:** One large or several smaller concavities, with hummocky relief in source area; main scars and several small scars resemble slide type of failure; path following stream channel and body is infilling valley, contrasting with V-shaped valleys; lobate convex frontal part; irregular micromorphology with pattern related to flow structures; slope > 25 degrees; D/L ratio very small |

*continued on next page*
Table 8-6 (continued)

<table>
<thead>
<tr>
<th>TYPE OF MOVEMENT</th>
<th>CHARACTERIZATION BASED ON MORPHOLOGICAL, VEGETATIONAL, AND DRAINAGE ASPECTS VISIBLE ON STEREO IMAGES</th>
</tr>
</thead>
</table>
| Earth flow, continued | Vegetation: Vegetation on scar and body strongly contrasting with surroundings, land use absent if active; linear pattern in direction of flow  
Drainage: Ponding frequent in concave upper part of flow; parallel drainage channels on both sides of body in valley; deflected or blocked drainage by frontal lobe |
| Flowslide | Morphology: Large bowl-shaped source area with steplike or hummocky internal relief; relatively great width; body displays clear flow structures with lobate convex frontal part (as earth flow); frequently associated with cliffs (weak rock) or terrace edges  
Vegetation: Vegetational pattern enhancing morphology of scarps and blocks in source area; highly disturbed and differential vegetation on body  
Drainage: As with earth flows, ponding or disturbed drainage at rear part and deflected or blocked drainage by frontal lobe |
| Debris avalanche | Morphology: Relatively small, shallow niches on steep slopes (>35 degrees) with clear linear path; body frequently absent (eroded away by stream)  
Vegetation: Niche and path are denuded or covered by secondary vegetation  
Drainage: Shallow linear gully can originate on path of debris avalanche |
| Debris flow | Morphology: Large amount of small concavities (associated with drainage system) or one major scar characterizing source area; almost complete destruction along path, sometimes marked by depositional levees; flatish desolate plain, exhibiting vague flow structures in body  
Vegetation: Absence of vegetation everywhere; recovery will take many years  
Drainage: Disturbed on body; original streams blocked or deflected by body |

trolled by rock discontinuities (joints and fractures), giving the rock slope a rough appearance; these discontinuities are expressed in the image by a coarse texture. Toppling is favored by the presence of a steeply inclined joint set with a strike aligned approximately parallel to the slope face. Therefore, fine lineaments at the crest that are oriented parallel to the free face may be related to open joints behind toppling blocks. The accumulation of talus at the foot of the slope or the occurrence of coarse scree on slopes below the rock face is associated with rough micromorphology and results in a relatively coarse textural appearance in the image.

Talus accumulations and colluvial slopes formed by fall processes typically have slopes between 25 and 35 degrees. Scattered trees or bushes are the most frequent vegetation on these slopes. The density of this vegetation is indicative of the degree of slope-movement activity. At specific places where falls occur more frequently, chutes are eroded in the rock wall and talus cones are formed at its base. Linear patterns, also visible in the vegetation, are indicative of the paths along which the blocks are falling.

Large rock falls may create large, rapidly moving rock or debris avalanches, or sturzstroms (see Chapter 3, Section 8.1.2). These failures are associated with major morphologic anomalies and scars on mountain slopes (see Figure 8-3). The accumulation of these materials may spread a considerable distance from the source area, often creating rather chaotic landforms in which enormous blocks form an extremely irregular, rough morphology. This chaotic morphology is enhanced in the image by the very irregular vegetational pattern. Lobate convex forms are sometimes associated with the front of the mass. The drainage pattern in the whole area is generally seriously disturbed by these large, complex landslide deposits. Surface drainage can be blocked by the accumulated mass, creating lakes, or rivers are deflected, finding their way around the mass. Abrupt changes in the width and pattern of the river and clearly asymmetric valley slopes at the location of the accumulative mass are other characteristics. It is quite often observed that the deflection of river channels by larger mass movements induces slope instability features on the opposite valley side caused by the resulting erosion and undercutting of these slopes.
FIGURE 8-3
Major complex rock fall (sturzstrom) or rock slide occurring in limestones overlying sequence of mudstones. All morphologic features associated with such gigantic mass movements are clearly defined: large back scarp and huge block that has slid (*left side*); runout of material onto slope underlain by fine pelitic materials (*right side*). Tonal changes around larger block (*lower part of stereogram*) are associated with soft clays squeezed out of slope by impact of block. Block field begins within stereogram and continues for almost a kilometer farther eastward. Disturbed drainage conditions at interface of limestones and fine pelitic sequence are causing ongoing slope instability, mainly in form of flow-type features, as can be observed by grey tones and elongated patterns along contact (original photograph scale 1:18,000, Province of Malaga, Spain).
3.2.2 Slides

A rotational slide is mainly associated with slopes ranging from 20 to 40 degrees and is recognized by a characteristic slope morphology. The crown of the slide, with its frequently semilunar shape, initiates an abrupt change in the slope. Concave and convex slope forms are related to the landslide niche and the deposit, which are directly connected to each other. These landslides generally have a depth-to-length (D/L) ratio on the order of 0.3 to 0.1. Successive or retrogressive sliding results in a stepped morphology. The lower frontal part (or toe) of the landslide has a generally convex lobate form. The rotational movement often results in back-tilting of slope facets. The overall micromorphology of these landslides is irregular, resulting in textural and tonal variations on the aerial photograph. The differential drainage conditions on these landslides and their disturbed vegetational conditions enhance textural and tonal variations. When the scale of the image is appropriate, these variations form a characteristic pattern in association with slide scars and back-tilted blocks. Poor surface drainage, or even ponding, occurs on the main landslide mass and behind back-tilting blocks. Wet zones and springs are characteristic along the toe of the slide. These wetter conditions and their distinctive vegetation influence the tone on the photographs. The vegetation on a slide shows a disturbed and chaotic aspect. The absence of cultivation or differences in land use in comparison with those in the surrounding area are often remarkable and also indicative of the activity of the movements.

In a translational slide the failure surface usually reflects a weak layer or preexisting structural discontinuity (see Figure 8-4). This characteristic has clear consequences for the morphologic aspects of the mass movement. In the first place, the D/L ratio for translational slides is many times smaller than that for rotational slides, whereas the

FIGURE 8-4 Translational slides controlled by dip slopes in sequence of very friable sandstones, alternating with siltstones and mudstones. Joint-controlled back scarp, linear patterns, and micromorphology of area where the sandstones have slid away (lower part) are diagnostic for landslides. Somewhat comparable morphology and change in land use (upper part) are indicative of landslides that have rapidly transformed into earth flow because of higher clay content (original photograph scale 1:17,000, Basilicata, Italy).
width of the zone of movement in translational slides is greater than that for most rotational slides. When the failure is controlled by the interface between surficial materials and bedrock, the movement will be shallow and the displacement may extend over a considerable distance. Such slope failures are also commonly relatively wide. Flowage features in the runout material are frequently observed, especially when the coherence of the material is low and strong rainfall is the triggering mechanism. The source area and the path along which the material moved are denuded of vegetation, resulting in a clear tonal contrast with the surroundings. Lineaments parallel to the direction of the movement are common. Vegetation conditions are chaotic on the displaced mass, and most land use activities will be absent when the movement is recent (only a few years old). Also, the drainage conditions are disordered on the displaced material, although the typical poorly drained areas associated with rotational slides are normally absent.

A compound slide is a form that is transitional between a rotational and a translational slide. From the point of view of the photointerpreter, these slides are in many respects similar to rotational slides but their upper portions often contain grabenlike depressions and have a less pronounced runout. Their $D/L$ ratio is normally smaller than that for rotational slides, whereas their width is generally greater.

A rock slide is also characterized by a small $D/L$ ratio (usually less than 0.1) and a large width. Joints and fractures provide structural control of the failure surface and at the crown of the slide, and these joints and fractures are often distinct on the photograph. The morphology in the runout area is very rough, and decreasing block size with increasing distance is characteristic. Enormous slabs occur close to the source area, whereas chaotic and irregular “block fields” occur at a greater distance. Vegetation is absent in the source area and along the path. On the slide mass, vegetation is chaotic and in patches. Drainage conditions are normally good because most of the drainage will be internal. Springs may be found at the toe of the slide, and the front of the mass can obstruct local streams.

In the category of complex and composite slides, mudslides can be differentiated by photointerpretation. Mudslides are generally shallow mass movements occurring on slopes of between 15 and 25 degrees composed of fine clayey materials. The clearly differentiated source area, transportation path, and accumulative zone are diagnostic features of mudslides. The morphology of mudslides is characterized by a clear concave niche from which the material was derived, comparable with the landslide scar of shallow slides. The transportation path is often represented by a more-or-less straight channel originated by failure due to undrained loading. Mudslide runout deposits are spread over a much wider area than the width of the source area or the transportation path, where the material was confined as in a channel. The tongue of the mudslide displays a lobate form. The dilation of the material and the flatness of the lobe are characteristic and relate to the fluid nature of the material during movement. The $D/L$ ratio for mudslides is on the order of 0.05 to 0.01, much smaller than that for rotational slides.

The term flowslide has been used to describe a sudden collapse of material that then moves a considerable distance very rapidly to extremely rapidly. Hutchinson (1988) pointed out that at least three phenomena can cause this behavior:

1. Collapse of weak rocks, such as chalk, along cliffs;
2. Destruction of the normal structure of saturated material by shocks such as earthquakes; and
3. Movement of loosely dumped materials in waste piles or in rapidly deposited, loosely compacted silts and fine sands.

Depending on the material in which the failure occurs, the size of the failure, and the place from which the movements are derived, the overall morphology of flowslides can resemble large rock avalanches (sturzstroms), translational slides produced by failure along a weak horizon, or liquefaction spreads, which are described in the following section. For these reasons, Cruden and Varnes (see Chapter 3 in this report) suggest that the term flowslide is redundant, confusing, and potentially ambiguous. They suggest that these different kinds of landslides be described with more appropriate terms.

Nevertheless, the sudden collapse of loose, saturated, almost cohesionless soils or weak rocks occurring on moderate to gentle slopes or even in almost flat terrain produces a distinctive pattern that can be readily evaluated by photointerpretation. The area from which the landslide is derived
is often an extensive flat concave zone with an irregular hummocky or undulating micromorphology. Within this area the drainage conditions are completely disturbed and ponded water is frequently encountered. These conditions are in strong contrast to the surroundings, which usually show a smooth topography with mostly complete internal drainage. A relatively narrow opening or neck indicates the place through which the landslide movement occurred. The transportation path, which varies in length according to the slope of the area and the fluidity of the mass, is clearly recognized on the images by a tonal contrast and lineaments parallel to the flow. The accumulative mass has a flat, slightly convex lobate form. Flow structures are clearly visible in both the micromorphology and the vegetation because of differential drainage conditions (see Figure 8-5).

### 3.2.3 Spreads

**Spreads** are mass movements occurring on gentle to moderate slopes where a slow plastic deformation or liquefaction occurs in a subsurface horizon overlain by a more coherent surface layer. This upper layer is broken up by the movements of the underlying material and moves and slides outward on the underlying layer. The areal extent of the movement is often considerable (up to several square kilometers), and the limits of the movement at the surface can be diffuse and difficult to distinguish both on aerial photographs and on the
ground. Linear features corresponding to cracks and tilting of blocks of surface material are visible on remote-sensing images, forming indicators of the initial movements. The presence of these cracks is often enhanced by vegetation differences. The morphologic anomalies increase in the middle portions of the landslide. The surface material breaks up into irregular blocks that are chaotically disposed. These chaotic conditions are reflected by the morphology, the drainage, and the vegetation conditions. Bulging of the lower slopes, which usually display a typical convex form, indicates extrusion of the unstable subsurface material. Poor drainage conditions and seepage horizons are characteristic for this zone, causing tonal differences in the photographs. Lateral spreads often result in overall drainage anomalies because the movements may narrow or block valleys and deflect streams. These drainage anomalies usually result in increased stream erosion at the location where the spread blocks the valley, which in turn results in development of numerous local rotational slides of considerably smaller size than the lateral spread.

3.2.4 Flows

Flows comprise a large range of slope failures, including relatively slow-moving earth flows, extremely fast debris avalanches, devastating debris flows induced by the failure of the barrier forming a natural or artificial lake, or the equally devastating lahars caused by volcanic activity.

**Earth flows** often originate as one of various types of mass movements. The coherence within the initial landslide mass is lost because of the initial failure, and the mass continues as a viscous flow down the slope. Water contained within the mass may contribute to this flowage. Earth flows may continue long distances, following stream channels and reaching main valleys where they may obstruct the drainage. The source area of earth flows often has the aspect of a zone with complex mass movements, landslides coming from various directions and showing generally a clear retrogressive progression. The transportation path is distinct, following first the maximum slope and then a stream channel. The earth-flow material exhibits morphologic features that are often comparable with those of glaciers or lava flows, with cracks (lineaments on the aerial photograph) parallel to the movement and transverse cracks at places where the slope and flow velocity increase. The transverse section of an earth flow shows a slightly convex ground profile, which may be readily visible in the three-dimensional photomosaic because of the exaggerated stereoscopic relief. Earth flows infilling valleys create a clear morphologic anomaly, contrasting with the V-shaped valleys in mountainous areas (see Figure 8-6). The frontal portions of earth flows have clearly lobate convex forms. The source area is generally devoid of any vegetation, whereas the vegetation on the earth flow, if any, looks patchy because of differential surface drainage conditions in the material. The drainage conditions in the source area are disturbed, and local ponding can occur. Two small streams normally develop in a valley subjected to an earth flow, one on each side of the flow. These form an easily recognizable drainage anomaly, as does the deflection of the stream channel around the frontal lobe.

**Debris avalanches** are extremely fast and sometimes relatively small slope failures on straight steep slopes with inclinations generally greater than 35 degrees. They are characterized by a concave niche from which a long, narrow, light-toned tail originates. The linear character remains visible on aerial photographs even when secondary vegetation has invaded the area affected by the debris avalanche. Debris avalanches are most common on steep slopes that are at almost their maximum angle of stability. They are especially common where the slope equilibrium has been disturbed by a vegetation or land use change or by engineering work such as road construction. They are often triggered by earthquakes.

**Debris flows** can be caused by a large number of factors, but in all cases considerable amounts of loose material are suddenly moved by an excessive amount of water and transported in an extremely fast and destructive flow through a valley. Depending on the origin of the debris flow, the morphologic characteristics of the source area may vary. The zone can be characterized by a large number of surficial debris slides. Figure 8-7 shows a debris flow in Thailand. Extremely intense rainfall triggered a large number of superficial landslides in weathered granitic rocks, and these flowed together to form a devastating debris flow. However, debris flows may also originate from a single slope failure or be caused by the failure of a dam. Extremely large volumes of debris-flow deposits caused by massive glacial-lake outburst floods
have been identified in the northwestern portions of the United States and elsewhere. *Lahars* are debris flows originated from loose pyroclastic deposits on volcanic slopes. They display morphologic forms similar to those of other debris flows.

Common to all debris flows are the marks left behind by the devastating flow. Some debris flows have such large dimensions that these marks are clearly recognizable even on small-scale images and for a considerable time after the event occurs. The appearance of the depositional mass varies with the type of material transported but generally consists of a desolate, flat area engulfing isolated small higher vegetated areas that correspond to an older topographic surface. Large blocks of rock floating in the mud may create an irregular micromorphology, which is recognizable on large-scale photographs by a rough or coarse texture. Flow structures are often absent in this chaotically deposited mass. Drainage conditions on the flow mass are disturbed, and the mass itself deflects or obstructs streams in the area of deposition.

Bedrock flows, or deep-seated creep, generally do not affect the morphologic conditions sufficiently to be interpreted in a preliminary photointerpretation. These flows can only be mapped with good knowledge of the local conditions. Once the characteristic features for creep are known in an area, this knowledge may successfully be extrapolated on the aerial photographs. Creep can create an irregular micromorphology, sometimes reflected in the drainage and vegetation, that causes a contrast with the zones not affected by creep. The surrounding areas typically show very smooth forms with subdued photographic grey tones in comparison with the creep-affected areas. Bulging of slopes is associated with deep-seated creep. When sagging develops, it is generally accompanied by elongated depressions along the slope and back-tilting slope facets (see Chapter 3 in this report).
3.2.5 Cartographic Aspects

Mass movements may be represented cartographically at two levels of generalization. In those cases in which the area affected by the slide is too small to represent the real outlines of the slope movement at the scale of the map, mass movements are represented by a symbol defining the type of movement, thus differentiating falls and topples, slides, and flows. At larger map scales, or for larger landslides, the outlines of the mass movement may be shown on the map (see Figure 8-8). In these situations the map usually also shows all the valuable information related to the slope movement processes, such as scarps, cracks, steps in slopes, backtitled blocks, and depressions. Indirect evidence of instability, such as seepage horizons, stagnated drainage, or ponding, may also be mapped. In large or complex mass-movement areas, simple symbols are commonly combined to represent morphologic details. The degree of activity may be indicated by using solid and dashed lines or by using symbols of different colors, for example, red for active areas and black for inactive areas. However, such interpretations must be used with caution because the differentiation between active and inactive landslides, especially when using satellite imagery, is based only on the degree of freshness of the morphologic features associated with the movement. In large or complex slides, small active movements are frequently indicative of ongoing activity within the larger mass.

When an inventory map of landslides is prepared for a GIS-based hazard analysis, the landslides are delineated on the image and labeled with an identification number and a digital code defining the landslide type, subtype, activity, and depth. Standard landslide classifications and uniform photointerpretation methods should be used as much as possible. However, experience has shown that photointerpretation of landslides may require slight modifications to these classifications in order to produce an unambiguous and consistent interpretation.
3.3 Mapping Terrain Parameters from Remote-Sensing Images

As discussed in Section 2.3, a landslide hazard assessment should not be based only on the production of a landslide inventory map. A complete landslide hazard assessment also requires an analysis of the factors leading to instability and the classification of the terrain into susceptibility classes for slope failures. These susceptibility classes are defined to reflect the presence and intensity of slope instability causative factors. The interpretation of either satellite images or aerial photographs plays a crucial role in the evaluation of the many factors that must be taken into account for landslide hazard analysis and their display as parameter maps (see Table 8-1). The interpretation process may also be used to perform terrain analysis, thereby producing a single map defining the area characteristics in terms of homogeneous map units. Accordingly, remote-sensing methods can be applied to obtain information concerning landslide hazard assessment factors or parameters by two distinctive processes:

1. Preparation of individual thematic maps: This obviously highly desirable method of evaluating landslide hazards involves the representation of the various factors potentially affecting slope instability (such as geomorphology, slope angle, length, convexity, land use, and lithology). However, at relatively detailed scales, such as 1:50,000 or larger, preparing the many individual maps requires a large amount of time for photointerpretation, fieldwork, map creation, and the subsequent digitization of these maps if GIS techniques are to be used (see Section 4 in this chapter). Furthermore, the digitization of identical boundary lines shown on different maps must be conducted with much care and frequently with several editing steps in order for them to coincide exactly. If these lines do not coincide, the overlaying of factor maps produces a large number of small areas containing spurious hazard assessments. For these reasons, this method is most appropriate for the assessment of relatively small areas.

2. Terrain classification approach: A terrain classification divides the landscape into homogeneous zones or natural divisions by using the interrelationships among geology, geomorphology, and soils. Because reliable quantitative data on geology, geomorphology, soils, and so forth, are frequently scarce during the early stages of planning for development and engineering projects, terrain classification may be used during these stages to transform the available earth science data into information reflecting applications such as slope stability. Terrain classifications reduce the seemingly infinite variations of the terrain into a manageable number of classes. They also allow landslide hazard analysis to proceed with the creation and digitization of only a single additional map. This process is thus especially attractive during the earlier regional assessment stages.

3.3.1 Geomorphic Mapping

The production of individual thematic maps will normally require the use of specialized mapping procedures. One broad class of such mapping methods is called geomorphic mapping. Many different geomorphic mapping systems have been proposed, either for universal application or for specific areas or regions such as mountainous terrain. Overviews of conventional medium-scale and large-scale geomorphic mapping systems were presented by Demek and Embleton (1978) and van Zuidam (1986). The use of several different systems in prac-
tice suggests that no universally accepted system is adequate for mapping in different environments, in contrast to the case with soil mapping. In the conventional geomorphic mapping systems for scales of 1:25,000 and larger, various symbols, lines, colors, and hatchings are used to represent the morphometry, morphography, drainage, genesis, chronology, and materials of the landscape features or the processes forming them. These systems differ in the importance assigned to each feature and in the method of representation. They all combine the different types of geomorphic data onto one map sheet. Such a system is not amenable to computer-based representations using GIS methods. Thus, the construction of detailed geomorphic maps suitable for use in a GIS representation requires a different, and much more complicated, mapping method (Dikau 1992; van Westen 1993).

### 3.3.2 Terrain Classification Systems

Terrain classification methods were developed to replace the mapping of individual landscape parameters on multiple maps with a single mapping unit that can be shown on a single map. Many different terrain classification systems have been developed over the years. The principal systems were compared by van Zuidam (1986) and Cooke and Doornkamp (1990). These systems differ in the way they utilize or depend on geomorphic, analytic, morphometric, physiographic, biogeographic, or lithologic-geologic parameters. Most terrain classification systems have a rigid hierarchical structure, which may hinder their flexible use, or they are based on a single parameter or a limited set of parameters.

To overcome these problems, a terrain classification system based on the delineation of terrain mapping units (TMUs) was developed by Meijerink (1988). A TMU is defined as a unit that groups zones of interrelated landforms, lithology, and soil. It is a natural division of the terrain that can be distinguished on stereo SPOT imagery or small-scale aerial photographs and verified on the ground. The units are differentiated on the basis of photomorphic properties in the stereo model. Meijerink's TMU system does not have a strict hierarchical structure. The user can construct the legend according to the important parameters encountered in the study area and the purpose of the study. An individual TMU differs from other adjoining TMUs either because the landforms are evidently different or because the phenomena associated with the landform, such as the nature of the weathered zone, the lithology, or the type of soil, are different. The TMU approach has been used successfully in various geomorphic and engineering geologic applications, such as highway planning (Akinyede 1990).

In conventional thematic mapping, a TMU can be considered as a legend unit. In terms of GIS techniques, a TMU may be described as the geographic location of entities (polygons) that relate to a unique set of attributes (terrain conditions). These are linked to the geographic TMU polygons by attribute tables in a data base (see Figure 8-9). TMUs allow the grouping of the following interrelated landscape variables:

- Geomorphic origin and physiography,
- Lithology,
- Morphometry, and
- Soil geography.

### 3.4 Image Resolution and Interpretability

The interpretation of landslides from remote-sensing sources requires knowledge of the distinctive features associated with slope movements and of the image characteristics associated with these features. An adequate interpretation depends on image characteristics. The interpretability of features in an image is influenced by the contrast that exists between features and their background. For the image interpretation of landslides, this contrast results from the spectral or spatial differences that exist between the landslide and its surroundings. These are affected by

1. The period elapsed since the failure, because erosional processes and vegetation recovery tend to obscure the features created on the land surface by landslide movements, and
2. The severity with which the landsliding affects the morphology, drainage, and vegetation conditions.

The spatial resolution of the remote-sensing images provides the primary control of the interpretability of slope instability phenomena and thus the applicability of any type of remote-sensing data.
Profile through TMU with subunits

TMU - map
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FIGURE 8-9
Mapping by TMU approach (Meijerink 1988). Simplified example of TMU map together with parameters stored in attribute table. Subdivision of units is shown according to lithologic type, determination of internal relief (IR) and valley density (VD) with help of counting circle, and computation of slope angle distributions.
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for landslide studies. The relationship between image resolution and the size of the features necessary to identify or characterize the slope movement is obviously critical. If the resolution is too low, the features cannot be recognized or identified.

Comparison of the spatial resolution of photography and nonphotographic remote sensing requires the use of the concept of a ground resolution cell (GRC), first introduced by Rengers et al. (1992). In nonphotographic remote sensing the GRC is the size of a scene element, the dimensions on the ground of the basic elements (or pixels) of the image.

At any given scale, aerial photography provides a higher resolution, and therefore a smaller GRC size, than remote-sensor imagery at the same scale (see Figure 8-10). According to Naithani (1990), aerial photography provides a GRC with a size equal to 0.4 times the value of the GRC for nonphotographic remote-sensing imagery. Strandberg (1967) suggested that the following formula be used to relate the GRC and the photographic scale:

\[
GRC = \frac{S}{1000R}
\]

where

- \(GRC\) = ground resolution cell (m),
- \(S\) = scale number of image (i.e., denominator of scale ratio), and
- \(R\) = resolution of photographic system (line pairs/mm).

The resolution of aerial photography systems is on the order of 40 linepairs/mm for conventional aerial photographic cameras and films with extreme contrast.

A certain minimum number of pixels is needed to recognize a feature in an image. The actual minimum number of pixels varies according to the grey-tone contrast between the feature and its background. Although it is difficult to give precise data on the minimum number of pixels required, experience with visual interpretation of remote-sensing imagery suggests that the values shown in Table 8-7 are appropriate.

When the required minimum number of pixels recommended in Table 8-7 is multiplied by the size of the GRC, it will indicate the minimum size of landslide that is likely to be identified. Several other factors may also influence the minimum number of pixels necessary for satisfactory identification of landslides. These include factors related to the skill of the individual interpreter, including professional experience and local knowledge related to type and occurrence of landslides. These factors together define the reference level of the interpreter. A high reference level is very important for an adequate interpretation, as demonstrated by Fookes et al. (1991), who compared the photointerpretations made by five recognized professionals of an unknown area before a large landslide.

The implications of Table 8-7 are illustrated by Figures 8-11 and 8-12, which were derived from large-scale aerial photographs. These photographs were digitized with a raster size corresponding to a GRC of 0.3 m. The individual photographs in Figures 8-11 and 8-12 were then created by artificially aggregating and averaging these pixels to reflect GRC sizes of 1, 3, 10, and 30 m.

Table 8-7
Number of Ground Resolution Cells Needed To Identify and Interpret Object of Varying Contrast in Relation to Its Background

<table>
<thead>
<tr>
<th>NO. OF GRCs</th>
<th>FOR IDENTIFICATION</th>
<th>FOR INTERPRETATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extreme contrast: white or black object against variable grey-tone background</td>
<td>20–30</td>
<td>40–50</td>
</tr>
<tr>
<td>High contrast: dark or light object in grey-tone background</td>
<td>80–100</td>
<td>120–140</td>
</tr>
<tr>
<td>Low contrast: grey feature with grey-tone background</td>
<td>1,000–1,200</td>
<td>1,600–2,000</td>
</tr>
</tbody>
</table>
Figure 8-11 shows photographs with varying GRC sizes of a landslide in the Spanish Pyrenees (Sissakian et al. 1983). The landslide scar with its shadow, which provides high contrast, is observed in the upper part of the image and a depositional area of landslide debris is observed in the central lower part. This area of accumulation is recognizable by a characteristic surface texture due to an irregular microrelief (formed by low-contrast features) and by the surrounding band of higher vegetation recognizable as such in those pictures with small GRC sizes. The photographs in Figure 8-11
are arranged to form stereopairs. They demonstrate the enormous advantage of stereoscopic viewing in the interpretation of mass movements. The values in Table 8-8 give only a general indication of the order of magnitude of the minimum object size that may be recognized or identified on the basis of shape and pattern. Tonal or spectral aspects are considered only in terms of contrast of the feature against the background.

For evaluation of the suitability of remote-sensing images in landslide inventory mapping, the size of individual slope failures in relation to the GRC is of crucial importance. Although sizes of landslides may vary enormously, even within a single type of slope failure, some useful information

**FIGURE 8-11 (left)**
Area in Spanish Pyrenees showing landslide scar in shadow, thereby providing high contrast, and depositional area of landslide debris (lower center). These illustrations, which form stereopairs, are derived from digitized large-scale aerial photograph. Artificially aggregated pixels represent ground resolution cell (GRC) sizes of 1, 3, and 10 m. Although image corresponding to 10-m GRC resolution already shows serious degradation, landslide is still clearly interpreted when viewed stereoscopically.

**FIGURE 8-12 (below)**
Same area as that shown in Figure 8-11 but with 30-m GRC resolution. At this image scale, with such a large pixel, no satisfactory stereoscopic image can be obtained.
Table 8-8
Minimum Object Size Needed for Landslide Identification or Interpretation

<table>
<thead>
<tr>
<th></th>
<th>SIZE (m²) NEEDED FOR</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GRC Size (m)</td>
<td>HIGH CONTRAST</td>
<td>INTERPRETATION</td>
<td>LOW CONTRAST</td>
<td>INTERPRETATION</td>
</tr>
<tr>
<td>LANDSAT MSS</td>
<td>80</td>
<td>160,000</td>
<td>288,000</td>
<td>7,040,000</td>
<td>11,520,000</td>
</tr>
<tr>
<td>LANDSAT TM</td>
<td>30</td>
<td>22,500</td>
<td>40,500</td>
<td>990,000</td>
<td>1,620,000</td>
</tr>
<tr>
<td>SPOT Multispectral</td>
<td>20</td>
<td>10,000</td>
<td>18,000</td>
<td>440,000</td>
<td>720,000</td>
</tr>
<tr>
<td>SPOT Panchromatic</td>
<td>10</td>
<td>2,500</td>
<td>4,500</td>
<td>110,000</td>
<td>180,000</td>
</tr>
<tr>
<td>Aerial photographs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1:50,000</td>
<td>1</td>
<td>25</td>
<td>45</td>
<td>1,100</td>
<td>1,800</td>
</tr>
<tr>
<td>1:15,000</td>
<td>0.3</td>
<td>6.5</td>
<td>11.5</td>
<td>300</td>
<td>450</td>
</tr>
</tbody>
</table>

Note: The values given depend on the conditions of contrast between the elements of the slide and the background. The data for aerial photographs are somewhat optimistic since optimal photographic conditions and processing are assumed.

Experience at the International Institute for Aerospace Survey and Earth Sciences with the use of photointerpretation techniques in support of landslide hazard investigations in various climatic zones and for a considerable variety of terrain conditions suggests that a scale of 1:15,000 appears to be the optimum scale for aerial photographs, whereas a scale of 1:25,000 should be considered the smallest useful scale for analyzing slope instability phenomena with aerial photographs. A slope failure may be recognized on smaller-scale photography provided that the failure is large enough and the photographic contrast is sufficient. However, such interpretations will lack the analytical information that would enable the interpreter to make conclusions concerning landslide types or causes. Furthermore, many slope movements will not be identifiable on these smaller-scale photographs.

Nevertheless, these smaller-scale aerial photographs are useful for some aspects of landslide hazard assessment, especially for analyzing the overall geologic and geomorphic settings that tend to result in slope failures. Scanvic and Girault (1989) and Scanvic (1990) reached similar conclusions. These authors describe a study in which the applicability of SPOT satellite imagery to slope instability mapping near La Paz, Bolivia, was evaluated. The authors concluded that SPOT yielded excellent data complementary to large-scale photographs.

Thus it appears that small-scale photographs are useful in determining the regional spatial distribution of variables affecting landsliding, whereas large-scale aerial photographs support landslide inventory and analysis activities, including interpretation of possible causal factors. These two types of activities suggest that landslide hazard assessment when larger areas must be evaluated can be most efficiently conducted with small-scale photography, and large-scale photography would be used only in pilot areas to establish the relation between landslide and terrain condition. Furthermore, good-quality, relatively small-scale aerial photography used during the reconnaissance stages of a project can be enlarged and used for more detailed subsequent studies, making an additional flight to obtain new photographs unnecessary. Table 8-9 gives results from a comparative study of
Table 8-9
Relative Suitability of Different Scales of Aerial Photographs for Different Elements in Slope Instability Mapping (modified from Sissakian et al. 1983)

<table>
<thead>
<tr>
<th>SUBJECT</th>
<th>SIZE (m)</th>
<th>PHOTOSCALE</th>
<th>1:20,000</th>
<th>1:10,000</th>
<th>1:5,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recognition of instability phenomena</td>
<td>&lt; 20</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20–75</td>
<td>1–1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>&gt; 75</td>
<td>1–2</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Recognition of activity of unstable areas</td>
<td>&lt; 20</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20–75</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt; 75</td>
<td>1–2</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Recognition of instability elements (cracks, steps, depressions, etc.)</td>
<td>&lt; 10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10–75</td>
<td>0</td>
<td>0</td>
<td>1–2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt; 75</td>
<td>1–2</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

Note: 0 = less adequate, 1 = limited use, 2 = useful, 3 = very useful.

the interpretability of slope instability features on aerial photographs at their original scale and at three levels of enlargement (Sissakian et al. 1983).

3.5 Spectral and Temporal Resolution of Remote-Sensing Data

Vegetation and soil moisture conditions produce distinctive spectral responses in the infrared portions of the spectrum. For example, healthy vegetation produces infrared reflectance values that are very different from those of stressed, or unhealthy, vegetation. Strong differences in the infrared responses may be detected even when the vegetation appears normal in the visible portion of the spectrum. In a similar fashion, slight changes in soil moisture conditions are readily detected in the infrared portions of the spectrum. Landslides frequently produce subtle changes in the health and vigor of vegetation and may also cause increases in soil moisture caused by disruption of subsurface water movements. Thus, remote-sensing systems that are sensitive to the infrared part of the spectrum are most effective in landslide inventory studies. The use of infrared-sensitive film, and false-color infrared film in particular, is highly recommended for landslide studies in view of the capability of these films to register small anomalies in vegetation or drainage conditions. Optimal differences in vegetation conditions may be expected in either the very early or very late stages of the growing season. Differences in drainage conditions are optimal shortly after the first rainstorms of the rainy season in many tropical regions or shortly after the spring snowmelt period in cold and temperate climates.

Satellite imagery offers more detailed spectral information than is usually available in photographs because the satellite sensors are designed to obtain the reflected electromagnetic radiation in various wavelength (spectral) bands. Black-and-white images of individual spectral bands may be displayed, but more commonly these are combined to form color composites, of which the false-color composite, comparable with false-color infrared photography, is the most common. Digital processing of the spectral data offers the possibility for detailed analysis of the obtained reflectance values and enhancement of small spectral variations that seem to be correlated with slope instability features.

The size of areas with anomalous drainage conditions or disturbed vegetation causing an anomalous spectral response is often too small to allow the interpretation of individual instability features on the basis of spectral criteria. However, spectral interpretation of satellite data has been used successfully in slope instability studies when this spectral information is used in conjunction with other data related to slope failures. Together these multiple information sources provide converging evidence for slope movements. Practical applications of spectral information from satellite imagery are also possible when, on the basis of terrain evidence, a direct relationship is known between slope instability and vegetation or drainage anomalies. McKean and coworkers (1991) demonstrated that spectral vegetation indices can be used in mapping spatial patterns of grass senes-
cience that were found to be related to soil thickness and slope instability. In another case landslides in a homogeneous forested area exposed differences in understory vegetation and soils, thereby altering the spectral characteristics.

In general, it can be stated that spectral information can be used in the same way as spatial data to delineate terrain variables that are correlated or assumed to be related to slope movements. In the case of landslides, these terrain variables are mostly related to vegetation and drainage conditions. In special cases where the landslide conditions produce high contrast or in the case where the landslide has unusually large dimensions, or in both cases, the feature itself may be identified on the basis of spectral information. However, seldom will this type of information alone be sufficient for analyzing the type of failure.

Satellite systems orbiting the earth also provide the opportunity to obtain data from the same areas on a regular schedule, allowing for the monitoring of processes over time. Images obtained shortly after a period of slope instability will show high contrast between the zones affected by slope instability and the stable surroundings, resulting in clearly detectable spatial and spectral changes. These changes allow the interpreter to develop a slope instability impact assessment, such as that shown in Figure 8-7, which shows an area in Thailand affected by debris flows following an exceptionally heavy rainstorm. The interpretation of sequential images allows for the correlation of climatic or seismic events with the occurrence and intensity of slope movements. Finally, the comparison of imagery obtained at different times may indicate the activity of the slope processes in an area. However, it must be noted that even 20 years' worth of satellite images is still a rather small amount to obtain a good idea of the activity of slope instability processes because they are mainly triggered by low-frequency spasmodic events. Furthermore, adverse weather conditions or certain system limitations are additional limiting factors to the acquisition of satellite data at the most appropriate times and serve to restrain the full achievement of the available temporal resolution.

3.6 Applicability of Satellite Remote Sensing

On the basis of the foregoing discussion, it may be concluded that currently available satellite remote sensing has limited application to the direct mapping of slope instability features. The spatial resolution of these systems is insufficient to allow the identification of landslide features smaller than about 100 m, even when conditions favor a strong contrast between the landslide and the background areas. If contrast conditions are less favorable, identification may be limited to features greater than 400 m. Such dimensions are greater than those of many economically significant landslides.

The lack of stereoscopic imagery, except in the case of the SPOT satellite, further limits the applicability of much of the currently available satellite imagery. Stereoscopic imaging capability allows for the visualization of the land surface in three dimensions. Such three-dimensional information is necessary for the interpretation of the characteristic and diagnostic morphologic features of slope failures. Therefore, accepting the limitations related to the spatial resolution, stereoscopic SPOT satellite images may sometimes be used for small-scale regional hazard zonation studies. LANDSAT thematic mapper images could also be used for the same purpose, but only when stereomates, which provide a means for stereoscopic viewing, are made with the help of a detailed DEM. Such detailed DEM data are not often available.

In contrast, satellite images are valuable tools for indirect mapping methods. These methods require information concerning the spatial distribution of landslide-controlling variables, such as a particular geomorphic condition, a specific lithology, or a particular type of land use. These may be mapped rapidly and reliably over large areas with the use of satellite images. In practice, this mapping process implies the use of a combination of satellite imagery and large-scale photography. Large-scale aerial photography is used for the initial landslide inventory mapping and analytical stages of slope instability assessment. These findings are then extrapolated and used to assist in the interpretation of the smaller-scale satellite imagery. In the interpretation of small-scale images, the local reference level of the interpreter is of great influence. The reference level of the interpreter is greatly improved when local large-scale information is combined with regional small-scale synoptic data. The value of stereoscopic SPOT satellite imagery can hardly be overestimated in these applications, as was demonstrated by Scanvic and Girault (1989) and Scanvic (1990) with a
case study of landslide vulnerability mapping near La Paz, Bolivia. The combined use of aerial photographs and satellite imagery in slope instability studies has also been emphasized by Tonnayopas (1988) and especially by van Westen (1992, 1993). The efficiency of integrating satellite images, aerial photographic interpretations, and field data was further improved by van Westen through the application of GIS techniques.

The potential of radar imagery for landslide hazard zonation requires further investigation. The results with radar interferometry are promising, and terrain roughness classification methods appear encouraging (Slaney and Singhroy 1991). Evans (1992) provided an overview of the applicability of synthetic aperture radar (SAR) to the study of geologic processes. However, problems remain with the use of radar imagery for landslide evaluations. Figure 8-13 is an ERS-1 satellite radar image for an area in southern Italy characterized by intensive slope processes and a local topographic relief that does not exceed 100 m. The geometric distortions due to foreshortening, a characteristic of the radar systems, and speckling due to the surface reflection characteristics resulted in a poor image.

FIGURE 8-13
Comparison of ERS-1 radar image of area in Basilicata, southern Italy, with SPOT image of same zone. Internal topographic relief is less than 100 m; nevertheless, radar image already shows considerable geometric distortion of slopes (foreshortening). Speckling is characteristic of radar images.
The application of thermal infrared (TIR) remote-sensing imagery for slope instability studies is still in an early research phase. The spatial resolution of the thermal band of the LANDSAT thematic mapper is far too coarse for landslide investigations. Yet a higher spatial resolution apparently would markedly degrade the thermal resolution of the detectors from their current sensitivity of 0.1°C. A number of materials identification experiments have been performed with airborne TIR sensors (Lasky 1980; Bison et al. 1990). The lower altitudes of these airborne sensors compared with the LANDSAT TM thermal sensor allow them to achieve increased spatial resolution while maintaining the thermal resolution.

Bison et al. (1990) conducted some promising thermal inertia mapping research on a small area in Italy that is subject to landsliding. Thermal inertia provides a measure of the ease with which an object changes temperature. In natural soil materials the presence of water greatly reduces the rate at which the soil changes temperature in response to diurnal heating and cooling cycles. Thus, comparison of thermal images taken at different times within the daily cycle allows the determination of relative thermal inertia values. If other factors are the same, wetter soils will show greater relative thermal inertia values. Bison et al. evaluated TIR images collected immediately before and after sunrise in the autumn to produce maps of relative thermal inertia. Effects of vegetation and shadowing were identified and removed. Detectors installed in the ground registered variations in temperature of the soils on a slope. These variations could be correlated with variations in the soil moisture content and with patterns visible in the thermal imagery. However, no threshold values were established for the soil moisture content in relation to the occurrence of slope failures.

The term small-format aerial photographs refers to all photographs taken from airborne platforms and that have a negative size smaller than the conventional 23- by 23-cm aerial photographs. Useful images have been collected at a variety of negative sizes, including the common 35-mm film size. Small-format oblique aerial photographs may be obtained with a hand-held camera from helicopters, light aircraft, and even ultralight aircraft. These methods allow for almost real-time synoptic information on landslides to be obtained. Such information is extremely useful for the evaluation of large, complex slope failures. To make precise measurements of objects from these photographs, techniques of nonconventional photogrammetry must be employed. These techniques are becoming more promising because software programs have been developed that allow for detailed quantitative work with a minimum of ground control points (V. Kaufmann, personal communication, 1993, Technical University, Graz, Austria).

4. GEOGRAPHIC INFORMATION SYSTEMS IN HAZARD ZONATION

The occurrence of slope failures depends generally on complex interactions among a large number of partially interrelated factors. Analysis of landslide hazard requires evaluation of the relationships between various terrain conditions and landslide occurrences. An experienced earth scientist has the capability to mentally assess the overall slope conditions and to extract the critical parameters. However, an objective procedure is often desired to quantitatively support the slope instability assessment. This procedure requires evaluation of the spatially varying terrain conditions as well as the spatial representation of the landslides. A geographic information system (GIS) allows for the storage and manipulation of information concerning the different terrain factors as distinct data layers and thus provides an excellent tool for slope instability hazard zonation.

4.1 Geographic Information Systems

A GIS is defined as a "powerful set of tools for collecting, storing, retrieving at will, transforming, and displaying spatial data from the real world for a particular set of purposes" (Burrough 1986). The first experimental computerized GIS was developed as early as the 1960s, but the real boom came in the 1980s with the increasing availability of inexpensive personal computers (PCs). For an introduction to GIS, the reader is referred to textbooks such as those by Burrough (1986) or Aronoff (1989). Generally a GIS consists of the following components:

1. Data input and verification,
2. Data storage and data-base manipulation,
3. Data transformation and analysis, and
4. Data output and presentation.
Currently there are many different systems on the market, ranging from public domain software for PCs to very expensive systems for mainframe computers. In general, the systems differ with respect to:

- Type of data structure (vector versus raster);
- Data compression technique (Quadtrees, run-length coding);
- Dimension (two-dimensional versus three-dimensional);
- Mainframe, minicomputer, and microcomputer hardware; and
- User interface (pop-up menus, mouse-driven, help options, etc.).

The advantages of the use of GIS as compared with conventional spatial analysis techniques are treated extensively by Burrough (1986) and Aronoff (1989). An ideal GIS for landslide hazard zonation combines conventional GIS procedures with image-processing capabilities and a relational data base. Since frequent map overlaying, modeling, and integration with remote-sensing images (scanned aerial photographs and satellite images) are required, a raster system is preferred. The system should be able to perform spatial analysis on multiple-input maps and connected attribute data tables. Necessary GIS functions include map overlay, reclassification, and a variety of other spatial functions incorporating logical, arithmetic, conditional, and neighborhood operations. In many cases landslide modeling requires the iterative application of similar analyses using different parameters. Therefore, the GIS should allow for the use of batch files and macros to assist in performing these iterations. Since most data sets required for landslide hazard zonation projects are still relatively small, mostly less than 100 megabytes, they can be readily accommodated by inexpensive PC-based GIS applications.

The advantages of GIS for assessing landslide hazard include the following:

1. A large amount of time is needed for data entry. Digitizing is especially time-consuming.
2. It is possible to improve models by evaluating their results and adjusting the input variables. Users can achieve the optimum results by a process of trial and error, running the models several times, whereas it is difficult to use these models even once in the conventional manner. Therefore, more accurate results can be expected.
3. In the course of a landslide hazard assessment project, the input maps derived from field observations can be updated rapidly when new data are collected. Also, after completion of the project, the data can be used by others in an effective manner.

The disadvantages of GIS for assessing landslide hazard include the following:

1. A large amount of time is needed for data entry. Digitizing is especially time-consuming.
2. There is a danger in placing too much emphasis on data analysis as such at the expense of data collection and manipulation based on professional experience. A large number of different techniques of analysis are theoretically possible, but often the necessary data are missing. In other words, the tools are available but cannot be used because of the lack or uncertainty of input data.

4.2 Examples from the Literature

The first applications of a simple, self-programmed, prototype GIS for analyzing landslide hazard zonation date from the late 1970s. Newman et al. (1978) reported on the feasibility of producing landslide susceptibility maps using computers. Carrara et al. (1978) reported results of multivariate analysis applied on grid cells with a ground resolution of 200 by 200 m and using approximately 25 variables. Huma and Radulescu (1978) reported an example from Romania that provided a qualitative hazard analysis by including the factors of mass movement occurrence, geology, structural geologic conditions, hydrologic conditions, vegetation, slope angle, and slope aspect. Radbruch-Hall et al. (1979) wrote their own software to produce small-scale (1:7,500,000) maps of the United States. Each map contained about 6 million pixels, which showed hazards, unfavorable geologic conditions, and areas in which construction or land development may exacerbate existing hazards. These maps were made by qualitative overlay of several input maps.

During the 1980s the use of GIS for slope instability mapping increased sharply because of the de-
Development of a great variety of commercial systems, such as Arc/Info (Environmental Systems Research Institute 1992) and Intergraph Corporation's MGE (Intergraph Corporation 1993). The increasing power and availability of PCs led to the development of several GIS applications that would work on these computers, including Tydac Corporation's SPANS and IDRISI (Eastman 1992a, 1992b).

The majority of case studies presented in the literature concerning the use of GIS methods for slope instability investigations deal with qualitative hazard zonation. The importance of geomorphic input data is stressed in the methods of Kienholz et al. (1988), who used detailed aerial photointerpretation in conjunction with a GIS for qualitative mountain hazard analysis. They state that because of the lack of good models and geotechnical input data, the use of a relatively simple model based on geomorphology seemed to be the most realistic method. Most examples of qualitative hazard analysis with GIS are recent (Stakenborg 1986; Bertozzi et al. 1992; Kingsbury et al. 1992; Mani and Gerber 1992; van Westen and Alzate-Bonilla 1990). Many examples are presented in the proceedings of specialty conferences, such as those edited by Alzate (1992) and by Goodchild et al. (1993).

Examples of landslide susceptibility analysis utilizing GIS techniques have been reported by U.S. Geological Survey (USGS) personnel in Menlo Park, California (Brabb 1984, 1987; Brabb et al. 1989). These studies extended earlier studies and took into account additional factors besides landslide activity, geology, and slope. Other examples of quantitative statistical analysis of landslide cause or potential with GIS are rather scarce (Choubey and Litoria 1990; Lopez and Zinck 1991; van Westen 1993). Many examples are presented in the proceedings of specialty conferences, such as those edited by Alzate (1992) and by Goodchild et al. (1993).

Examples of landslide susceptibility analysis utilizing GIS techniques have been reported by U.S. Geological Survey (USGS) personnel in Menlo Park, California (Brabb 1984, 1987; Brabb et al. 1989). These studies extended earlier studies and took into account additional factors besides landslide activity, geology, and slope. Other examples of quantitative statistical analysis of landslide cause or potential with GIS are rather scarce (Choubey and Litoria 1990; Lopez and Zinck 1991; van Westen 1993). Many examples are presented in the proceedings of specialty conferences, such as those edited by Alzate (1992) and by Goodchild et al. (1993).

Recent examples of multivariate statistical analysis using GIS have been presented by Carrara and his team from Italy. Their work initially used large rectangular grid cells as the basis for analysis (Carrara et al. 1978; Carrara 1983, 1988). Later studies evolved toward the use of morphometric units (Carrara et al. 1990, 1991, 1992). The method itself has not undergone major changes. The statistical model is built up in a "training area" where the spatial distribution of landslides is (or should be) well known (Carrara 1988). In the next step the model is extended to the entire study area, or "target area," on the basis of the assumption that the factors that cause slope failure in the target area are the same as those in the training area.

Another example of multivariate analysis of landsliding using a GIS was presented by Bernstein et al. (1988), who applied multiple regression analysis to a data set using presence or absence of landslides as the dependent variable and the factors used in a slope stability model (soil depth, soil strength, slope angle) as independent variables. Water table and cohesion data were not considered, however. The resulting regression function allows the computation of landslide probability for each pixel.

Deterministic modeling of landslide hazard using GIS has become popular. Most examples deal with infinite slope models, since they are simple to use for each pixel separately (Brass et al. 1989; Murphy and Vita-Finzi 1991; van Westen 1993). Hammond et al. (1992) presented methods in which the variability of the factor of safety is calculated from selected input variables utilizing Monte Carlo techniques. This implies a large number of repeated calculations, which are readily supported by use of a GIS.

Another useful application of GIS has been the prediction of rock slides. The prediction is made for a series of pixels by comparing discontinuity measurements within structurally homogeneous regions with slope and aspect values for each pixel (Wentworth et al. 1987; Wagner et al. 1988). The method is feasible only in structurally simple areas, however.

A relatively new development in the use of GIS for slope instability assessment is the application of so-called "neighborhood analysis." Most of the conventional GIS techniques are based on map overlaying, which allows only for the spatial comparison of different maps at common pixel locations. In contrast, neighborhood operations permit evaluation of the neighboring pixels surrounding a central pixel. The process is repeated for a sequence of central pixels, the analysis neighborhood, or window, moving around the map. Neighborhood functions are used to compute, or determine, such morphometric and hydrologic features as slope angle, slope aspect, downslope and cross-slope convexity, ridge and valley lines, catchment areas, stream ordering, and the con-
tributing areas for each pixel in the map area by evaluating the data contained in a gridded DEM. Zevenbergen and Thorne (1987) presented a method for the automatic extraction of slope angle, slope aspect, and downslope and cross-slope convexity. An overview of the algorithms applied in the extraction of morphometric parameters from DEMs was given by Gardner et al. (1990).

The potential value of DEMs for dynamic slope stability analysis was stressed by Pike (1988) and Wadge (1988). Carrara automatically identified from a detailed DEM the homogeneous units he used as the basis for a multivariate analysis. The morphometric and hydrologic parameters used in that analysis were also extracted automatically (Carrara et al. 1990; Carrara 1988). Niemann and Howes (1991) performed a statistical analysis based on automatically extracted morphometric parameters (slope angle, slope aspect, downslope and cross-slope convexity, and drainage area), which they grouped into homogeneous units using cluster analysis. Various authors (Okimura and Kawatani 1986; Brass et al. 1989) have used neighborhood analysis in the modeling of groundwater tables over time, and used these values as one of the input factors in infinite slope modeling. A simple type of neighborhood analysis was applied by van Dijke and van Westen (1990) to model the runout distances for rock-fall blocks. Ellen et al. (1993) developed a dynamic model for simulating the runout distance of debris flows with a GIS.

A recent development in the use of GIS for slope instability zonation is the application of expert systems. Pearson et al. (1991) developed an expert system in connection with a GIS in order to remove the constraint that users should have considerable experience with GIS. A prototype interface between a GIS (Arc/Info) and an expert system (Nexpert Object) was developed and applied for translational landslide hazard zonation in an area in Cyprus. The question remains, however, as to whether the rules used in this expert system apply only to this specific area or are universally applicable.

4.3 GIS-Based Landslide Hazard Zonation Techniques

The most useful techniques for the application of GIS landslide hazard zonation are presented in the following discussion. A brief description of the various landslide hazard analysis techniques was given in Section 2.4. Each technique described here is shown schematically in a simplified flowchart. An overview is given of the required input data (as discussed in Section 2.3), and the various steps required in using GIS techniques are mentioned briefly. A recommendation is also provided regarding the most appropriate working scale (see also Section 2.2).

4.3.1 Landslide Inventory

The input consists of a field-checked photointerpretation map of landslides for which recent, relatively large-scale aerial photographs have been used combined with a table containing landslide parameters obtained from a checklist. GIS can perform an important task in transferring the digitized photointerpretation to the topographic base map projection using a series of control points and camera information.

The GIS procedure is as follows:

- Digitize the mass movement phenomena, each with its own unique label and a six-digit code containing information on the landslide type, subtype, activity, depth, and site vegetation and whether the unit is a landslide scarp or body;
- Recode the landslide map showing the parameters for landslide type or subtype into maps that display only a single type or process.

In this technique, the GIS is used only to store the information and to display maps in different forms (e.g., only the scarps, only the slides, or only the active slides). Although the actual analysis is very simple, the use of GIS provides a great advantage for this method. The user can select specific combinations of mass movement parameters and obtain better insight into the spatial distribution of the various landslide types. The method is represented schematically in Figure 8-14.

The code for mass movement activity given to each mass movement phenomenon can also be used in combination with mass movement distribution maps from earlier dates to analyze mass movement activity. Depending on the type of terrain being studied, time intervals of 5 to 20 years may be selected. This method of interval analysis provides estimates of the numbers or percentages of reactivated, new, or stabilized landslides.

Mass movement information can also be presented as a percentage cover within mapping
units. These mapping units may be TMUs, geomorphic units, geologic units, or any other appropriate map unit. This method may also be used to test the importance of each individual parameter for predicting the occurrence of mass movements. The required input data consist of a mass movement distribution map and a land-unit map. If the method is used to test the importance of specific parameter classes, the user decides, on the basis of his or her field experience, which individual parameter maps, or combination of parameter maps, will be used.

The following GIS procedures are used for mass movement density analysis:

- Calculation of a bit map (presence or absence) for the specific movement type for which the analysis is carried out;
- Combination of the selected parameter map with the bit map through a process called "map crossing," which spatially correlates the conditions on the two maps; and
- Calculation of the area percentage per parameter class occupied by landslides.

With a small modification, the number of landslides can be calculated instead of the areal density. In this case a bit map is not made, and the mass movement map itself, in which each polygon has a unique code, is overlaid by the parameter map. The method is represented schematically in Figure 8-15.

Isopleth mapping is a special form of mass movement density mapping. The method uses a large circular counting filter that calculates the landslide density for each circle center automatically. The resulting values for the circle centers are interpolated and contours of equal density are drawn. The scale of the pixels and the size of the filter used define the values in the resulting density map.

The method is most appropriate at medium or large scales. At the regional scale the construction of a mass movement distribution map is very time-consuming and too detailed for procedures of general regional zoning. Nevertheless, when possible, it is advisable to prepare such a map also for the regional scale, although with less detail.

4.3.2 Heuristic Analysis

As explained in Section 2.4.2, when a heuristic approach is used, the hazard map is made by the mapping geomorphologist using site-specific knowledge obtained through photointerpretation and fieldwork. The map can be made either directly in the field or by recoding a geomorphic map. The criteria on which hazard class designations are made may also include the results of slope stability analyses performed on the site. The hazard map is used to define the appropriate zoning areas for development planning.
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FIGURE 8-15
Use of GIS for analysis of landslide density.

MAP 1: PARAMETER MAP

CROSSTABLE

<table>
<thead>
<tr>
<th>MAP 1 SLIDE PIXELS</th>
<th>OUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 200</td>
<td>1</td>
</tr>
<tr>
<td>2 150</td>
<td>2</td>
</tr>
<tr>
<td>3 250</td>
<td>3</td>
</tr>
<tr>
<td>4 200</td>
<td>5</td>
</tr>
<tr>
<td>5 300</td>
<td>7</td>
</tr>
<tr>
<td>6 50</td>
<td>4</td>
</tr>
<tr>
<td>7 100</td>
<td>8</td>
</tr>
</tbody>
</table>

RESULTING TABLE

<table>
<thead>
<tr>
<th>MAP 1 LITHOLOGY</th>
<th>DENS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALLUVIAL</td>
<td>0</td>
</tr>
<tr>
<td>LAVAS</td>
<td>0</td>
</tr>
<tr>
<td>SCHISTS</td>
<td>16.7</td>
</tr>
<tr>
<td>FLYSCH</td>
<td>20</td>
</tr>
<tr>
<td>DIORITE</td>
<td>25</td>
</tr>
</tbody>
</table>

LANDSLIDES (BIT MAP)

OVERLAYING

LANDSLIDE DENSITY MAP

lations are based are not formalized in generally applicable rules and may vary from polygon to polygon. GIS can be used in this type of work as a drawing tool, allowing rapid recoding of units and correction of units that were coded erroneously. GIS is not used as a tool for the analysis of the important parameters related to the occurrence of mass movements. The method can be applied at regional, medium, or large scales in a relatively short time period. It does not require the digitizing of many different maps. However, the detailed fieldwork requires a considerable amount of time.

If the analysis is done by combining several parameter maps, qualitative weighting values are assigned to each class of parameter map, and each parameter map receives a different weight. The earth scientist decides which maps will be utilized and which weighting values will be assigned on the basis of field knowledge of the causal factors (see Figure 8-16).

The following GIS procedures are used:

- Classification of each parameter map into a number of relevant classes;
- Assignment of weighting values to each of the parameter classes (e.g., on a scale of 1 to 10);
- Assignment of weighting values to each of the parameter maps; and
- Calculation of weights for each pixel and classification in a few hazard classes.

The method is applicable on all three scales. Each scale has its own requirements as to the required detail of the input maps.

4.3.3 Statistical Analysis

In statistical methods, overlaying of parameter maps and calculation of landslide densities form the core of the analysis. If bivariate techniques are chosen, the importance of each parameter or specific combinations of parameters can be analyzed individually. Several methods exist for calculating weighting values (see Section 2.4.3). Most are based on the relationship between the landslide density per parameter class compared with the landslide density over the entire area. Each method has its specific rules for data integration required to produce the total hazard map.

The weighting values can also be used to design decision rules, which are based on the experience of the earth scientist. It is possible to combine various parameter maps into a map of homogeneous units, which is then combined or overlaid with the
landslide map to produce a landslide density for each unique combination of input parameters.

GIS is very suitable for use with this method, especially with macro commands for repetitive calculations involving a large number of map combinations and manipulation of attribute data. It should be stressed that the selection of parameters also has an important subjective element in this method. However, the user can test the importance of individual parameter maps and decide on the final input maps in an iterative manner. The following GIS procedures are used (see Figure 8-17):

- Classification of each parameter map into a number of relevant classes;
- Combination of the selected parameter maps with the landslide map by the process known as map crossing to produce cross-tabulations defining the spatial correlations between the parameter maps and the landslide map;
- Calculation of weighting values based on the cross-tabulation data; and
- Assignment of weighting values to the various parameter maps or design of decision rules to be applied to the maps and classification of the resulting scores in a few hazard classes.

Multivariate statistical analyses of important factors related to landslide occurrence give the relative contribution of each of these factors to the total hazard within a defined land unit. The analyses are based on the presence or absence of mass movement phenomena within these land units, which may be catchment areas, interpreted geomorphic units, or other kinds of terrain units.

Several multivariate methods have been proposed in the literature. Most of these, such as discriminant analysis or multiple regression, require the use of external statistical packages. GIS techniques are used to sample parameters for each land unit. However, with a PC-based GIS, the large volume of data may become a problem. The method requires a landslide distribution map and a land-unit map. A large number of parameters are used, sometimes up to 50. The following GIS procedures are used (see Figure 8-18):

- Determination of the list of factors that will be included in the analysis. Because many input maps (such as geology) are of an alphanumerical type, they must be converted to numerical maps. These maps can be converted to presence or absence values for each land unit or presented as percentage cover, or the parameter
FIGURE 8-17
Use of GIS for bivariate statistical analysis.

FIGURE 8-18
Use of GIS for multivariate statistical analysis.
classes can be ranked according to increasing mass movement density. By combining the parameter maps with the land-unit map, a large matrix is created.

- Combination of the land-unit map with the mass movement map by map overlaying and dividing the stable and the unstable units into two groups.
- Exportation of the matrix to a statistical package for subsequent analysis.
- Importation of the results for each land unit into the GIS and recoding of the land units.
- The frequency distribution of stable and unstable classified units is checked to see whether the two groups are separated correctly.
- Classification of the map into a few hazard classes.

Although the statistical techniques can be applied at different scales, their use becomes quite restricted at the regional scale, where an accurate input map of landslide occurrences may not be available and where most of the important parameters cannot be collected with appropriate accuracy. At large scales different factors will have to be used, such as water-table depth, soil layer sequences, and thicknesses. These data are very difficult to obtain even for relatively small areas. Therefore the medium scale is considered most appropriate for this technique.

### 4.3.4 Deterministic Analysis

The methods described thus far give no information on the stability of a slope as expressed in terms of its factor of safety. For such information, slope stability models are necessary. These models require input data on soil layer thickness, soil strength, depth below the terrain surface to the potential sliding surfaces, slope angle, and pore pressure conditions to be expected on the slip surfaces. The following parameter maps must be available in order to use such models:

- A material map showing the distribution both at ground surface and in the vertical profile with accompanying data on soil characteristics,
- A groundwater level map based on a groundwater model or on field measurements, and
- A detailed slope-angle map derived from a very detailed DEM.

Several approaches allow for the application of GIS in deterministic modeling (see Figure 8-19):

- The use of an infinite slope model, which calculates the safety factor for each pixel;
- Selection of a number of profiles from the DEM and the other parameter maps, which are exported to external slope stability models; and
- Sampling of data at predefined grid points and exportation of these data to a three-dimensional slope stability model.

The result is a map showing the average safety factor for a given magnitude of groundwater depth and seismic acceleration. The variability of the input data can be used to calculate the probability of failure in connection with the return period of triggering events. Generally the resulting safety factors and probabilities should not be used as absolute values unless the analysis is done in a small area where all parameters are well known. Normally they are only indicative and can be used to test different scenarios of slip surfaces and groundwater depths. The method is applicable only at large scales and over small areas. At regional and medium scales, the required detailed input data, especially concerning groundwater levels, soil profile, and geotechnical descriptions, usually cannot be provided.

### 4.4 Phases of Landslide Hazard Analysis Using GIS

A GIS-supported landslide hazard analysis project requires a number of unique phases, which are distinctly different from those required by a conventional landslide hazard analysis project. An overview of the 12 phases is given in Table 8-10. There is a logical order to these phases, although some may overlap considerably. Phases 7 to 11 are carried out using the computer. Database design (Phase 4) occurs before the computer work starts and even before the field work because it determines the way in which the input data are collected in the field.

Table 8-10 also indicates the relative amount of time spent on each phase at each of the three scales of analysis. The time amounts are expressed as a percentage of the time spent on the entire process and are estimated on the basis of experience. Absolute time estimates are not given, since
Table 8-10

<table>
<thead>
<tr>
<th>Phase</th>
<th>Regional Scale</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conventional</td>
<td>GIS-Based</td>
<td>Conventional</td>
<td>GIS-Based</td>
<td>Conventional</td>
<td>GIS-Based</td>
</tr>
<tr>
<td></td>
<td>Methods</td>
<td>Methods</td>
<td>Methods</td>
<td>Methods</td>
<td>Methods</td>
<td>Methods</td>
</tr>
<tr>
<td>1 Choice of scale and</td>
<td>&lt;5</td>
<td>&lt;5</td>
<td>&lt;5</td>
<td>&lt;5</td>
<td>&lt;1</td>
<td>&lt;5</td>
</tr>
<tr>
<td>methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Collection of existing</td>
<td>&lt;5</td>
<td>&lt;5</td>
<td>&lt;5</td>
<td>&lt;5</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 Image interpretation</td>
<td>50</td>
<td>50</td>
<td>30</td>
<td>30</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>4 Data-base design</td>
<td>0</td>
<td>&lt;5</td>
<td>0</td>
<td>&lt;5</td>
<td>0</td>
<td>&lt;5</td>
</tr>
<tr>
<td>5 Fieldwork</td>
<td>&lt;5</td>
<td>&lt;5</td>
<td>7</td>
<td>7</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>6 Laboratory analysis</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>&lt;5</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>7 Data entry</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>8 Data validation</td>
<td>0</td>
<td>&lt;5</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>9 Data manipulation</td>
<td>0</td>
<td>&lt;5</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>10 Data analysis</td>
<td>30</td>
<td>10</td>
<td>48</td>
<td>10</td>
<td>61</td>
<td>10</td>
</tr>
<tr>
<td>11 Error analysis</td>
<td>0</td>
<td>&lt;5</td>
<td>0</td>
<td>&lt;5</td>
<td>0</td>
<td>&lt;5</td>
</tr>
<tr>
<td>12 Final map production</td>
<td>10</td>
<td>&lt;5</td>
<td>10</td>
<td>&lt;5</td>
<td>10</td>
<td>&lt;5</td>
</tr>
</tbody>
</table>
these depend on too many variable factors, such as the amount of available input data, the size of the study area, and the experience of the investigator or investigators.

The percentage of time needed for image interpretation using the GIS approach decreases from the regional scale to the large scale, and fieldwork and laboratory analysis tasks become more important. Data entry requires the most time at the medium scale because of the large number of parameter maps that have to be digitized. Because analysis is based on only one basic data layer of TMUs, the time needed for data entry on the regional scale is much lower.

Working with a GIS considerably increases the time needed for the preanalysis phases, mainly because of the tedious job of hand-digitizing input maps. Time needed for data analysis, however, is not more than 10 percent in the GIS approach versus almost 50 percent using conventional techniques. Many of the analysis techniques are almost impossible to execute without a GIS. Working with GIS considerably reduces the time needed to produce the final maps, which are no longer drawn by hand.

REFERENCES


1. INTRODUCTION

By assessing causes of and factors contributing to slope movement, surface observation and geologic mapping of slopes provide the basis for subsurface investigations and engineering analyses that follow. Accurate interpretation of the surface features of a landslide can be used to evaluate the mode of movement, judge the direction and rate of movement, and estimate the geometry of the slip surface. Surface observation and geologic mapping should be done on slopes with active or inactive landslides and on slopes with no evidence of past landslides to provide a basis for evaluation of the likelihood of new or renewed slope movement. Information obtained through surface observation and geologic mapping of a particular site extends and utilizes knowledge of landslide types and processes discussed in Chapter 3 and the recognition and identification procedures described in Chapter 8. The results of geologic mapping provide the basis for planning the subsurface investigations described in this chapter and for locating the instrumentation discussed in Chapter 11. The geologist should remain involved in the project during the subsurface investigation to aid in the correlation of surface and subsurface data. During the design of slope stabilization measures, discussed in Chapters 17 and 18, the geologist should be available to answer questions about the geology, and during construction the geologist should be on site to compare conditions encountered with those predicted.

Basic tools and techniques needed in surface observation and geologic mapping include access to existing information, use of topographic maps and aerial photographs, use of aircraft for aerial reconnaissance, access to the field site, use of limited hardware and simple instruments, and the ability to observe and interpret geologic features caused by and related to slope instability. Some of the techniques that are described in this chapter are relatively new and have not received widespread exposure. Those techniques that are well known will be mentioned in the context of the chapter but not discussed in detail. A review of more sophisticated survey technology applicable to landslide evaluations is also included in this chapter.

1.1 Duties of the Geologist

Surface observation and geologic mapping are useful for an existing project that has developed an unstable slope and for a proposed project that has the potential for slope movement. The usual sequence of events is similar for both projects; the sense of urgency and the time available to respond are different.

The geologist is notified that the project has been authorized and the area is described as well as possible by a knowledgeable person, perhaps someone who witnessed or discovered a slope movement. Geologic and topographic maps and aerial photographs are examined if available to provide an initial understanding of the general character of the site.
An aerial reconnaissance is made if possible, providing a very useful perspective of the geology; the nature of the slope movement if it has occurred; the general configuration of the landscape, including vegetation, geomorphology, and surface water features; and access to the site. Proximity to utilities and other nongeologic features of importance also can be observed readily from the air. The most practical aircraft for geologic reconnaissance is a high-wing, single-engine airplane. Helicopters are excellent reconnaissance aircraft; however, they are much more expensive than fixed-wing aircraft and generally are less available.

The geologist begins the actual investigation with a ground-based geologic reconnaissance. The relationship of the topographic map and aerial photographs to the actual landscape is recognized and geologic mapping begins. If slope movement has occurred, particular attention is paid to features such as ground cracks, closed topographic depressions, tilted trees, and seeps and springs. Other geologic features, such as bedrock exposures, surficial deposits, and geologic structure, are also mapped and recorded. A special effort should be made to photograph important features. Photographs are a visual supplement to the geologic map and the field notes produced during the reconnaissance. Photographs can record information that may become less evident over time and can facilitate communication with specialists unfamiliar with technical landslide terminology.

Early in the surface observation and geologic mapping effort at sites with active slope movements, reconnaissance instrumentation should be deployed across selected ground cracks and within the body of the landslide. Instrumentation measurements may be repeated several times during the geologic mapping to provide early information on the rate and nature of slope movement. Shallow groundwater information acquired by simple instrumentation is especially valuable.

Topographic profile and geologic information should be collected to produce geologic cross sections at important locations. Topographic maps usually provide adequate detail for cross sections in less important locations. Conceptualization of geologic conditions follows field data collection; however, much of the conceptualization is developed as part of the "multiple working hypothesis" approach used in geology (Chamberlin 1965). The formal geologic map is prepared from field notes, and a verbal report consisting of pertinent findings, observations, and recommendations for locations and numbers of borings and test pits may be given to the design engineer. A written report is presented to those responsible for planning the subsurface investigation, and the geologist assists in coordinating the subsurface investigation results with the surface observations and geologic maps.

### 1.2 Active Slides Versus Stable Slopes

Investigations of stable slopes, even those with inactive landslide deposits, may be more methodical than investigations of active slide areas because such analyses are not performed under conditions of urgency. On active slides the investigative tools and techniques used for stable slope areas are supplemented with other techniques. The immediate information needed by a design team investigating an active landslide includes the boundaries of the slope movement, the rate and direction of movement, and the probable causes of movement. The engineering geologist is well equipped to collect and interpret this kind of information rapidly. Reconnaissance instrumentation for monitoring deformations and pore pressures should be deployed in the early stages of an investigation of an active slide to provide an early and long record. Experience on the part of the geologist is needed because of the lack of time for methodical investigation and because of possible hazards such as open ground cracks, falling rock, or debris flows.

### 2. WORK REQUIRED BEFORE FIELD VISITATION

Efficient surface observation and geologic mapping must be planned in the office before the site is visited. The area of interest must be identified, and available geologic and geotechnical information, aerial photographs, and topographic maps must be collected and reviewed.

#### 2.1 Area of Interest

The area of interest includes the slope with the active landslide or the potential for slope movement as well as adjacent regions that could be contributing to causes of movement. Adjacent land uses, such as agricultural irrigation, may be important factors. Regional geologic conditions could be di-
recting groundwater from adjacent recharge areas into the area subject to slope movement. Some landslide types are capable of traveling relatively far from their sites of origination. When such landslide types are anticipated, it is prudent to consider the adjacent areas upslope from the project site where such landslides might originate as well as the adjacent areas downslope that might be affected by landslides generated at the project site.

The area of interest must be defined to permit searching for available geologic and geotechnical information, aerial photographs, and topographic maps and for planning aerial and ground-based geologic reconnaissance.

2.2 Geologic and Geotechnical Information

Regional geologic and tectonic information provides an understanding of the geologic context, which will be helpful in anticipating those factors that will be important in controlling slope stability. Regional maps generally are made at scales of 1:100,000 or less and are usually published by government agencies.

Local geologic and tectonic information provides a useful basis for an understanding of the general nature of the site geology. The rock types, surficial deposits, ages, stratigraphic relationships, and structural features are better portrayed on maps at scales larger than 1:100,000. (In the United States, common scales for local geologic maps are 1:62,500 and 1:24,000; in many other countries, common scales are 1:50,000 and 1:10,000.) Unpublished theses from local universities may include larger-scale geologic maps to supplement published maps.

Groundwater conditions are particularly important in slope stability evaluations. Preliminary information often can be collected from regional and local geologic maps. Recharge and discharge areas may be discernible from a knowledge of the regional climate and preliminary analysis of the terrain, including the distribution of rock types, faults and fractures, and springs and marshes. Isohyetal maps and other maps representing climatic information are available from government agencies. Some geologic maps provide reasonably detailed information on surficial deposits, including landslide deposits. Other geologic maps are made specifically to portray bedrock relationships; these maps often disregard the surficial deposits and show bedrock relationships as if surficial materials were not present.

Some countries have published soil survey reports that may be helpful in understanding the weathering products of some geologic formations. The U.S. Department of Agriculture (USDA), for example, includes the Natural Resources Conservation Service (formerly the Soil Conservation Service), an agency responsible for mapping soils in agricultural areas. The USDA Forest Service maps soils on national forests, which cover extensive areas in the western United States and Alaska. Soil surveys usually are restricted to the upper 1.5 m of the soil profile. Nonetheless, this information can be particularly useful because of the level of detail (Hasan 1994). Soil moisture, seeps, springs, and marshy areas are important in agricultural soil surveys; therefore, these features are well documented in the published surveys. Furthermore, the maps in soil survey reports are on an aerial-photographic base. These photographs, although not stereoscopic in the published soil surveys, are helpful in several ways, as discussed in Section 2.3. Soil surveys usually include some limited data on the engineering properties of selected soils. This information can serve as the basis for estimating initial values for preliminary slope stability calculations (Hasan 1994).

Areas of slope instability often have recurring problems. A report may have been prepared before construction of a highway project, but a slope movement may occur after the project has been completed. In such cases, a report on the specific geology or geotechnology, or both, prepared by an agency or consultant may be available for the subject area. Such reports are excellent sources of pertinent information and should be utilized to the greatest extent possible.

2.3 Aerial Photographs

Aerial photographs, which are discussed in Chapter 8, may be available from government agencies or commercial aerial-photography companies, usually for specific projects or purposes, possibly for making topographic maps. Although older photographs are commonly in black and white, since the late 1960s they have usually been in natural color. The older black-and-white photographs were produced at scales that are of marginal usefulness for detailed
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Scales of 1:15,000 or larger are required before the photographs have the detail needed for mapping. Some features are lost even at a scale of 1:5,000 in natural color photographs (see Chapter 8). Aerial photographs at scales between 1:24,000 and 1:12,000 are available in the United States for areas covered by the Natural Resources Conservation Service soil surveys and for federal land administered by the Forest Service, Bureau of Land Management, and National Park Service.

For most modern highway projects, including some low-volume roads, project-specific aerial photographs are used in planning and design. Often the photographs are used to prepare topographic strip maps of the right-of-way. Such photographs are particularly valuable as a base for geologic mapping. Items used in working with aerial photographs are shown in Figure 9-1. Acetate sheets (such as those used for overhead projector transparencies) may be taped over the photographs and special extra-fine-point permanent-ink pens (overhead projector pens) used to make notations in the field. To help keep the photographs clean and dry in the field, suitably sized plastic food storage bags with tightly fitting closures (self-sealing bags) are particularly useful and inexpensive. Nonprescription reading glasses are an alternative to a pocket stereoscope; the glasses may be worn like regular glasses, even over prescription lenses.

When current aerial photography is available, it is often possible to obtain photographs taken for the same area 5, 10, or even 50 years earlier. Older photographs may show evidence of past landslide movement at or near the area of interest. In areas with extensive urban development, the original topography will be visible on aerial photographs taken before urbanization. These photographs can provide valuable insight into conditions affecting slope stability in these areas.

Landslide features, particularly scarp and fissures, can be accentuated by low-sun-angle illumination. Data and procedures described in a current solar ephemeris permit calculation of the optimum time of day and day of year for morning and afternoon low-sun-angle illumination at any location where the latitude and longitude are known. Figure 9-2 shows a plot and data table for the position of the sun referenced to the Thousand Peaks landslide area in northern Utah on August 23, 1990, the date when photographs were taken for a pipeline investigation. A detail of the highlighted and shadowed scarp visible on one of the photographs is shown in Figure 9-3.

2.4 Topographic Maps

Existing topographic maps provide information for assessing site access and general conditions. However, these maps usually are not at a scale suitable for the level of detail needed in most landslide investigations. Furthermore, existing maps most likely were made before recent slope movement, and thus the features of active landslides may not be visible.

Project-specific topographic maps can be tailored to suit the needs of the project. These maps usually are produced by photogrammetric methods from stereoscopic aerial photographs. Therefore, the photographs and maps are useful in surface field-investigation activities. Current technology allows for production of orthogonally rectified aerial photographs. The best base map can be realized by superimposing the topographic contours on an orthophotographic base.

3. ON-SITE ENGINEERING-GEOLLOGIC INVESTIGATIONS

On-site engineering-geologic investigations of areas of active and potential slope movements consist of reconnaissance observations, engineering-geologic mapping, and reconnaissance instrumentation.
The results of the earlier office-based investigations should be well understood before this field investigation is begun.

### 3.1 Reconnaissance Observations

Aerial reconnaissance is the preferred type of initial surface investigation. The perspective obtained from the air is valuable in understanding the relationships among landslide features, surficial and bedrock materials, landforms, vegetation, and surface water features. In addition, some aspects of logistics, such as roads and trails, may be observed best from the air at a close distance.

General geologic features and landforms can be noted on topographic maps, aerial photographs, or both during the aerial reconnaissance. Features such as bedrock exposures, vigorous vegetation marking shallow groundwater or springs, breaks in slope angle, terraces, ground cracks, tilted trees, and areas of eroded bare slopes should be noted for subsequent examination on the ground. A thorough understanding of these types of features often leads to an interpretation of the causes of or factors contributing to slope movement.

Reconnaissance observations also can be of value in assessing physical access to the site. The location of roads and trails is important, not only for the geologist, but also as access for subsurface investigation equipment. In some locations, utilities may cross the site. Even in relatively remote areas, buried communications cables and pipes carrying water for stock could be present. To the extent possible, these utilities should be identified and located during the reconnaissance or subsequent engineering-geologic mapping. Overhead electric-power lines can represent a constraint to drilling equipment. A nearby canal or pond for watering stock can be a source of water for the drilling operation.

Property ownership and land use should be investigated. Permission may be needed to cross...
property for access to a specific site. In addition, a project, such as a pipeline, can have a right-of-way much narrower than a specific landslide or potential slope movement, requiring permission from adjacent property owners for access to conduct investigations of the pertinent slopes. Adjacent land use can influence the performance of a slope. For example, agricultural irrigation can transmit water to places that would otherwise be dry. Nearby buried water pipelines could be threatened by slope movement, or they could leak and contribute to the potential for slope movement.

3.2 Engineering-Geologic Mapping

The purpose of engineering-geologic mapping is to document surface conditions to provide a basis for projecting subsurface conditions and to assist the design engineer in understanding key factors that must be accommodated in construction. A geologic map is an artistic depiction of the geology of a site. An engineering-geologic map must not only be interpretative, it should also be documentary. For example, an area mapped as sandstone should be exposed sandstone, not colluvial deposits containing abundant fragments of sandstone. Notes should be made regarding uncertainties, with an attempt to quantify them if possible. If the uncertainties cannot be quantified, notes should be made that outline the reasons.

Engineering-geologic mapping should characterize a site or region in terms meaningful for and useful to the design engineer. Areas of similar geologic characteristics are designated structural domains for rock slope engineering (Piteau and Peckover 1978). Boundaries of structural domains usually coincide with major geologic features, such as faults and bedrock formation contacts. Boundaries of straight construction slope segments that have similar orientations are determined by the design engineer and superimposed on an engineering-geologic map that shows structural domain boundaries to form design sectors (Piteau and Peckover 1978). Within each design sector, representative rock defect data are selected for use in design calculations (see Chapter 15).

Engineering-geologic mapping for landslide investigations should focus on landslide features, as shown in Figure 9-4. In addition, surficial deposits and bedrock exposures must be carefully documented. Surface-water features are important in interpreting causes of landslides and potential for slope movement. An interpretive result of engineering-geologic mapping will be classification of slopes in terms of stability, as shown in Figure 9-5.

3.2.1 Landslide Surface Features

Features on the ground surface provide the key to understanding the details of landslide processes and causes. Landslide types and processes are discussed in Chapter 3 and common landslide triggers are described in Chapter 4. Landslide deposits can be classified by age and type of movement according to the features observed on the ground surface. Therefore, particular attention must be paid to these features, and detailed notes and sketches should be made.

The boundaries of landslide deposits may appear gradational, but a boundary may actually be a zone of subparallel cracks and bulges that mark a shear zone. With continuing displacement, the cracks and bulges may give way to a single continuous crack along which lateral shearing occurs. Figure 9-6 illustrates this evolution at the Aspen Grove landslide in central Utah, showing conditions (a) in August 1983 and (b) in August 1984.

An active landslide may affect existing structures, utilities, and other artificial features in ways that provide insight into the processes and cause of
the feature. Cracks in pavement, foundations, and other brittle materials can support inferences about the stress produced by movement of the landslide. The timing of breakage of water lines, electrical cables, and similar utilities can suggest the sequence of deformation before field observations or supplement observations of continuing movement. Measuring the tilt of structures assumed to be vertical or horizontal before movement can give an idea of the amount of displacement on certain parts of the landslide.

Internal features, such as those described in Chapters 3 and 8, should be documented by the geologist when and where observed so they may be used to interpret the subsurface conditions. The geometry and nature of the sliding surface are among the most important of the subsurface conditions in landslide evaluations. Surface measurements can be employed to estimate the shape of the slip surface (Carter and Bentley 1985). A series of lines is projected through stations used to construct a topographic cross section from the main scarp to the toe of the landslide. By graphical representation, the lines define the probable slip surface. Hutchinson (1983) noted several other techniques using surface observations to infer the slip surface and related subsurface movement. Seismic-refraction and electrical-resistivity techniques (Carroll et al. 1968; Miller et al. 1980; Cummings and Clark 1988; Palmer and Weisgarber 1988) and acoustic-emission and electromagnetic methods (McCann and Forster 1990) have been used in landslide investigations. It probably will be necessary to interpret the results obtained along a number of geophysical lines and to incorporate surface observations of ground cracks and bedrock exposures. Landslide deposits commonly are extremely variable, resulting in severe
energy attenuation and complex arrival times in seismic-refraction surveys and complicated patterns in electrical-resistivity soundings.

Landslide features become modified with age. Active landslides have sharp, well-defined surface features, whereas landslides that have been stable for tens of thousands of years have features that are subdued and poorly defined. The changes of landslide features from sharp and well-defined to subdued and poorly defined were incorporated into an age classification by McCalpin (1984), as shown in Table 9-1, for the Rocky Mountains of western
North America. The key features are the main scarp, lateral flanks, internal morphology, vegetation, and toe relationships. The rate of change of landslide features in climates other than that of the Rocky Mountains has not been documented, and the estimated age of most recent movement shown in Table 9-1 may not be valid for other climates. However, by intuition, the general sequence of changes must occur in all climates.

A classification system based on activity, degree of certainty of identification of the slide boundaries, and the dominant type of slide movement was developed by Wieczorek (1984). McCalpin's age classification and Wieczorek's certainty and type of movement classification were combined for this chapter into the Unified Landslide Classification System, shown in Table 9-2. Changes in typical features for different ages of landslides are shown in Figure 9-7. An example of a map made with this system is presented in Figure 9-8.

The reader is cautioned that these classifications are different from the system proposed by the UNESCO Working Party on the World Landslide Inventory (WP/WW 1990, 1991, 1993a, b) that is described at length in Chapter 3 of this report. A major source of confusion may result because all classification systems use similar, even identical, terminology with different meanings. The basis of all terms used must always be clearly defined.

### 3.2.2 Surficial Deposits

Surficial deposits must be mapped in terms that will be meaningful to the design engineer. The Genesis-Lithology-Qualifier (GLQ) System of engineering-geologic mapping symbols (Galster 1977; Keaton 1984; Compton 1985) provides a useful method for accomplishing this; it is proposed here that the name of this system be changed to the Unified Engineering Geology Mapping System.

<table>
<thead>
<tr>
<th>Table 9-1</th>
<th>Age Classification of Most Recent Activity for Landslides in Rocky Mountain-Type Climate (modified from McCalpin 1984)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Activity State</strong></td>
<td><strong>Main Scarp</strong></td>
</tr>
<tr>
<td>Active, reactivated, or suspended; dormant-historic</td>
<td>Sharp; unvegetated</td>
</tr>
<tr>
<td>Dormant-young</td>
<td>Sharp; partly vegetated</td>
</tr>
<tr>
<td>Dormant-mature</td>
<td>Smooth; vegetated</td>
</tr>
<tr>
<td>Dormant-old or relict</td>
<td>Dissected; vegetated</td>
</tr>
</tbody>
</table>

**Note:** See Chapter 3 for definitions of terms. Activity states dormant-stabilized and dormant-abandoned may have features of any age classification; the stabilized and abandoned states must be interpreted from other conditions.
Table 9-2
Unified Landslide Classification System (modified from Wieczorek 1984)

<table>
<thead>
<tr>
<th>AGE OF MOST RECENT ACTIVITY</th>
<th>DOMINANT MATERIAL</th>
<th>DOMINANT TYPE OF SLOPE MOVEMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>SYMBOL</td>
<td>DEFINITION</td>
<td>SYMBOL</td>
</tr>
<tr>
<td>A</td>
<td>Active</td>
<td>R</td>
</tr>
<tr>
<td>R</td>
<td>Reactivated</td>
<td>S</td>
</tr>
<tr>
<td>S</td>
<td>Suspended</td>
<td>E</td>
</tr>
<tr>
<td>H</td>
<td>Dormant-historic</td>
<td>D</td>
</tr>
<tr>
<td>Y</td>
<td>Dormant-young</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>Dormant-mature</td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>Dormant-old</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>Stabilized</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>Abandoned</td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>Relict</td>
<td></td>
</tr>
</tbody>
</table>

Note: See Chapter 3 for further definitions of terms. Landslides classified using this system are designated by one symbol from each group in the sequence activity-material-type. For example, MDS signifies a mature debris slide, HEF signifies a historic earth flow, and ARLS signifies an active rock fall that translated into a slide.

3.2.3 Bedrock

Bedrock consists of the rock material itself and the discontinuities that cut through it. Bedrock must be mapped in terms that will be meaningful to the design engineer. The Unified Engineering Geology Mapping System, introduced in Section 3.2.2 and described in Table 9-3, and the Unified Rock Classification System (Williamson 1984), shown in Table 9-4, provide useful methods for accomplishing this purpose. The Unified Engineering Geology Mapping System uses a version of the conventional geologic shorthand consisting of two capital letters to denote bedrock type. The elements of the Unified Rock Classification System are degree of weathering, estimated strength, and estimated density.

In the Unified Rock Classification System, degrees of weathering are designated States 1 through 5. The degree of weathering is determined by examining intact rock fragments with the unaided eye and by simple strength tests. Rocks that do not reveal staining under hand lens examination are considered to be fresh (State 1). Rocks that do not appear stained to the unaided eye but do reveal stained areas under examination with a hand lens are considered to be slightly weathered (State 2). Rocks that are stained but cannot be broken by hand are considered to be moderately weathered (State 3). Rocks that can be broken by hand into gravel and larger fragments of rock in a soil matrix are considered to be severely weathered (State 4). Rocks that can be completely disaggregated into mineral grains are considered to be completely weathered (State 5).

In the Unified Rock Classification System, strength is also designated as one of five states. Strength is estimated with the aid of a ball-peen or geological hammer. A rock from which the ball-peen hammer rebounds without leaving a mark is much stronger than concrete and is considered to have very high strength (State 1). A rock that reacts elastically and on which a dent is produced surrounded by a sheared crater is not as strong as concrete and is considered to have low strength (State 4). A rock that can be broken by hand has very low strength (State 5).
The main scarp and flanks have been considerably modified by both erosion and revegetation. Erosion has reduced the slopes of the scarp, flank and toe regions. Erosion has resulted in gullies and establishment of new drainage paths within and adjacent to the landslide. Likewise the original hummocky surface has been somewhat subdued.

Bedrock is freshly exposed in main scarp or flank; bedding and structure are discernible. Many cracks exist above and subparallel to the main scarp; cracks extend across the slide; radial cracks occur within the toe portion. Original vegetation has been disrupted; the present orientation of vegetation indicates direction of principal movement and rotation. Water is ponded in closed depressions caused by rotational movement or by blockage or original runoff paths.

Although bedrock is still visible in many places, weathering has obscured the original structure. Cracks are no longer visible within or adjacent to the slide mass. Hydrophilic vegetation has established itself in the ponded areas. Minor scarps and transverse ridges have been modified to the point where the ground has a distinctive hummocky appearance.

Slope breaks are virtually indistinguishable from scarp, flank and toe regions. Neither vegetation nor developed runoff paths reflect original landslide boundaries. The sag area has been completely filled with silt and heavy vegetation has disguised its location.

FIGURE 9-7 (facing pages)
Block diagrams of morphologic changes with time of idealized landslide (a) in humid climate (Wieczorek 1984) and (b) in arid or semiarid climate (modified from McCalpin 1984): A, active or recently active (dormant-historic) landslide features are sharply
Sharply defined components.

Slopewash and shallow mass movements modify sharp edges, but drainage lines are not established.

Drainage follows rifts and sags on slide mass, internal blocks are slightly dissected, material is eroded from slide mass.

Slide mass is almost completely removed, drainage network shows weak structural control, valley drainage re-establishes its pre-slide profile.

defined and distinct; B, dormant-young landslide features remain clear but are not sharply defined owing to slope wash and shallow mass movements on steep scarps; C, dormant-mature landslide features are modified by surface drainage, internal erosion and deposition, and vegetation; D, dormant-old landslide features are weak and often subtle.
Table 9-3
Basic Elements of Unified Engineering Geology Mapping System (modified from Keaton 1984 and Compton 1985)

<table>
<thead>
<tr>
<th>SYMBOL</th>
<th>DEFINITION</th>
<th>SYMBOL</th>
<th>DEFINITION</th>
<th>SYMBOL</th>
<th>DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>SURFICIAL DEPOSITS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Genetic</td>
<td>A</td>
<td>Alluvial</td>
<td>C</td>
<td>Colluvial</td>
<td>E</td>
</tr>
<tr>
<td>F</td>
<td>Fill</td>
<td>G</td>
<td>Glacial</td>
<td>L</td>
<td>Lacustrine</td>
</tr>
<tr>
<td>M</td>
<td>Marine</td>
<td>R</td>
<td>Residual</td>
<td>V</td>
<td>Volcanic</td>
</tr>
<tr>
<td>Lithologic</td>
<td>c</td>
<td>Clay</td>
<td>m</td>
<td>Silt</td>
<td>s</td>
</tr>
<tr>
<td>g</td>
<td>Gravel</td>
<td>k</td>
<td>Cobbles</td>
<td>b</td>
<td>Boulders</td>
</tr>
<tr>
<td>r</td>
<td>Rock rubble</td>
<td>t</td>
<td>Trash or debris</td>
<td>e</td>
<td>Erratic blocks</td>
</tr>
<tr>
<td>p</td>
<td>Peat</td>
<td>o</td>
<td>Organic material</td>
<td>d</td>
<td>Diatomaceous earth</td>
</tr>
<tr>
<td>Qualifier (deposits)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alluvial</td>
<td>(f)</td>
<td>Fan morphology</td>
<td>(fp)</td>
<td>Floodplain</td>
<td>(te)</td>
</tr>
<tr>
<td>(p)</td>
<td>Pediment</td>
<td>(df)</td>
<td>Debris fan</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colluvial</td>
<td>(sw)</td>
<td>Slope wash</td>
<td>(ta)</td>
<td>Talus</td>
<td>(cr)</td>
</tr>
<tr>
<td>Eolian</td>
<td>(d)</td>
<td>Dune morphology</td>
<td>(l)</td>
<td>Loess</td>
<td></td>
</tr>
<tr>
<td>Fill</td>
<td>(u)</td>
<td>Uncompacted</td>
<td>(e)</td>
<td>Engineered</td>
<td></td>
</tr>
<tr>
<td>Glacial</td>
<td>(t)</td>
<td>Till</td>
<td>(m)</td>
<td>Moraine</td>
<td>(o)</td>
</tr>
<tr>
<td>(es)</td>
<td>Esker</td>
<td>(k)</td>
<td>Kame</td>
<td>(ic)</td>
<td>Ice contact</td>
</tr>
<tr>
<td>Lacustrine and marine</td>
<td>(b)</td>
<td>Beach</td>
<td>(de)</td>
<td>Delta</td>
<td>(ma)</td>
</tr>
<tr>
<td>Residual</td>
<td>(sa)</td>
<td>Saprulate</td>
<td>(bh)</td>
<td>B horizon</td>
<td>(kh)</td>
</tr>
<tr>
<td>Volcanic</td>
<td>(af)</td>
<td>Air fall</td>
<td>(pf)</td>
<td>Pyroclastic flow</td>
<td>(s)</td>
</tr>
<tr>
<td>(pc)</td>
<td>Pyroclastic cone</td>
<td>(l)</td>
<td>Lahar</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BEDROCK MATERIALS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sedimentary</td>
<td>SS</td>
<td>Sandstone</td>
<td>ST</td>
<td>Siltstone</td>
<td>CS</td>
</tr>
<tr>
<td>CG</td>
<td>Conglomerate</td>
<td>LS</td>
<td>Limestone</td>
<td>SH</td>
<td>Shale</td>
</tr>
<tr>
<td>Igneous</td>
<td>GR</td>
<td>Granite</td>
<td>AN</td>
<td>Andesite</td>
<td>BA</td>
</tr>
<tr>
<td>SY</td>
<td>Syenite</td>
<td>RH</td>
<td>Rhyolite</td>
<td>DI</td>
<td>Diorite</td>
</tr>
<tr>
<td>Metamorphic</td>
<td>QT</td>
<td>Quartzite</td>
<td>SC</td>
<td>Schist</td>
<td>GN</td>
</tr>
<tr>
<td>SL</td>
<td>Slate</td>
<td>MA</td>
<td>Marble</td>
<td>SE</td>
<td>Serpentine</td>
</tr>
</tbody>
</table>

NOTE: Surficial deposits are designated by a composite symbol: Ab(c), where A is a genetic symbol, b is a lithologic symbol, and (c) is a qualifier symbol; for example, Csmg(sw) signifies colluvial slope wash composed of silty sand and gravel. This system was formerly called the Genesis-Lithology-Qualifier (GLQ) System because of the symbol for surficial deposits. Bedrock materials are designated by two capital letters; for example, LS signifies limestone bedrock. See Table 9-4 for additional bedrock classifications.

Rocks in strength States 4 and 5 should be treated as soil rather than rock in the engineering sense.

The estimates of rock density utilized by the Unified Rock Classification System can be determined rapidly for rock samples using Archimedes’ principle, a spring-loaded “fish” scale, and a bucket of water. A rock sample is suspended on a string from the scale and weighed in air; the weight of the string is neglected. The same sample is then sub-

FIGURE 9-8 (left)
Detail of map of part of Thousand Peaks landslide area in northern Utah (scale 1:4,800). Landslides defined by Unified Landslide Classification System (Table 9-2); materials defined using Unified Engineering Geology Mapping System (Table 9-3). Ccms stands for colluvial deposits composed of silty and sandy clay; ST-CS stands for siltstone-claystone bedrock.
### Table 9-4
Unified Rock Classification System (modified from Williamson 1984; Geological Society Engineering Working Party 1977; and Hoek and Bray 1977)

<table>
<thead>
<tr>
<th>STATE</th>
<th>DEFINITION</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEGREE OF WEATHERING</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>None</td>
<td>No visible sign of rock material weathering</td>
</tr>
<tr>
<td>2</td>
<td>Slight</td>
<td>Discoloration on major discontinuity surfaces; rock material may be discolored and somewhat weaker than fresh rock</td>
</tr>
<tr>
<td>3</td>
<td>Moderate</td>
<td>Less than half of the rock material is present either as a continuous framework or as corestones</td>
</tr>
<tr>
<td>4</td>
<td>Severe</td>
<td>Most of rock material is decomposed, disintegrated to a soil, or both; original mass structure is largely intact</td>
</tr>
<tr>
<td>5</td>
<td>Complete</td>
<td>All rock material is converted to a soil; mass structure and material fabric are destroyed; a large change in volume has occurred, but soil has not been transported significantly</td>
</tr>
<tr>
<td>ESTIMATED STRENGTH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Very high</td>
<td>Geological hammer rebounds; can be chipped with heavy hammer blows; unconfined compressive strength: ( q_u &gt; 100 \text{ MPa} )</td>
</tr>
<tr>
<td>2</td>
<td>High</td>
<td>Geological hammer makes pits; cannot be scratched with knife blade; unconfined compressive strength: ( 50 \leq q_u &lt; 100 \text{ MPa} )</td>
</tr>
<tr>
<td>3</td>
<td>Moderate</td>
<td>Geological hammer makes dents; can be scratched with knife blade; unconfined compressive strength: ( 20 \leq q_u &lt; 50 \text{ MPa} ) (range of concrete)</td>
</tr>
<tr>
<td>4</td>
<td>Low</td>
<td>Geological hammer makes craters; can be cut with knife blade; unconfined compressive strength: ( 5 \leq q_u &lt; 20 \text{ MPa} )</td>
</tr>
<tr>
<td>5</td>
<td>Very low</td>
<td>Moldable by hand; can be gouged with knife blade; unconfined compressive strength: ( q_u &lt; 5 \text{ MPa} ) (behaves like soil)</td>
</tr>
<tr>
<td>ESTIMATED DENSITY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Very high</td>
<td>( D &gt; 25 \text{ kN/m}^3 )</td>
</tr>
<tr>
<td>2</td>
<td>High</td>
<td>( 23.5 \leq D &lt; 25 \text{ kN/m}^3 )</td>
</tr>
<tr>
<td>3</td>
<td>Moderate</td>
<td>( 22 \leq D &lt; 23.5 \text{ kN/m}^3 ) (range of concrete)</td>
</tr>
<tr>
<td>4</td>
<td>Low</td>
<td>( 20.5 \leq D &lt; 22 \text{ kN/m}^3 )</td>
</tr>
<tr>
<td>5</td>
<td>Very low</td>
<td>( D &lt; 20.5 \text{ kN/m}^3 ) (behaves like soil)</td>
</tr>
</tbody>
</table>

**NOTE:** Bedrock materials are designated by a composite symbol: AAabcd, where AA is rock type from bedrock materials section of Table 9-3, b is weathering, c is strength, and d is density. For example, SS324 signifies moderately weathered, high strength, low density sandstone.

merged in water and weighed again. The unit weight, or density, of the rock is computed by

\[
\gamma_r = \frac{W_a}{W_a - W_w} \times D_w \tag{9.1}
\]

where

\( \gamma_r \) = density of rock sample,
\( D_w \) = unit weight of water,
\( W_a \) = weight of rock sample in air, and
\( W_w \) = weight of rock sample in water.

Rock defects or discontinuities, such as bedding planes, joints, and faults, are very important in rock-slope engineering. The most representative bedrock observations can be made on cut slopes rather than on natural exposures, on which the characteristics of bedding planes, joints, faults, and fractures often are masked by surface processes. The aspects of discontinuities that are important to rock-slope engineering are orientation, continuity (length), aperture, roughness, infilling materials, and water condition, as summarized in Table 9-5. These parameters are used in many rock mass classifications, as described by Bieniawski (1989).

Discontinuity orientation is expressed as strike and dip or dip direction and dip magnitude (Compton 1985; Hoek and Bray 1977). Strike and
dip are measured with a Brunton compass, and dip direction and dip magnitude are measured with a Clar compass. These compasses are shown in Figure 9-9 and the measurement techniques are shown in Figure 9-10. More complete discussion of the Brunton compass was given by Compton (1985), and Hoek and Bray (1977) described the use of the Clar compass. The use of rock-structure data in rock-slope engineering is discussed in Chapter 14. Continuity of rock defects is an expression of the length or persistence of a joint or other feature across a rock exposure. A single long or through-going joint can contribute more to instability than a number of parallel but short joints.

Table 9-5
Rock Defect Data (modified from Bieniawski 1989)

<table>
<thead>
<tr>
<th>SYMBOL</th>
<th>DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defect type</td>
<td>Joint</td>
</tr>
<tr>
<td>J</td>
<td>Fault</td>
</tr>
<tr>
<td>F</td>
<td>Bedding</td>
</tr>
<tr>
<td>B</td>
<td>Fracture</td>
</tr>
<tr>
<td>T</td>
<td>Schistosity/foliation</td>
</tr>
<tr>
<td>S</td>
<td>Long: 10 ≤ L &lt; 20 m</td>
</tr>
<tr>
<td>4</td>
<td>Moderate: 3 ≤ L &lt; 10 m</td>
</tr>
<tr>
<td>3</td>
<td>Very short: L &lt; 1 m</td>
</tr>
<tr>
<td>1</td>
<td>Short: 1 ≤ L &lt; 3 m</td>
</tr>
<tr>
<td>2</td>
<td>Very long: L &gt; 20 m</td>
</tr>
<tr>
<td>5</td>
<td>Length</td>
</tr>
<tr>
<td>Aperture</td>
<td>Closed:</td>
</tr>
<tr>
<td>1</td>
<td>Small: A &lt; 2 mm</td>
</tr>
<tr>
<td>2</td>
<td>Moderate: 2 ≤ A &lt; 20 mm</td>
</tr>
<tr>
<td>3</td>
<td>Large: 20 ≤ A &lt; 100 mm</td>
</tr>
<tr>
<td>4</td>
<td>Very large: A &gt; 100 mm</td>
</tr>
<tr>
<td>5</td>
<td>Aperture</td>
</tr>
<tr>
<td>Roughness</td>
<td>Very rough: irregular, jagged</td>
</tr>
<tr>
<td>1</td>
<td>Rough: ridges, ripples</td>
</tr>
<tr>
<td>2</td>
<td>Moderate: undulations, minor steps</td>
</tr>
<tr>
<td>3</td>
<td>Smooth: planar, minor undulations</td>
</tr>
<tr>
<td>4</td>
<td>Very smooth: slickensided, polished</td>
</tr>
<tr>
<td>5</td>
<td>Roughness</td>
</tr>
<tr>
<td>Infilling</td>
<td>None</td>
</tr>
<tr>
<td>1</td>
<td>Hard infilling ≤ 5 mm thick</td>
</tr>
<tr>
<td>2</td>
<td>Hard infilling ≥ 5 mm thick</td>
</tr>
<tr>
<td>3</td>
<td>Soft infilling ≤ 5 mm thick</td>
</tr>
<tr>
<td>4</td>
<td>Soft infilling ≥ 5 mm thick</td>
</tr>
<tr>
<td>5</td>
<td>Water Condition</td>
</tr>
<tr>
<td>1</td>
<td>Dry</td>
</tr>
<tr>
<td>2</td>
<td>Damp</td>
</tr>
<tr>
<td>3</td>
<td>Wet</td>
</tr>
<tr>
<td>4</td>
<td>Dripping</td>
</tr>
<tr>
<td>5</td>
<td>Flowing</td>
</tr>
</tbody>
</table>

Note: These data usually are recorded on a data collection table. Orientation is measured directly as strike and dip or dip direction and dip magnitude (see text). See Chapter 14 for discussion of rock mass properties.
Aperture of rock defects is an expression of the openness or lack of contact of rock surfaces across the defects. Roughness is a measure of the irregularities on the defect surfaces. Roughness is important because of its contribution to the coefficient of friction and resistance to sliding. Joint roughness can be estimated using a fractal-dimension procedure (Carr and Warriner 1987) and shadow profilometry (Maerz et al. 1990). Infilling materials, such as clay, can contribute significantly to instability, as can the abundance of water along the defects.

Harp and Noble (1993) developed an engineering rock classification to evaluate seismic rock-fall susceptibility using a modification of the rock mass quality designation (Q system) of Barton et al. (1974). The rock mass quality classification for rock-fall susceptibility is

\[
Q = \frac{115 - 3.3 Jv}{Jn} \cdot \frac{Jr}{Ja} \cdot \frac{1}{AF}
\]

where

- \( Jv \) = total number of joints per cubic meter;
- \( Jn \) = joint set number, ranging from 0.5 for no or few joints to 20 for crushed rock;
- \( Jr \) = joint roughness number, ranging from 0.5 for slickensided planar joints to 4 for discontinuous joints;
- \( Ja \) = joint alteration number, ranging from 0.75 for tightly healed, hard, nonsoftening joints to 4 for low friction clay filling the joints; and
- \( AF \) = aperture factor, modified from the stress reduction factor of Barton et al. (1974), ranging from 1 for all tight joints to 15 for many joints open more than 20 cm.

Harp and Noble (1993) described a seismic rock-fall susceptibility rating as follows:

<table>
<thead>
<tr>
<th>Rock Mass Quality</th>
<th>Category</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q \leq 1.41 )</td>
<td>A</td>
<td>Highly susceptible</td>
</tr>
<tr>
<td>1.41 &lt; ( Q \leq 2.83 )</td>
<td>B</td>
<td>Susceptible</td>
</tr>
<tr>
<td>2.83 &lt; ( Q \leq 3.87 )</td>
<td>C</td>
<td>Moderately stable</td>
</tr>
<tr>
<td>3.87 &lt; ( Q )</td>
<td>D</td>
<td>Mostly stable</td>
</tr>
</tbody>
</table>

### 3.2.5 Field-Developed Cross Sections

The topographic profile of a geologic cross section can be obtained directly from a topographic base map or it can be measured in the field during geologic data collection. The field-developed profile can be measured using several methods. The conventional method is to use surveying instruments and a two-person crew to collect topographic data. The tape measure is stretched on the ground surface in the line of profile, and its orientation is measured with the compass. The folding ruler is used to position the hand level at a known height above the end of the tape measure. The hand level is used to sight to the tape measure on the ground or to another folding ruler held by a member of the field crew, as shown in Figures 9-11(a) and (b), respectively. The slope distance and hand level height are recorded and can be plotted in the field. Pertinent geologic information along the tape measure, such as landslide ground cracks and
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Landslide Classification System (Tables 9-1 and 9-2) would be mapped as Ia, Ib, or Ic in the stability classification in Table 9-6. Dormant-historic, -young, -mature, and -old landslides would be mapped as IIa, IIb, IIc, and IIId, respectively. Slopes that do not show evidence of prior slope movement but appear potentially unstable would be mapped as III and those that appear stable would be mapped as IV.

Other classifications of landslide hazards exist and have been summarized by Varnes (1984) and Hansen (1984). Such classifications are generalized and best suited for regional application rather than for specific landslide sites. Many classification schemes are based on multivariate regression of numerous attributes, including such factors as rock type, which must be assigned an ordinal rank value for inclusion in regression analyses (Jade and Sarkar 1993; Anbalagan 1992; Pachauri and Pant 1992).

3.2.6 Classes of Slope Stability

Slopes range from apparently stable segments to actively moving landslides. Surface observation and geologic mapping provide the basis for interpreting degree of slope stability. A stability classification for slopes developed on the basis of ideas by Crozier (1984) is presented in Table 9-6. This classification is based on recurrence of movement, analogy to stable or unstable slopes, and results of stress analyses. The reader is once again cautioned that this classification differs from the classification system of the UNESCO Working Party on the World Landslide Inventory (WP/WLI 1990, 1991, 1993a, b) defined in Chapter 3. Active, reactivated, or suspended landslides in the Unified

3.3 Reconnaissance Instrumentation and Surveying

Reconnaissance instrumentation and surveying are intended to provide early quantitative information regarding landslide movement and piezometric level. Formal field instrumentation is described in Chapter 11. Reconnaissance instrumentation must be simple and easy to install. The instrumentation discussed in this section is restricted to open-standpipe piezometers. Other reconnaissance techniques, such as reference bench marks, aerial and terrestrial photography, and quadrilaterals, are directly related to surveying, which is discussed in Section 4.

Preliminary information on shallow piezometric surfaces can be collected at the reconnaissance level if the soil is relatively soft. The device used is an open-standpipe piezometer constructed of conventional 1.25-cm-diameter galvanized or black iron pipe. It is convenient to use three or four 1-m-long sections that can be connected by threaded couplings (Figure 9-12). A bolt is placed in the bottom end of the first pipe section and driven into the ground using a capped, 30-cm-long section of larger-diameter pipe that will slide over the piezometer pipe. A coupling or cap small enough to fit inside the driver pipe should be used on the piezometer pipe to prevent damage to the threads. Subsequent sections of piezometer pipe are
### Table 9-6
Stability Classification of Slopes and Landslides (modified from Crozier 1984)

<table>
<thead>
<tr>
<th>CLASS</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>I.Unstable Slopes</strong></td>
<td></td>
</tr>
<tr>
<td>Ia</td>
<td>Active landslides; material is currently moving, and landslide features are fresh and well defined</td>
</tr>
<tr>
<td>Ib</td>
<td>Reactivated landslides; material is currently moving and represents renewed landslide activity; some landslide features are fresh and well defined; others may appear older</td>
</tr>
<tr>
<td>Ic</td>
<td>Suspended landslides; slopes with evidence of landslide activity within the past year; landslide features are fresh and well defined</td>
</tr>
<tr>
<td><strong>II.Slopes with Inactive Landslides</strong></td>
<td></td>
</tr>
<tr>
<td>IIa</td>
<td>Dormant-historic landslides; slopes with evidence of previous landslide activity that have undergone most recent movement within the preceding 100 years (approximately historic time)</td>
</tr>
<tr>
<td>IIb</td>
<td>Dormant-young landslides; slopes with evidence of previous landslide activity that have undergone most recent movement during an estimated period of 100 to 5,000 years before present (Late Holocene)</td>
</tr>
<tr>
<td>IIc</td>
<td>Dormant-mature landslides; slopes with evidence of previous landslide activity that have undergone most recent movement during an estimated period of 5,000 to 10,000 years before present (Early Holocene)</td>
</tr>
<tr>
<td>IIId</td>
<td>Dormant-old landslides; slopes with evidence of previous landslide activity that have undergone most recent movement more than 10,000 years before present (Late Pleistocene)</td>
</tr>
<tr>
<td><strong>III.Potentially Unstable Slopes</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Slopes that show no evidence of previous landslide activity but that are considered likely to develop landslides in the future; landslide potential is indicated by analysis or comparison with other slopes</td>
</tr>
<tr>
<td><strong>IV.Apparently Stable Slopes</strong></td>
<td></td>
</tr>
<tr>
<td>IVa</td>
<td>Stabilized landslides; slopes with evidence of previous landslide activity but that have been modified by artificial means to a stable state</td>
</tr>
<tr>
<td>IVb</td>
<td>Abandoned landslides; slopes with evidence of previous landslide activity but that are stable because external forces causing movement are no longer active</td>
</tr>
<tr>
<td>IVc</td>
<td>Relict landslides; slopes with evidence of previous landslide activity that clearly occurred under geomorphological or climatic conditions not currently present</td>
</tr>
<tr>
<td>IVd</td>
<td>Stable slopes; slopes that show no evidence of previous landslide activity and that by analysis or comparison with other slopes are considered stable</td>
</tr>
</tbody>
</table>

**Note:** See Chapter 3 for definition of terms.

---

4. SURVEYS OF LANDSLIDE SITES

The topography at a landslide site often provides the first indications of potential instability and the degree to which the area has undergone landslide activity. As discussed in Chapters 7 and 8, initial reconnaissance studies frequently utilize existing maps or aerial photography to provide information concerning topography. In the case of larger landslides, these existing sources can be supplemented by larger-scale aerial photographs and topographic maps produced from them by photogrammetric methods to provide an overall view of the site conditions. However, because considerable topographic detail is required to locate many critical landslide elements, which in many environments may be masked by vegetation, detailed ground surveys generally must be included as a major component of landslide investigations.
In this section, information provided in Chapters 4 and 5 of a previous landslide report (Sowers and Royster 1978; Wilson and Mikkelsen 1978) is expanded. Basic survey methods have been well described in numerous textbooks (e.g., Moffitt and Bouchard 1975); however, information on recent advances in survey techniques was obtained from appropriate experts (D. Little, personal communication, 1994, Virginia Department of Transportation, Richmond).

4.1 Purposes of Ground Surveys

In an active landslide area, surface movements are normally monitored to determine the extent of landslide activity and the rate of movement (Merriam 1960; Franklin and Denton 1973). Such monitoring requires the establishment of an accurate three-dimensional reference system, including identifiable reference stations, which can be established only by ground-based surveying. Therefore, ground surveys are required to

1. Establish the ground control for photogrammetric mapping and instrumentation,
2. Obtain topographic details where the ground surface is obscured by vegetation (these details are particularly important because of the accuracy required in mapping landslides), and
3. Establish a frame of reference against which movements of the ground surface can be compared.

Terzaghi stated:

If a landslide comes as a surprise to the eyewitness, it would be more accurate to say that the observers failed to detect the phenomena which preceded the slide. (Terzaghi 1950, 110)

The implication is that the smallest possible movements should be measured at the earliest possible time. In the following sections each of these three requirements is discussed in turn.

4.1.1 Ground Control

The first requirement of ground surveys is a system of local bench marks that will remain stable during the course of the investigation and as far into the future as movements will be observed. These bench marks must be located far enough outside the suspected zone of movement that they will not be affected by any movements. Ultimately, the bench marks should be related to a geographic reference, such as control monuments of federal and state survey systems or latitude and longitude. The Global Positioning System can be useful for locating bench marks, particularly in remote areas. However, for convenience, a subsystem of local bench marks should be established close enough to the zone of movement so that they can be used as ready references for continuing surveys. At least two monuments of position and elevation should be established on each side of the zone of suspected movement. As indicated in Figure 9-13, these monuments should be as close as possible to the movement zone but not influenced by future enlargement of the landslide. Experience suggests that the distance from a bench mark to the closest point of known movement should be at least 25 percent of the width of the landslide zone. In areas with previous landslides, the minimum distance may be greater. In mountainous areas, adequate outcrops of bedrock sometimes can be found uphill or downhill from the landslide; in areas of thick soil, deep-seated bench marks may be necessary.

The bench marks should be tied together by triangulation and precise leveling traverses. With sufficient bench marks, movement by any one can be detected by changes in the control network. Intermediate or temporary bench marks are some
times established closer to the zone of movement for use in the more frequent surveys of the landslide area. However, the locations of these bench marks should be determined relative to the permanent monument grid each time they are used.

The direct surface measurements described above supplement and serve as a basis for the more sophisticated instrument systems that are used to determine the at-depth movements (see Chapter 11). Surveying must be used to accurately define the surface location and elevation of the reference points of these instrumentation systems each time observations are made.

### 4.1.2 Topographic Details

Aerial photographs may not provide sufficiently accurate or detailed topographic information for landslide studies because vegetation obscures the ground surface or because the important landslide features cannot be identified. Therefore, detailed on-site mapping is necessary to define major features, such as scarps, cracks, bulges, and areas of disrupted topography (Figure 9-14).

Because of the changing nature of landslides, surface surveys conducted after aerial photographs have been taken may not correspond directly to...
the features shown on the photographs. It may not be possible to obtain a precise correlation between the surface topography determined on the ground over a period of days or weeks and that obtained at a single instant from aerial surveys. Differences between ground surveys and aerial surveys should be expected, and these differences are particularly useful in understanding landslide deformation. Topographic maps should include the accurate representation of landslide features belonging to two classes: (a) cracks and bulges and (b) springs and seeps.

4.1.2.1 Cracks and Bulges
Although many cracks and bulges, as well as other minor topographic details, can be identified in aerial photographs, their full extent seldom can be determined unless the photographs are taken with an unusually high degree of resolution in vegetation-free areas (see Chapter 8). Therefore, independent surveys of cracks and bulges should be made by surface methods. Developing cracks, particularly the ends, often are obscured by grass, leaves, and root mats; these cracks should be carefully uncovered so that their total extent can be mapped. Hidden cracks can be identified by subtle changes in leaf mold patterns, torn shrubs, and distorted trees and tree-root systems. Boulder alignments or sliding trajectories should be noted. Cracks should be staked on both sides, and all stakes should be referenced to the movement monitoring system because the entire crack system shifts with continuing landslide movement.

4.1.2.2 Springs and Seeps
Springs and seeps are the ultimate areas of discharge for water-bearing strata and cracks and thus are indicators of the water flow paths that influence soil and rock stability. Because seeps often follow cracks that have been opened by soil or rock movement, they can sometimes be traced to sources uphill. The points of disappearance of surface runoff into cracks and fissures should be mapped also. Seeps, springs, and points of water loss change with rainfall, snowmelt, and ground movement. Thus, meaningful data on their location and shifts cannot be obtained by a single survey or at regular intervals of observation. Instead, they should be located during and shortly after periods of intense rainfall or snowmelt and after episodes of significant movement.

4.1.3 Movement Grids and Traverses
The continuing movement of a landslide can be measured by a system of grids or traverses across the landslide area (Figures 9-15 and 9-16). Typically, a series of lines more or less perpendicular to the axis of the landslide and spaced 15 to 30 m apart with stakes at intervals of 15 to 30 m should be maintained and referenced to the control bench marks. Grids should be laid out so that the reference points are aligned with trajectories of maximum slope or apparent continuing movement. In addition, where soil and rock weaknesses cause secondary movements that are skewed to the major landslide, intermediate points should be established. For small landslides or widely spaced areas of suspected movements, single traverse lines of reference often are used (Figure 9-16).

Line-of-sight monuments can be established with end monuments on stable ground and intermediate points on the moving mass in areas where vegetation does not obscure visibility. The monuments are established in a line and smooth or polished metal plates are fixed on top of the intermediate points. A line perpendicular to the line of sight is scribed onto each plate. A transit is located on or over one of the stable monuments and the other stable monument is used to set the horizontal angle of the instrument. Each of the intermediate points is sighted, and a line is scribed on its plate. Movement from one measurement to the next is simply measured at each plate with the aid of a machinist's rule. Scribed lines are visible in Figure 9-17.

Appropriate location flags or markers should be placed nearby so that the staked points can be found despite severe movement. The elevation and coordinates of each point should be determined on the traverse or reference grids by periodic surveys. In areas where highly irregular topography suggests rapid differences in movement from one point to another, reference points should be spaced more closely regardless of any predetermined grid pattern. Such closely spaced stakes help to define the lateral limits of the landslide as well as the direction of movement of localized tongues within the landslide. This is particularly important in the later stages of movement because secondary movements often develop as a result of weakening of the displacing materials. Depending on the rate of movement, these grid points should be checked at
intervals ranging from a few days to several months. In addition, they should be observed after periods of unusual environmental conditions, such as snowmelt, high rainfall, or marked temperature changes. In this way any relation between landslide movement and climatic changes can be established.

4.2 Surveying Methods

Surveying is an integral part of the broader surface observations and geologic mapping activities during landslide investigations. The mechanics of conducting an accurate survey should not be allowed to obstruct general observations of topographic features. As discussed in the following section, general observations often provide important information and should be incorporated into the surveyor's notes and reports.

Conventional surveying methods commonly are adapted to the needs of landslide investigators. Table 9-7 is a summary of the characteristics, advantages, and limitations of several survey methods. Conventional survey methods, which are discussed further in Section 4.2.2, are sometimes suppl-
FIGURE 9-16
Observation traverses for rough topography or less important landslides (Sowers and Royster 1978).

FIGURE 9-17
(below)
Smooth metal plate on line-of-sight monument with scribed lines showing movement between successive observations.

mented by other, more specialized survey methods, which are discussed further in Section 4.2.3.

4.2.1 General Observations

When surface cracking is not apparent, detection of small surface movements requires a trained observer. Horizontal stretching results in localized instability of individual rocks that can be detected by small gaps between the soil and the rocks or exposure of different coloring or surface weathering patterns. Trees whose trunks are inclined at the base but change to vertical orientation a meter or so above the ground (J-shaped trees) typically indicate snow creep, which affects only small-diameter
<table>
<thead>
<tr>
<th>METHOD</th>
<th>RANGE</th>
<th>ACCURACY</th>
<th>ADVANTAGES</th>
<th>LIMITATIONS</th>
<th>RELIABILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compass and pace</td>
<td>Variable</td>
<td>Low; provides only approximate values</td>
<td>Rapid; requires no equipment; may be useful in establishing overall dimensions of landslide</td>
<td>Reasonable initial estimates on uniform terrain without obstacles</td>
<td>Varies with experience of personnel and roughness of terrain</td>
</tr>
<tr>
<td>Compass, hand level and tape</td>
<td>Variable</td>
<td>Moderate; provides approximate values</td>
<td>Rapid; moderate accuracy; produces a map or section</td>
<td>Reasonable estimates on rough terrain</td>
<td>Varies with experience of personnel and roughness of terrain</td>
</tr>
<tr>
<td>Plane table and alidade</td>
<td>5 to 500 m</td>
<td>1:100</td>
<td>Relatively rapid; moderate accuracy; produces a map</td>
<td>Awkward in rough or steep terrain</td>
<td>Moderate; errors may be due to instrument, drafting, and instability of plane table</td>
</tr>
<tr>
<td>Transit and stadia</td>
<td>5 to 500 m</td>
<td>1:200 to 1:500</td>
<td>Relatively rapid; moderate accuracy</td>
<td>Complex corrections needed for measurements along steeply inclined directions</td>
<td>Moderate to good; may be lower in vegetated and rough areas</td>
</tr>
<tr>
<td>Transit and subtense bar</td>
<td>50 to 500 m</td>
<td>1:800 at 500 m; 1:8,000 at 50 m</td>
<td>Relatively rapid; most accurate of optical methods; can measure inclined distances</td>
<td>Careful orientation of subtense bar required; may be difficult to use in rough terrain</td>
<td>Good</td>
</tr>
<tr>
<td>Direct measurement by tape or chain</td>
<td>Variable</td>
<td>1:5,000 to 1:10,000</td>
<td>Simple and inexpensive; provides direct observation</td>
<td>Requires clear, relatively flat surface between measured points and stable reference monuments</td>
<td>Excellent</td>
</tr>
<tr>
<td>Ordinary survey</td>
<td>Variable</td>
<td>1:20,000 to 1:20,000,000</td>
<td>Relatively simple and inexpensive; provides direct observation</td>
<td>Corrections for temperature and slope must be applied and standard chain tension used</td>
<td>Excellent</td>
</tr>
<tr>
<td>Precise survey</td>
<td>Variable</td>
<td>1:50,000 to 1:30,000</td>
<td>Precise, long-range, and rapid; usable over rough terrain</td>
<td>Accuracy is influenced by atmospheric conditions; accuracy over shorter distances (30 to 90 m) is less for most instruments</td>
<td>Good</td>
</tr>
<tr>
<td>Electronic distance measurement (EDM)</td>
<td>20 to 3000 m</td>
<td>5 mm minimum error; 1:300,000 over longer distances</td>
<td>Precise and rapid; reduces computational effort and errors; provides digital data; usable over rough terrain</td>
<td>Accuracy may be influenced by atmospheric conditions</td>
<td>Good to excellent</td>
</tr>
<tr>
<td>Total station</td>
<td>1.5 to 3000 m</td>
<td>1:50,000 to 1:30,000</td>
<td>Precise absolute horizontal position; possible precise vertical position</td>
<td>Accurate measurements require 45 to 60 min continuous operation; elevations require receiver dedicated to bench mark; tree limbs over antenna interfere with reception; possible backscatter</td>
<td>Excellent</td>
</tr>
<tr>
<td>Global Positioning System (GPS)</td>
<td>1.5 m to 40 km</td>
<td>100 m with a single receiver; 1:300,000 with two or more receivers recording four or more satellites; 0.3-cm minimum error</td>
<td>Precise absolute horizontal position; possible precise vertical position</td>
<td>Accuracy measurements require 45 to 60 min continuous operation; elevations require receiver dedicated to bench mark; tree limbs over antenna interfere with reception; possible backscatter</td>
<td>Excellent</td>
</tr>
</tbody>
</table>

continued on next page
trees, rather than old landslide movement. Trees with straight trunks that are inclined in different directions within an area ("jackstrawed" trees or "drunken" forests) indicate recent movement. Trees with completely curved trunks (C-shaped trees) are found on slopes with long histories of continuing minor movement. Observations of trees should not be used as the sole basis for identifying landslide movement because other phenomena may produce similar effects (DeGraff and Agard 1984).

Cracks covered with leaves, surface litter, or duff can be detected by an experienced observer walking over the area and noting firmness of foot support. Livestock and other animals may avoid grazing or browsing in an active landslide area because of uncertain support or hidden fissures. Small openings on the downhill sides of structures or next to tree trunks may indicate incipient movement. Overly taut or excessively sagging utility lines, misalignment of fence posts or utility poles, or distress to pavement are excellent indicators of ground movements. Such movements, when accurately monitored, serve as important tools in assessing the potential hazard to transportation facilities, nearby structures, and the public.

4.2.2 Conventional Surveying

The principles of surveying have been described extensively in numerous textbooks (e.g., Moffitt and Bouchard 1975) and thus will not be discussed here. One of the basic operations of surveying is the determination of the distance between two points on the surface of the earth. In surveys of areas of limited extent, which is the case for most landslides, the distance between two points at different elevations is reduced to an equivalent horizon.
horizontal distance either by the procedure used to make the measurement or by computation of the horizontal distance from the measured slope distance and inclination. Vertical distances are independently computed and recorded. In the case of landslides, both vertical and horizontal distances, and rates of change in these distances, provide important information needed to evaluate landslide mechanisms.

As noted in Table 9-7, many surveying techniques may be used to determine distances and inclinations for computing horizontal and vertical distances. Some simple methods, such as pacing to determine approximate distances, are of limited use in most landslide investigations.

4.2.2.1 Tacheometry
A series of methods has been developed for indirectly measuring distances using optical surveying instruments in conjunction with measuring bars or rods. These methods may be referred to collectively as tacheometry (Moffitt and Bouchard 1975, 14). They include plane table and alidade surveys, transit and stadia surveys, and transit and subtense bar surveys (see Table 9-7).

These measurements are performed rapidly and comparatively well over rough, uneven ground. They may be sufficiently accurate for many landslide investigations, but their accuracy is considerably less than that of other techniques involving direct distance measurement by tapes or chains or the determination of distances by electronic means. Thus, tacheometry is often used to provide rapid supplementary data concerning the locations of intermediate points of landslide features, particularly when field-developed maps are needed for geologic descriptions. A somewhat more accurate tacheometry measurement involves the use of a transit and a short horizontal baseline, referred to as a subtense bar. Distances are determined by using a precise transit to measure the small horizontal angle subtended by the bar.

Tacheometric techniques remain a viable and economical surveying solution for landslide investigations in many locations, and the required surveying equipment is commonly available. However, whenever possible, tacheometric methods should be replaced with the more accurate and rapid distance measurements provided by electronic distance measurement (EDM) equipment or by the even more modern total station surveying methods. These approaches are discussed further in Sections 4.2.2.3 and 4.2.2.4.

4.2.2.2 Transit and Tape Methods
Optical instrument surveys and tape measurements are commonly used to determine lateral and vertical positions of points accurately. Bench marks and transit stations located on stable ground provide the basis from which subsequent movements of monuments can be determined optically and by tape measurement. As shown in Figure 9-18, transit lines can be established so that the vertical and horizontal displacements at the center and toe of the landslide can be observed. Lateral motions can be detected by transit and tape measurements from each monument. When a tension crack has opened above the top of a landslide, simple daily measurements across the crack can be made between two markers, such as stakes or pieces of concrete-reinforcing steel driven into the ground. In many cases the outer limit of the ground movements is not known, and establishing instrument setups on stable ground may be a problem.

Various techniques and accuracies achieved in optical leveling, offset measurements from transit lines, chaining distances, and triangulation have been discussed extensively in the literature (Gould and Dunnicliff 1971; British Geotechnical Society 1974), particularly for dams, embankments, and buildings. Although conventional surveys, particularly higher-order surveys, can define the area of movement, more accurate measurements may be required in many cases.

4.2.2.3 Electronic Distance Measurement Equipment
Electronic distance measurement (EDM) devices have proved particularly suitable for rugged terrain; they are more accurate and much faster than ordinary surveying techniques and require fewer personnel (Dallaire 1974). Lightweight EDM instruments can be used efficiently under ideal conditions for distances as short as 20 m and as long as 3 km; errors are as small as 3 mm (St. John and Thomas 1970; Kern and Company Ltd. 1974). Larger instruments that employ light waves or microwaves can be used at much longer distances. The accuracy of EDMs is influenced by weather and atmospheric conditions; comparative readings with three different instruments were described by Penman and Charles (1974).
EDM equipment can be used to monitor large landslides with large movements and provide a rapid way to survey many points on the mass from a single, readily accessible location. An example of such an installation involves a reactivated ancient landslide in the state of Washington along the Columbia River where the active landslide is more than 0.6 km wide and 5 km long. Movements vary from 1 to 9 m per year, and the rates of movement depend on the time of year and rainfall intensity and duration. A permanent station, readily accessible all year, has been set up on the side of the river opposite the landslide and distance readings are taken monthly to 14 points located on the landslide and 2 points located on stable ground outside the landslide boundaries. The distances involved vary from about 1.5 to 6 km. Figure 9-19(a) shows the movements (changes in distance) during a one-year period (1972–1973) for two selected points at this Columbia River landslide based on monthly readings recorded by an EDM instrument. At the end of the year, the points were resurveyed by triangulation. The discrepancy is about 10 cm, which, although larger than anticipated, is quite satisfactory considering the total movements. Figure 9-19(b) shows recorded changes for two points believed to be on stable ground. The variation of monthly readings is seen to be 60 mm and the variation is no greater for a 4765-m distance than for a 1844-m distance.

4.2.2.4 Total Station Equipment

Total station survey systems have improved surveying practices to a great extent. These devices can measure vertical and horizontal positions within a three-dimensional coordinate framework having x-, y-, and z-axes (east, north, and elevation). They have proved particularly suitable for rugged terrain, and building on the experiences gained with the earlier EDM systems, they perform even more accurately and faster than these earlier systems and require fewer personnel.

Current total station survey systems allow the surveyor the flexibility not only of measuring the horizontal and vertical positions of any point with a high degree of accuracy, but also of recording all readings into hand-held or instrument-located data collection devices. Field data can be downloaded from these devices to computers, where the data can be processed, printed in formal
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FIGURE 9-19

(a) POINTS LOCATED ON SLIDE

(b) POINTS LOCATED ON STABLE GROUND

records, and plotted as maps. In some cases data reduction and checking can be performed in the field while the survey continues, allowing inaccuracies to be identified and corrected immediately and saving remobilization costs.

Field-developed maps can be produced with total station equipment, a plane table, and a three-person crew. A geologist positions the retroprism pole on features of significance. The surveyor determines the position of the points, and another person plots the points on the plane table. Portable radios facilitate communication of geologic information to be recorded on the map.

Extreme care must be taken concerning the calibration and adjustment of all equipment involved in total station surveys. The following equipment must be checked carefully to confirm calibration or proper adjustment:
• Total station,
• Tripods,
• Retroprisms,
• Prism poles, and
• Optical plummet tribrachs.

As with EDM equipment, the accuracy of total station surveys is influenced by weather and atmospheric conditions. Lightweight total stations can be used efficiently for distances as short as 1.5 m and as long as 3 km. Errors may be as small as 30 mm over a 3-m distance; however, these instruments generally have a minimum resolvable distance accuracy on the order of 5 mm. Thus for short distances, the possible error in the distance measurement will always be at least 5 mm. For many landslide investigations, this accuracy is much better than the many potential sources of error in locating and reestablishing reference points.

Results of repeated surveys can be plotted effectively as direction and cumulative magnitude of movement, as shown in Figure 9-20. The plot for Point A shows consistent direction of movement and uniform, incremental increase in magnitude of the displacement vector. Point B shows random direction and small incremental magnitude of cumulative movement; it is a stable point and documents the survey's accuracy.

4.2.3 Other Surveying Techniques

In some landslide investigations the conventional surveying approaches discussed in the previous sections are supplemented by other, more specialized surveying techniques. These techniques include the use of lasers, methods involving aerial and terrestrial photogrammetry, techniques for monitoring internal deformation and the growth and movement of surface cracks, and the use of specialized equipment such as tiltmeters. In addition, videography and digital image analysis and the current Global Positioning System (GPS) are discussed in the following subsections. The use of specialized slope movement monitoring devices is discussed in Chapter 11.

These supplementary surveying methods continue to evolve rapidly. Some already are in fairly extensive use (e.g., EDM equipment and lasers), whereas others are in limited use or are in the developmental or experimental stage (e.g., terrestrial photogrammetry and videography). They will undoubtedly find increasing use in field measurements in the future.

4.2.3.1 Lasers

Laser instruments already are widely used for setting alignments, and they are well suited for setting a reference line for offset measurements to surface monuments. Laser beams are also used with some EDM instruments. It should be possible to measure offsets with errors no greater than 3 to 6 mm (Gould and Dunnicliff 1971).

Laser total station instruments are available in hand-held, monopod, and tripod formats (Laser Technology, Inc. 1992). These instruments are particularly well suited for rapid topographic profiling in locations too steep or dangerous for other methods. The laser total station is equipped with a fluxgate compass and tilt-angle sensor, in addition to a serial port for communicating data to other computer applications. The range of the laser is up to about 400 m to a target that is 20 percent reflective; to a retroprism the range is 12 200 m. Accuracies of
0.3 degree azimuth, 0.2 degree vertical angle, and 9.4 cm range can be obtained from units that weigh less than 3 kg and operate up to 8 hr on a Nicad battery.

4.2.3.2 Aerial and Terrestrial Photography and Photogrammetry

Important features of active landslides cannot be documented on aerial photographs taken before the slope movement; therefore, photographs taken at the beginning of an investigation of an active landslide permit documentation of current conditions for navigation as well as geologic interpretation. Photographs taken with a small-format (35-mm) hand-held camera from a fixed-wing aircraft during aerial reconnaissance can provide an excellent base for use on the ground (Wracker 1973). Stereoscopic photographs can be taken in this way in vertical or near-vertical and oblique orientations. Commercial rapid processing of color film is available in many cities. Thus, an aerial reconnaissance can be made and prints received for use in the field within a single day. An alternative to hand-held photography from a fixed-wing aircraft would be to contract with an aerial photography company to produce stereoscopic photographs for subsequent use on the project.

Prominent targets visible from the air or from a distance on the ground can be used as references for aerial or terrestrial photographs taken at some interval of days, weeks, or months. Suitable targets are circles or squares 30 cm to 1 m across with opposite quadrants painted red and white, as shown in Figure 9-21. If such targets are to be deployed from aircraft onto landslide surfaces, both sides of the targets should be painted so that it will not matter which side faces up. If a single photograph includes a stable bench mark and one or more landslide bench marks, the direction and magnitude of deformation can be estimated with the accuracy of the photographs. Oblique photographs, of course, show more complicated distortion than do vertical aerial photographs.

Terrestrial photographs can serve as bench marks for qualitative changes in landslides. Several examples of photographs documenting crack propagation in a large landslide may be found in a paper by Fleming and Johnson (1989). Simple photographic bench marks involve taking a photograph next to some prominent feature that can be found readily on subsequent visits to the site. The feature should be identified in the initial photograph for targeting in later photographs to ensure comparable views. Showing some object or measure, such as a folding ruler, for scale in the photograph is recommended.

For greater precision the location of the photographic bench mark can be established for later use by driving a metal or plastic stake into the ground. The height of the camera above the stake should be noted along with the azimuth and inclination of the view. A tripod can be used to simplify establishing these measurements and setting up for later photographs. More precision is obtained by using the same camera and lens combinations. Terrestrial photographs are more usable when later views are taken at a similar illumination (time of day) as the initial ones. This ensures similar contrast and visibility of the features among different photographs. Malde (1973) offered additional ideas for using terrestrial photography for geologic bench marks.

Photogrammetric measurements of ground geometry can be made from oblique photographs obtained at the ground surface. For example, two or more permanent photography sites that overlook a landslide area can be used to document landslide movement through successive sets of stereoscopic photographs. Phototheodolites are used to take successive stereophotographs from these fixed stations; movements are identified in a stereocomparator, and accuracies of 6 to 9 mm have been reported (Moore 1973). Although the data reduction may be more complex than that for conventional aerial photogrammetric mapping, the technique is useful for determining movement of any selected points provided that they can be seen in the photograph. Terrestrial photogrammetry has been used in some cases to measure changing dam deflections (Moore 1973) and to monitor rock slopes in open-pit mines (Ross-Brown and Atkinson 1972), but no landslide measurements using this method have been found in the literature.
4.2.3.3 Quadrilaterals

Quadrilaterals provide a convenient method for measuring slope deformation (Baum et al. 1988). A quadrilateral consists of an array of four stakes initially in a nearly square configuration. Quadrilaterals that span the lateral flank of a landslide or are located within the body of a slide deform with landslide movement. Subsequent measurements of quadrilaterals are compared with initial and previous measurements; they are used to compute displacements across landslide boundaries and strains and tilts within the body of the landslide. The geometry of a quadrilateral straddling a landslide boundary is illustrated in Figure 9-22.

The measurements required for quadrilateral deformation analyses consist of the relative elevations of the four stakes, the six distances between pairs of stakes, and the azimuth of one leg of the quadrilateral. Computer programs for this purpose were written in BASIC by Johnson and Baum (1987). The measurements of the quadrilaterals are used to define four triangles. The shape and tilt of each triangle are computed, and changes are used to define landslide deformation.

The accuracy of displacement, strain, and tilt estimates is limited by measurement error. Quadrilaterals measured by tape and hand level require large movements before the differences are significant. Laser geodimeters or tape extensometers provide the most precise measurements but may exceed the intentions of reconnaissance instrumentation. Tops of steel rods can be machined to allow repeated positioning of tape measures (Figure 9-23), and a cap can be machined to fit over the steel rod with a groove so that the tape can be positioned for repeated measurements (Figure 9-24). A special sleeve-type anvil is required to allow the
steel rods to be driven into the ground without damage to the machined pins. A tensioned steel tape corrected for temperature (Moffitt and Bouchard 1975) provides a suitable level of precision in distance measurements. Elevation differences can be determined precisely with a water level or manometer (Figure 9-25). Care must be exercised in selecting quadrilateral locations so that the relief within the quadrilateral does not prevent subsequent measurements.

4.2.3.4 Crack Monitoring
Monitoring the system of cracks found on the surface of a moving mass often is of critical importance for landslide investigation programs. Crack monitoring includes crack mapping and crack measurement or gauging.

1. Crack Mapping: Most earth movements are accompanied by cracking and bulging of the ground (Figure 9-14). Survey points, in addition to the predefined grid or traverse points (Figures 9-15 and 9-16), should be set on the more prominent of these features and in areas beyond them. Repeated, detailed mapping of areas of cracking serves to document the evolution of the cracks, which provides the basis for interpretation of the stresses responsible for them. An example of repeated, detailed mapping of an area of landslide cracks by plane table and alidade is shown in Figure 9-6.

2. Crack Measurement: Instrumentation of landslides is discussed in detail in Chapter 11. However, certain reconnaissance and supplementary measurements should be a part of the survey program. When geologic mapping is considered adequate to describe the area affected by a landslide, simple qualitative measurements can provide knowledge of the activity. Movements on cracks, particularly those uphill and downhill from well-defined zones of movement, indicate possible increasing size associated with many landslides. Therefore, it is desirable to monitor the change in width as well as the change in elevation across the cracks. This can be done easily by direct measurement from quadrilaterals straddling the cracks or pairs of markers set on opposite sides of the cracks.

Quadrilateral measurement techniques were described in the previous section. Crack width changes also may be measured directly by taping between stakes set on opposite sides of the crack. Crude, simple gauges can be constructed in the field to provide accurate and continuing indications of crack movement. Figure 9-26 shows one such device, which consists of two vertical reinforcing steel rods and a heavy-duty elastic rubber strap or band stretched between the two rods (Nasser 1986). Initial measurements of length, bearing, and inclination of the band provide a basis for comparison with subsequent measurements. Reduction of the field measurements provides values of lateral and vertical movements along the crack. Vertical offsets on cracks and scarps also may be obtained from direct measurement. If total station surveying equipment is available, similar measurements can be made readily and referenced to stable bench marks.
However, such sophisticated surveying methods are not always justified. In areas of cracked pavement or jointed rock, the change in crack or joint width can be determined by scribing marks or bonding washers onto the pavement or rock surface on opposite sides of the crack or joint and simply measuring between the pairs of marks. Small-scale quadrilaterals 5 to 10 cm across may be installed to monitor displacements, strains, and tilts, as described in the previous section. On pavement or rock surfaces the quadrilaterals can consist of stainless steel pins with washers fixed by epoxy into small-diameter drilled holes. Another simple device is a small hardwood wedge lightly forced into an open crack and marked at the level of the pavement or rock surface. If the crack opens, the wedge will fall deeper into the crack. Such a wedge indicator may not be helpful if the crack closes or is subject to shear movement.

Cracks often are visible in the early stages of landslide deformation. In places where the cracks are not likely to be destroyed rapidly, such as on rock faces or paved surfaces in urban areas, a simple technique for monitoring crack propagation rate is to mark the end of the crack and observe the crack over a period of time, such as days or weeks. The end may be marked by placing a straight-edged piece of cardboard or similar material across it so that it is just covered and spraying paint so that a straight-edged mark is left on the rock face or paved surface (Figure 9-27). The monitoring process can be repeated using different colors of paint and the distance between successive marks can be measured. In active traffic areas where repaving may destroy monitoring locations, attempts to monitor crack propagation may not provide acceptable results.

Monitoring of cracks usually provides information on movement within the upper half to two-thirds of the landslide mass. The lower half to one-third of the landslide may exhibit little cracking because of compression and overriding of material within this portion. Movement in this area must be detected in reference to fixed objects adjacent to or within the path of this overriding. Photographic points that show the toe of the landslide in relation to fixed features such as trees, rock outcrops, buildings, utility poles, or roads are one means for this monitoring. The photographic point must be established in a location that permits a clear view of the lower part of the landslide and the reference features. Establishing the photographic point should follow the procedures described for terrestrial photography in Section 4.2.3.2.

Another way to monitor movement at the toe of the landslide is to establish one or more rows of targets or stakes parallel to and within the expected path of the landslide. The first target or stake should be placed as near as possible to the toe. Succeeding targets should be placed a set distance apart. For example, a slow movement feature might be monitored by placing five targets or stakes at 1-m intervals. It is important to mark the individual stakes with paint or some other indelible substance. As the landslide movement overrides or covers the first stakes, determination of the amount of movement depends on knowing the number of stakes buried and where the end stake is located in the line. The number of parallel lines of targets or stakes depends on how broad the toe of the landslide is and the configuration of the slope below it.

4.2.3.5 Tiltmeters

Tiltmeters can be used to detect tilt (rotation) of a surface point, but such devices have had limited use in landslide investigations. They have been used mostly to monitor slope movements in open-pit mines and highway and railway cuts, but they may be used in any area where the failure mode of a mass of soil or rock can be expected to contain a rotational component. One type of tiltmeter is shown in Figure 9-28, and sample tiltmeter data from a mine slope are shown in Figure 9-29. Tiltmeters use the same types of servo-accelerometers as those used with the more sensitive inclinometers described in Chapter 11. The prime advantages of tiltmeters are their light weight, simple operation,
compactness, and relatively low cost. Disadvantages of portable tiltmeters in reconnaissance instrumentation are their power requirements and their digital data output.

Alternative devices to detect tilt on landslides are quadrilaterals and existing linear features on the slide, such as utility poles and trees. Quadrilaterals were described in previous subsections of this chapter and provide excellent information that can be used to compute tilt. Trees or structures can constitute crude tiltmeter bench marks within landslides or on slopes expected to move. A line is marked along which the inclination of the structure is measured. Placing a Brunton compass or similar device capable of measuring orientation along the line provides the initial measurement of its inclination. By comparing the initial measurement with later ones along the same line, any tilting related to displacement on the landslide can be detected. Trees and poles should be measured parallel to their lengths at points 0, 90, 180, and 270 degrees around their circumferences. This measurement provides better control of the direction of tilting when the tree or pole could tip in any direction. The uneven surface of the tree can be made smoother for more accurate measurement by nailing wood strips parallel to its length (Figure 9-30). These strips also serve to mark the alignment for later remeasurement. The orientation of the wood strips can also be measured with a Clar compass.

4.2.3.6 Videography and Digital Image Analysis

Videography and digital image analysis are emerging technologies with promise for application in surface observation and geologic mapping of landslides. Videography is a computer-aided procedure in which multiple videotape recordings of the same area taken with different spectral bands or lens filters are registered to each other or to a geographic reference system and processed to create a single interpreted image. Bartz et al. (1994) successfully de-
FIGURE 9-30
Tree trunk with wood strips tacked at 90-degree intervals to provide reference lines for successive measurement of tilt. Trend and plunge of strips are measured on successive field observations to document direction, amount, and rate of tilting.

lined riparian vegetation types using multispectral airborne videography. They collected three bands of data—green (centered at 0.55 µm), red (centered at 0.65 µm), and near-infrared (centered at 0.85 µm)—and digitized selected frames of the imagery using special electronic computer hardware known as a frame-grabbing and display board. Multispectral images were created by superimposing the three individual bands, and continuous sections of their study area were prepared as mosaics of the individual three-band images. The computer is “trained” to interpret specific combinations of image characteristics as specific geographic features by having the computer operator classify areas of the feature. Areas of ponded water, for example, would have a distinctive set of characteristics on the different spectral bands.

Bartz et al. (1994) concluded that multispectral airborne videography can be used to collect inexpensive and timely baseline information. A similar procedure based on multispectral aerial videography was used by Shoemaker et al. (1994) for jurisdictional delineation of wetlands. Videography has not yet been applied to landslide mapping, but the potential value is great for rapid classification of a landslide area once features such as ground cracks and seeps have been identified.

Digital image analysis is similar to videography, except that the analysis is based on a single image rather than on multiple superimposed images. Terrestrial digital image analysis is an emerging technology that is related in some respects to satellite image analysis. Multispectral remote sensing of landslide-susceptible areas was addressed by Jadkowski (1987). Vandre (1993) applied digital image analysis to determine grain size distribution of cobble- and boulder-size particles; he also has used this technology on landslide evaluations in Utah (B. Vandre, personal communication, 1994, AGRA Earth & Environmental, Inc., Salt Lake City, Utah). The basis for digital image analysis is rapid estimates of size based on pixel dimensions and a suitable scale visible in the image. A conventional video camera is used to record images in the field. The videotape is replayed through a computer monitor using a card with a special video jack (RCA format). Selected frames of the video are grabbed for display and analysis. Quantitative estimates of landslide movement can be obtained from digital image analysis of repeated terrestrial photography if the photographs are digitized and the features displaced or deformed by landslide movement are visible in the repeated photographs.

4.2.3.7 Global Positioning System Surveying
Global Positioning System (GPS) surveying has developed rapidly in the past few years. This technique appears to provide precise surveying technology anywhere in the world, but it has some severe limitations. The basis for GPS surveying is a network of satellites (26 in 1994) deployed by the U.S. Department of Defense. These satellites make up a positioning system called the Navigation Satellite Timing and Ranging (NAVSTAR) GPS. The positioning system in each satellite transmits at two frequencies with three modulations (Reilly 1992). The atomic clocks in the satellites generate a fundamental frequency that is multiplied by two different factors to generate two carrier frequencies. Modulated onto these carrier frequencies are pseudo-random-noise codes to protect military use for precise navigation. Civilian users do not have access to the precise military navigation code. The satellites also transmit messages containing clock
correction coefficients, satellite ephemeris parameters, and other data, including almanac data, which give orbit information for all of the satellites in the NAVSTAR GPS "constellation."

A single GPS receiver can be used to determine the position of an unknown point with an accuracy of about 100 m. This position is in an Earth-centered, Cartesian-coordinate system that can be expressed in terms of latitude, longitude, and height on Earth's reference ellipsoid. Much better accuracy in horizontal position can be achieved with at least two GPS receivers simultaneously recording at least four satellites. Horizontal accuracies of 1:300,000 are routine (Reilly 1992).

GPS surveying is not well suited for determining ground-surface elevation. The best way to determine elevation from a GPS survey is to have at least one GPS receiver dedicated to a bench mark with accurate known elevation. The bench mark receivers are used to calibrate the satellite signals for determining the elevation of the roving receivers. Most of the error in elevation is related to setting up the receiver antenna, and an accuracy of 0.3 cm is thought to be reasonable for careful GPS measurements (Reilly 1992).

Accurate measurements with GPS receivers require positions to be operated continuously for 45 to 60 min. Tree limbs and other material blocking the antenna can cause problems with reception of satellite transmissions. Troublesome backscatter of transmissions can be caused by reflective surfaces such as buildings, pavement, and buried pipelines. GPS surveying is a powerful tool, but for most landslide investigations, the exact geographic position of the landslide is not needed, only accurate relative positions of points on and adjacent to it.

4.3 Representation of Topographic Data

Survey data must be displayed and analyzed in order to be useful to landslide investigators. The four most common representation methods are topographic maps, profiles, displacement vectors and trajectories, and strain ellipses.

4.3.1 Topographic Maps

Generally, topographic information obtained by photogrammetric methods is correlated with ground survey controls and detailed topographic information to establish two or more maps of the landslide area. The first map encompasses the landslide (or suspected landslide) plus the surrounding area, including the topography extending uphill and downhill beyond major changes in slope or lithology. Topography should be developed on each side for a distance of approximately twice the width of the moving area (or more when the zone of potential movement is not well defined). Typical scales for such mapping of large landslides may be 1:2,500 to 1:10,000. A portion of such a map developed for a landslide investigation near Vail, Colorado, is reproduced in Figure 9-31 (Casals 1986).

The second topographic map is more detailed and encompasses the observed landslide area plus all of the uphill and downhill cracks and seeps associated with the landslide. Typically, the detailed map extends beyond the boundaries of the landslide uphill and downhill for a distance of half the length of the landslide or to significantly flatter slopes. The detailed topography should extend beyond the limits of the landslide laterally at least half the width of the landslide area. Contour intervals in such detailed topography should be as close as 0.5 m for landslides that do not have too great a degree of vertical relief. The horizontal scale is typically 1:2,500 or larger. A portion of such a landslide map prepared as part of field investigations of a landslide in western Colorado (Umstot 1988) is shown in Figure 9-32.

Topographic data commonly are collected in the field electronically and compiled in the office digitally. Many topographic maps for landslide investigations are plotted by computer. Data from successive surveys can be compared with the aid of the computer, and plots of changes in topographic contour-line position can be produced. Such comparative contour-line plots provide useful information on changes in topography of landslide masses but require complete resurveying of landslide sites. An example of a map showing changes in elevation of the surface of the Thistle landslide (Duncan et al. 1985) is shown in Figure 9-33.

4.3.2 Profiles

In addition to a topographic map, profiles of the landslide area are prepared (Figures 9-34 and 9-35). The most useful profiles are perpendicular to the steepest slope of the landslide area. Where the movement definitely is not perpendicular to the steepest slope, two sets of profiles are necessary: one
set should be parallel to the direction of movement and the other parallel to the steepest ground-surface slope. For small landslides, three profiles may be sufficient; these should be at the center and quarter points of the landslide width (or somewhat closer to the edge of the slide than the quarter points). For very large landslides, the longitudinal profiles should be obtained at spacings of 30 to 60 m. It is particularly important that the profiles be selected so as to depict the worst and less critical combinations of slope and movement within the landslide area. It is usually desirable to have at least one additional profile in the stable ground 15 to 30 m beyond the limits of the landslide area on each side so that the effect on the movement of ground-surface slope alone can be determined.

Each longitudinal profile of the landslide is usually plotted separately. Successive profiles can be shown on the same drawing to illustrate changing site topography. The original topography should be estimated from old maps and shown for comparison where possible. However, it is difficult to reference old maps precisely to the more detailed topography obtained during landslide investigations. Differences between existing topography and prelandslide topography may represent survey mismatches as well as deformation of the site ground surface. Adjustments of the prelandslide profile from old maps to the profile from new surveys may in some cases be made by comparing old and new topography beyond the limits of observed landslide movements.

4.3.3 Displacement Vectors and Trajectories

Survey grid points and other critical points are plotted on the more detailed topographic map of the landslide area. Both the topography and the depicted grid points should be referenced to the same geographic reference system, whether it is an arbitrary reference convenient for the landslide site or
true geographic position on the Earth's surface. From the consecutive readings on the survey grids and traverses, the horizontal and vertical displacements of the ground surface can be determined. If the movements are large, the subsequent positions of the reference points can be plotted on the topographic map. However, if the movements are small, the successive positions of the monuments may be plotted separately to a larger scale depicting vectors of movement. The vector map may show reference-point locations and displacement vectors on a map with the landslide outline (Figure 9-36), or a topographic base map may be used if the information can be shown clearly. Although the initial positions of the points are shown in their proper scale relations, the displacement vectors may be plotted to a larger scale; this difference in scale should be noted. Elevations at successive dates can be entered beside the grid points.
Because topography changes significantly with continuing movement, the dates of the surveys should be noted on the maps. Furthermore, if a significant period of time has elapsed between the dates of the surveys that establish the topography and the surveys that establish the movement grid, the elevations of the points on the grids will not necessarily correspond to those on the topographic map.

Displacement-vector data also can be displayed separately from maps showing the distribution of the grid points. An example of a plot of direction and cumulative magnitude of displacement is shown in Figure 9-20.

### 4.3.4 Strain Vectors and Ellipses

Quadrilateral monitoring (Section 4.2.3.3) provides a means for calculating strain from changes in the length of chords, called stretch (Baum et al. 1988), between points on each quadrilateral. The directions and magnitudes of maximum and min-
The minimum principal stretches can be determined and plotted in the form of ellipses on the topographic base map or landslide outline map. Similarly, the directions and magnitudes of area strain and finite shear strain (Baum et al. 1988) can be determined and plotted on maps to represent internal deformation rather than displacement.

5. INTERPRETATION AND DATA PRESENTATION

The geologic data collected in the field must be interpreted and presented in a form that communicates useful and relevant information to non-geologists, usually engineers. The primary form of geologic data presentation is the geologic map. The map and explanation must be carefully crafted to present relevant information accurately and clearly. Geologic sections are used to illustrate subsurface relationships interpreted from surface observations. Sections can be connected to portray three-dimensional relationships. Selected photographs of critical features enhance the report user's understanding. The geologic report discussing methods, findings, conclusions, and recommendations must be carefully written to communicate relevant information without using unexplained geologic terminology.

The concept of multiple working hypotheses is fundamental to geologic interpretation and is de-
5.1 Importance of Multiple Working Hypotheses

The multiple-working-hypothesis method proposed by Chamberlin (1965) has become the conventional geologic approach to scientific investigation, although some believe the name should no longer be applied to the method (Johnson 1990). This method consists of continuous evaluation of alternative explanations for the data that have been collected. As more and more observations are made, the hypotheses continue to be tested; those hypotheses that can no longer be supported by the data are rejected. Ultimately the goal is to explain all of the facts with a unique model. This ideal goal may be difficult to achieve, and after some investigation, two or more viable alternative explanations may remain. This situation identifies the essence of the frequent difficulties in communication between geologists and engineers. Engineers try to base their analyses and design on the concept that a unique solution exists and can be identified.

It is essential that uncertainties in geologic interpretation be explained in terms relevant to engineers. Often with several viable alternative explanations, one appears most likely. This situation should be explained clearly, and the likelihood should be quantified if possible. If the geologist does not offer this kind of assistance to the engineer responsible for design, the engineer may be forced to make geologic decisions or to ignore geology altogether (Keaton 1990). The engineer responsible for design, on the other hand, should seek relevant information from the geologist. The engineer and the geologist must work together as a team to accurately characterize a site and formulate a design based on that characterization.

Much geologic analysis is based on the concept that current processes can be used to interpret the geologic record; in other words, the present is the key to the past. For example, a stream transporting sand and gravel can be interpreted to mean that gravelly sandstone bedrock was deposited in a fluval environment. The engineering-geologic corollary to this concept states that processes that were active in the recent geologic past should be expected to remain active in the near future; in other words, the recent past is the key to the near future. For example, subdued hummocky terrain may indicate that landslides that were active in prehistoric time have the potential to become active again.

5.2 Analysis of Reconnaissance Instrumentation

Information developed from reconnaissance instrumentation can be valuable in understanding the cause, rate, and direction of slope movement. These factors in turn may be helpful in planning
the subsurface investigation and interpreting the results. Measurements made with the instrumentation should be summarized as basic data and then interpreted in a geologic context.

5.3 Engineering-Geologic Maps and Explanations

Engineering-geologic information is most useful when plotted on a topographic base map. An orthophotograph with superimposed topographic contours (Figure 9-37) provides a most useful method for rapidly communicating relevant geologic data to nongeologists if the photograph documents current conditions. The scale of the base map controls the detail that can be shown. Engineering-geologic mapping should be completed at the scale that will be used for design drawings if possible. Detailed geologic mapping, particularly of complex areas, can be accomplished efficiently with the aid of a plane table and alidade, as was done by Fleming and Johnson (1989) for the Aspen Grove landslide in Utah (Figure 9-6).

Three levels of detail may be warranted in landslide assessments: areal assessment, regional evaluation, or site investigation. In urban areas, Leighton (1976) called these levels regional, tract, and site. Areal landslide maps show the general distribution and shape of large landslide deposits. Good examples are a landslide map of Utah (Figure 9-38) by Harty (1991) at a scale of 1:500,000 and a preliminary map of landslide deposits in San Mateo County, California, by Brabb and Pampeyan (1972) at a scale of 1:62,500. Areal landslide maps provide some basis for characterizing large-area suitability; feasibility and design decisions, however, require greater detail.

Increased detail is achieved at the regional evaluation level. Information on the landslide types and their features would be documented on maps for regional evaluation. Baum and Fleming (1989) mapped landslides in central Utah at a scale of 1:12,000 (Figure 9-39). Wieczorek (1982) mapped landslides near La Honda, California, at 1:4,800, and Baum and Fleming (1989) showed the Aspen Grove landslide in Utah at about 1:4,000 (Figure 9-40); these are reasonable scales for site investigations. Fleming and Johnson (1989) mapped the Aspen Grove landslide at 1:200 using a plane table; a portion of this map is shown in Figure 9-41 at 1:833. A smaller part of the Aspen Grove land-
Figure 9-38: Example of landslide map for areal assessment, scale 1:500,000 (Harty 1991). Original map is colored and distinguishes between deep-seated, shallow, and undifferentiated landslides compiled from different sources; dots represent landslides smaller than 600 m across, and patches depict landslides larger than 600 m across. Area shown includes Ephraim Canyon, central Utah; increasing detail is shown in Figures 9-39, 9-40, 9-41, and 9-6.

Geologic map explanations should contain brief but complete descriptions of the units mapped and the symbols used. Map units may be correlated with geologic formation names and ages. The locations of sections and reconnaissance instrumentation should also be indicated on the map and included in the explanation.

Comparison of mapped landslides with other physical characteristics of the area may provide insight on conditions influencing stability. A landslide map is essentially a map on which points within an area have been classified as either related to a landslide or not. There is little difficulty in comparing landslide maps with geologic maps where points within an area have been classified according to what geologic material is present. It is more difficult to make a meaningful comparison with contoured data such as elevation on a topographic map or isohyetal lines on a precipitation map. A landslide map can be transformed into contoured data by isopleth mapping (Wright et al. 1974; DeGraff and Canuti 1988), as shown in Figure 9-42. The percentage of a standard area that is underlain by landslide deposits is determined on a grid superimposed on the landslide map. The percentage values determined for all the points on the grid are contoured to show isopleths of landslide deposits.

The isopleth landslide map provides a way to represent landslide activity in an area and improve the understanding of conditions leading to instability (DeGraff 1985), as shown in Figure 9-43. It facilitates comparison of large and small landslides that may be present in different parts of the area. Isolethe maps for different landslide types in an area can be constructed to assess whether their distribution is controlled by different sets of factors. Locations with especially high percentages of landslides may merit more detailed investigation.

5.4 Engineering-Geologic Sections

Engineering-geologic sections should be located so as to provide information that will be needed for planning subsurface investigations and stability analyses. Commonly these positions are perpendicular to topographic contours and aligned longitudinally down active or dormant landslide deposits. The projected shape of sliding surfaces, geologic contacts, and piezometric surfaces should be shown along with the topographic profile (Figure 9-44). Geologic sections should be constructed at the same horizontal and vertical scales. Exaggerated vertical scales do not permit direct measurement of angular relationships and can be misinterpreted. Furthermore, they do not aid in communicating geologic information to nongeologists.

5.5 Three-Dimensional Representations

Communication of geologic information can be enhanced by diagrams of interconnected geologic sections. These interconnected sections (called fence diagrams) provide three-dimensional or pseudo-three-dimensional representation of the surface and subsurface conditions (Figure 9-45). Block diagrams are created by constructing perpendicular sections and sketching the surface geology in an isometric projection. (Figure 9-7 shows...
schematic block diagrams of landslide deposits of differing ages.) Scale models constructed from thin sheets of styrofoam (foam-core boards) are the equivalent of orthogonal block diagrams (Figure 9-46). Computer-generated sections, fence diagrams, and block diagrams can be produced routinely with the use of commercially available computer programs. These diagrams can be particularly helpful in communicating geologic information to nongeologists. They are most useful when data from subsurface investigations has been integrated into them.

5.6 Engineering-Geologic Reports

Engineering-geologic reports most likely will be used by nongeologists; therefore, geologic terminology must be minimized and explained in non-
geologic terms. For example, "fossiliferous silty limestone" should be used rather than "biomicrite." Engineering geology essentially is geology that is relevant to an engineering project; geologic information that is not relevant to the project should be omitted or placed in an appendix to the report.

Engineering-geologic descriptions must be quantitative to the greatest extent possible. Phrases such as "moderately weathered," "moderately strong," and "moderately dense" are not meaningful unless they are quantified as in the Unified Rock Classification System (Table 9-4). The basis for geological opinions and recommendations should be clearly stated. As additional information becomes available, such as the results of the subsurface investigation, the basis for opinions can be evaluated, and the opinions can be verified or modified.

6. GUIDANCE FOR SUBSURFACE INVESTIGATIONS

The geologist often is the first technical specialist at a site or the first to spend a substantial amount of time there. Thus, valuable information can be collected regarding logistical issues, such as access to the site for drilling and other equipment, locations and types of utilities in the vicinity, and existing land uses.

The results of the surface observation and engineering-geologic mapping should provide detailed and quantitative information on:

- Distribution, modes, and rates of slope movement;
- Positions and geometries of slip surfaces;
- Position of groundwater table and piezometric surfaces;
FIGURE 9-41
Example of landslide map for site assessment (part of Aspen Grove landslide, Utah). Fleming and Johnson (1989) originally mapped this landslide at scale of 1:200, but original illustration was published at scale of about 1:833. More detail of part of this landslide is shown in Figure 9-6 at scale of 1:300; less detail is shown in Figures 9-38, 9-39, and 9-40.
Of particular importance are the geologist’s recommendations concerning the best locations for subsurface investigations. Engineers may plan an investigation program of regularly spaced borings, test pits, or both, hoping to collect sufficient data to adequately characterize the site. However, geology is not random; therefore, borings and test pits at appropriately selected locations are more likely to provide information needed to test geologic-model hypotheses. It must be recognized that additional borings may be needed to collect sufficient samples for laboratory testing.

7. CORRELATION OF SURFACE AND SUBSURFACE DATA

The geologist should observe and log subsurface exposures and samples to provide a basis for correlating surface mapping with subsurface information. Subsurface data generally permit more specific geologic interpretation than do surface data. The geologic interpretation of the site based
on surface mapping must be evaluated in the context of the subsurface data. If appropriate, revisions should be made to the engineering-geologic map and sections. The reevaluation of the geologic interpretation of the site may reveal the need for supplemental subsurface data at locations not initially selected for investigation.

The basic goal of the surface and subsurface investigations is accurate, quantitative characterization of the site. Accurate site characterization permits selection of the best geologic-geotechnical model of the slope system for use in stability analyses. The best model permits the most appropriate design for the project.

8. ADDITIONAL FIELD INFORMATION

Additional field information may be needed to permit prediction of the performance of the slope and the potential risk of damage to the project, adjacent facilities, or both. Long-term monitoring of slope deformation and piezometric levels may be appropriate. The reconnaissance instrumentation can be converted to permanent instrumentation by replacing the rapidly deployed devices with more stable ones.

Adjacent land use strongly influences the consequences of damage. High-value or high-occupancy property adjacent to a slope movement may require a more conservative design and more extensive field monitoring to provide a basis for legal defense in the event of litigation on behalf of the adjacent property. Some adjacent land uses, such as agricultural irrigation, can contribute to stresses causing slope movement at the project site. Repeated surface observations and instrumentation can permit early detection of the beginning of a problem. Alternatively, such observations can provide a legal basis for justifying compensation from the adjacent land owner for part of the damages at the site.

The potential for excessive precipitation, strong earthquake shaking, or both, to occur at a site...
should be recognized early in the investigation. It may be appropriate to consider installing precipitation gauges, strong-motion accelerographs, or both, to collect information that may be of great value in improving design of slope systems. If slope movement occurs in response to precipitation or an earthquake, the intensity or magnitude of the event at the slope will be known. Otherwise, the intensity or magnitude of the event will have to be projected from the nearest recording station, which may be a substantial distance from the site.

9. COST OF SURFACE INVESTIGATIONS

The pre-field investigation involves identifying, collecting, and reviewing available geologic and topographic information and aerial photographs. Usually no more than a few days of a geologist’s time is required for this task. Up to several hundred dollars may be needed to purchase maps and available aerial photographs, depending upon the size of the project. It may require six to eight weeks to obtain aerial photographs from government agencies in the United States and Canada; elsewhere it may take much longer. Where aerial photography is produced by the air force of a particular country, its availability requires overcoming major obstacles. However, many smaller countries in the British Commonwealth produce their topographic maps based on aerial photography taken by the Directorate of Overseas Surveys of the Government of the United Kingdom. This is commonly black-and-white photography at a scale of 1:20,000. A project-specific aerial-photograph mission may be warranted for some projects; the cost of such missions varies widely depending upon the size and location of the project, but generally costs at least several thousand dollars.

The amount of time required for a geologist to complete surface observation and geologic mapping depends on the size of the site, the ease of access, the ruggedness of the site, and the degree of geologic complexity. Under most circumstances, however, one to two weeks should be sufficient. The reconnaissance instrumentation usually consists of relatively inexpensive wooden or steel stakes and small-diameter iron pipe. The equipment needed to conduct the monitoring is simple and is probably owned by most geologists so that rental or purchase would not be needed.

The amount of involvement by the geologist during the subsurface investigation can be extensive or minor, depending on the organization of the effort. Often the geologist is assigned to the drilling or excavation equipment to make field observations. In these cases the geologist can be involved for several weeks or even months. If the geologist is not directly involved in the subsurface-data collection, approximately one to two weeks of effort may be required to examine the samples and correlate the subsurface and surface data.

It may be appropriate for the geologist to assist in installing instrumentation and to be involved in long-term monitoring efforts. The geologist can make repeated surface observations at the time the instruments are being read. Long-term monitoring can extend over a period of years, with readings being taken at intervals of weeks or months. The amount of time required for each series of readings varies with the number of instrument locations and the difficulty of access. Generally, a few days to one week is sufficient to read the instruments at a typical site.

Correlation and analysis of surface and subsurface geologic data are commonly done as the data are being collected. It may be appropriate for the geologist to synthesize the data at the end of a major effort. Typically, a few days to one week is sufficient time for such correlation and analysis.
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1. INTRODUCTION

Slope instability reflects soil, rock, and groundwater conditions that are hidden beneath the ground surface. Although geologic structures and strength properties of earth materials can often be inferred from surface investigations, subsurface investigations are also required to obtain definitive data and samples. Subsurface explorations exhibit a wide range in cost. In order to save time and money, subsurface exploration programs should be undertaken following site reconnaissance and surficial investigation programs (see Chapters 7 and 9) and before the selection of instrumentation (see Chapter 11). Subsurface investigation follows an iterative process that incorporates new procedures and adjustments as information is discovered and tested against multiple working hypotheses and proposed mitigation strategies.

Selection of exploration methods and development of a plan for the subsurface exploration program are based on considerations of study objectives, size of the landslide area, geologic conditions, surface conditions, access to the area, and limitations of budget and time. Available information concerning the site, including any plans for construction or remedial treatment, should be used to support this selection and planning process. A subsurface exploration program should provide information that allows for qualification and quantification of pertinent material properties. The exploration program should provide values for the undisturbed and residual shear strength or friction angle of all geologic deposits, pore pressures in water-bearing strata, depth to controlling features, and probable vertical and lateral limits of sliding. Interpretation of such data identifies and quantifies potential solutions for landslide movements.

1.1 Classification of Subsurface Exploration Methods

Subsurface exploration methods may be classed as direct methods and indirect methods (Hunt 1984). Direct methods, such as test borings and the excavation of test pits, allow the examination of materials, usually with the removal of samples. Indirect methods, such as geophysical surveys and use of the cone penetrometer, provide a measure of material properties that, by correlation with other data, allows the estimation of material type. Exploration methods may be further classified into the following key categories:

- Reconnaissance methods,
- Surface-based geophysical methods,
- Test and core borings,
- Borehole logging, and
- Field testing, including specialized sampling from test pits, adits, and shafts.

1.2 Definition of Appropriate Exploration Program

Decisions regarding the type and location of subsurface explorations are dependent on the information needed to quantify the various working
hypotheses. Some rules of thumb that may be helpful in deciding on a reasonable approach to a subsurface exploration program are as follows:

- Reconnaissance methods involve low-cost techniques requiring a minimum of equipment. They provide both direct and indirect data.
- Surface geophysical explorations provide only indirect data but are relatively inexpensive and can cover a large area in a very short time.
- Borings constitute the most common subsurface explorations. They include a wide variety of techniques and can vary from relatively routine and low-cost approaches to highly specialized and expensive methods. Because borings generally are used to provide samples, they provide direct data. Samples obtained by different techniques vary considerably in their utility; in many cases samples obtained from borings produce inaccurate values for material properties because of their relatively small volumes.
- Field tests range from relatively inexpensive penetration tests that can be performed as part of exploratory boring programs to expensive specialized test pits. Results obtained from field tests provide confirmation of strength property estimates obtained in laboratory tests.
- Test pits provide direct data and the potential for collecting large samples or performing in situ field tests to obtain landslide information not available from other sources. These pits can usually reach only shallow depths; they become extremely costly as the depth increases.
- Geophysical or other methods for logging test borings often provide valuable information at a modest additional cost.
- Specialized sampling and investigations requiring the construction of adits and shafts are extremely expensive and time consuming. Adits and shafts may be hazardous in landslide areas because of the nature and inherent instability of earth materials; accordingly, they are used only rarely during landslide investigations.

1.3 Safety Considerations

The safety of the subsurface exploration team should be evaluated before the site is occupied. Explorations of landslides are often located in difficult terrain, and excavations may require temporary falsework to protect personnel. The landslide may still be active and thus may pose a constant risk to the workers and equipment. The possibility of having loose or unstable material upslope of the exploration crew should be considered, and precautions, such as building protective cages or setting up manual or automated movement-warning devices, should be taken. In some situations, it may be advisable for crews to work in shifts around the clock to reduce the duration of such safety measures.

1.4 Supervision by Geologist or Geotechnical Engineer

On-site supervision by a knowledgeable experienced geologist or geotechnical engineer is critical to the success of most subsurface investigation programs to ensure that the intent of all specifications is preserved and that the field activities are properly executed so that the desired results can be achieved. The chief functions of the supervision are to

- Enforce all technical and legal contract specifications;
- Maintain liaison with the designer of the exploration program;
- Select and approve modifications to the program specifications as new or unanticipated conditions are revealed (such as the addition or deletion of borings, changes in depths of borings, changes in the types, depths, or intervals of sampling, etc.);
- Ensure that complete and reliable field reports are developed; and
- Identify all geologic conditions accurately.

Lack of such a knowledgeable on-site decision maker during the exploration program can lead to large additional expenses if site revisitation becomes necessary to obtain additional required information. In some instances, without such expertise available, serious mistakes can be made during the exploration program that will aggravate the landslide conditions.

1.5 Sources of Information

Numerous sources of information are available for more specific guidance concerning the importance of subsurface investigation or proper procedures for planning and conducting subsurface explorations on landslides. Several basic engineering
2. PLANNING SUBSURFACE INVESTIGATIONS

The initial planning of a subsurface investigation program incorporates information concerning terrain features, site accessibility, and anticipated geologic conditions to define the areal extent of the investigation; types of investigative procedures; test boring locations, spacings, and depths; and required types of samples and sampling frequencies.

Previously conducted surface investigations (see Chapter 9) will often suggest possible modes of landsliding. The subsurface exploration program must be designed to resolve the remaining uncertainties and to define the operative landslide mode (or modes) from among the various hypotheses. A successful subsurface exploration program will identify the controlling subsurface deposits and quantify all variables that might control landslide activity according to the various alternative hypotheses using an iterative process that must be continuously modified to answer the critical design questions. The subsurface exploration program must define the spatial relationships and provide quantitative information on the density, shear strength, and permeability of each of the subsurface layers. The necessary parameters required by design solutions for the landslide should be quantified, including definition of properties for the very strong as well as for the very weak materials. Instrumentation may be needed to quantify the ranges of water pressure that can be expected in each of the important geologic deposits. The subsurface exploration program must be coordinated and integrated with the instrumentation program (see Chapter 11) so that the parameters that cannot be quantified by using conventional exploration techniques can be defined by the instrumentation.

Alternative exploration strategies and their required equipment and techniques should be identified on the basis of the initial site evaluations, both those in the office and from initial field inspection. This information should clearly identify the anticipated conditions, thereby allowing the investigator to select appropriate equipment, such as a Christensen core barrel, a borehole camera, or undisturbed-sampling tools. Careful attention must be given to alternative methods for sealing high artesian water pressures if they are encountered.

The preliminary layout, spacing, and depth of borings will depend on the prior site information. As a minimum, there should be borings near the top, middle, and bottom of a potential landslide, with as many profiles of borings as appear to be required to define the subsurface conditions. Philbrick and Cleaves (1958) suggested that a profile of borings be developed along the centerline of the landslide and that the first boring be placed between the midpoint and the scarp or head of the landslide. The area outside the landslide perimeter should also be explored to provide comparative data on the stable and unstable portions of the slope. Such information may also be needed to provide data on possible further expansion of the landslide or possible design of remedial measures.
2.1 Area of Investigation

The area of the investigation is determined partly by the size and type of an affected transportation project and partly by the extent and type of topographic and geologic features believed to affect the landslide activity. At sites where there is potential for future landslide movements, the area to be investigated cannot be easily defined in advance. A grid of borings should be placed within the suspected area to delineate the landslide (Figure 10-1). Once a landslide has occurred, the area of investigation can be better defined (Figure 10-2). However, in either case the area studied must be considerably larger than that comprising the suspected activity or known movement for three reasons:

- The landslide or potential landslide must be referenced to the stable area surrounding it,
- Most landslides enlarge with passage of time, and
- Many landslides are much larger than first suspected from the overt indications of activity.

As a rule of thumb, the area to be studied should be two to three times wider and longer than the area suspected. In some mountainous areas, it is necessary to investigate to the top of the slope or to some major change in lithology or slope angle. The lateral area must encompass sources of groundwater and geologic structures that affect the landslide stability.

2.2 Depth of Investigation

The depth of investigation is even more difficult to define in advance. Initial estimates of investigation depths can be made by applying various rules of thumb, including the following:

- The depth of movement at the center of the slide is rarely greater than the width of the zone of surface movement.
- The maximum depth of the failure surface is often approximately equal to the distance from the break in the original ground surface slope to the most uphill crack or scarp (McGuffey 1991).

Longitudinal cross sections drawn along the landslide centerline may also be helpful in defining initial investigation depths. Circular or elliptical failure surfaces connecting possible toe bulges and uphill scarps can be sketched onto these cross sections; these surfaces may suggest possible maximum depths for movement. Continuous thick, hard strata within the slope may limit depths of movement. However, at least one boring should extend far below the suspected failure surface; deep, slow movements often are masked by more rapid movements at shallower depths.

Borings or other direct investigative techniques should extend deep enough (a) to identify materials that have not been subjected to movements in the past but that might be involved in future movements and (b) to clearly identify underlying stable materials. Boring depths are sometimes revised repeatedly as field investigation proceeds. Later, when field instrumentation has been installed and has begun to yield data, the existing or planned boring depths may be found to be insufficient, and increases in these depths may become necessary. The exploration program specifications should be flexible enough to allow for additional depths of investigation when the data obtained suggest deeper movements.

2.3 Duration of Investigation

Since most landslides are affected by climate changes, a minimum period for investigation should include one seasonal cycle of weather, which is one year in most parts of the world. Longer-term climate cycles, such as several years with periods of wetter and drier weather, are common, however; thus landslide investigations often require a monitoring phase lasting for many years or even several decades. In practical terms, such a long-term assessment often is impossible because there is usually a need to draw conclusions and make decisions concerning corrective action much more quickly.

Experience has shown that false conclusions have often been reached on the causes of landslides and the effectiveness of corrective measures because the effects of severe climate conditions were not adequately considered by the engineers and geologists. The worst climate conditions possible during the life of a project are likely to control the risk to the project of landsliding. Investigations made during climate conditions that are less severe can prove to be too optimistic, and those made during a particularly severe climate cycle may be too pessimistic.
3. RECONNAISSANCE METHODS

Reconnaissance exploration methods range from relatively inexpensive ones involving the use of hand tools, soundings, and penetration tests to relatively expensive ones involving excavations. Reconnaissance exploration usually entails appraisal of conditions over a sizable area. The characteristics of commonly used reconnaissance procedures are summarized in Table 10-1.

Reconnaissance procedures should define the general characteristics of the earth materials suspected of involvement in landsliding; they should also identify and direct special attention to those locations at which significant or unusual problems may arise. Problems that should be rated as significant include any landslide features or conditions that may influence the selection of stabilization measures or suggest further growth in the severity or scale of landsliding.

Reconnaissance explorations emphasize relatively quick and economical methods for assessing earth material properties. They must also allow for consideration of the full range of engineering problems resulting from landsliding as well as potential mitigation solutions. Some detailed field methods may be required to analyze certain important problems, but in general the required information should be easily and rapidly obtained. Terrain evaluation and the application of geologic and pedologic principles, as discussed in Chapters 8 and 9, form important components of most reconnaissance explorations. Throughout the reconnaissance exploratory process, the investigator must maintain a perspective between the level of detail required to identify potentially significant landslide stability conditions and the amount of information required to subsequently analyze and resolve these problems. Reconnaissance exploration methods are divided into three broad categories according to the principal tools and methods used: portable hand tools and soundings, shallow test pits and trenches, and penetration tests.

3.1 Portable Hand Tools and Soundings

Hand tools and soundings provide low-cost, rapid preliminary evaluations of subsurface conditions. These methods involve strictly manual hand tools and lightweight power tools, some of which may be mounted on small vehicles. Soundings are conducted by means of metal bars driven to shallow depths, either by blows from a hammer or by application of deadweights. Soundings may provide
Table 10-1
Reconnaissance Methods

<table>
<thead>
<tr>
<th>CATEGORY</th>
<th>APPLICATIONS</th>
<th>LIMITATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soundings</td>
<td>Provide information on thicknesses and depths to shallow bedrock by using metal probes pushed through soft shallow soils</td>
<td>No samples obtained; strata are not identified</td>
</tr>
<tr>
<td>Portable hand tools</td>
<td>Provides subsurface profile; locate buried objects (such as utility lines), boulders, and soil-bedrock interface</td>
<td>Has limited penetration in clay materials</td>
</tr>
<tr>
<td>Retractable-plug samplers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hand augers</td>
<td>Provide continuous profiling in granular soils above the groundwater table and in clayey soils of firm or greater consistency above and below groundwater table</td>
<td>Samples are disturbed; cannot penetrate below groundwater table in granular soils; penetration in strong soils very difficult</td>
</tr>
<tr>
<td>Shallow test pits and trenches</td>
<td>Provide visual examination of strata, groundwater conditions, soil-rock interface, discontinuities, and rupture surfaces</td>
<td>Limited depth when lightweight machinery used; safety issues often critical; expensive or impossible to use below groundwater table</td>
</tr>
<tr>
<td>Penetration tests</td>
<td>Are fast and efficient methods of determining continuous penetration resistance for all but strongest of soils</td>
<td>Samples are not recovered; cannot penetrate strong soils or rock</td>
</tr>
</tbody>
</table>

some measure of penetration resistance, but no samples are obtained. Hand augers or post-hole diggers may be used to obtain disturbed soil samples at moderate depths, depending on the soil properties. A 2.5-cm diameter retractable-plug sampler consists of a hollow tube of the specified diameter that can be driven by hammering. It can collect samples up to 1 m long before the tube is filled and the sampler must be removed from the hole and the sample extracted. Under favorable circumstances in soft clays, these samplers can be driven to several tens of meters, but usually they can only be used to much shallower depths.

3.2 Shallow Test Pits and Trenches

Shallow test pits can be excavated with hand tools. Usually, however, mechanical equipment such as backhoes can excavate shallow test pits more efficiently and economically and may be required to excavate deeper pits or long trenches. The sides of the excavation should be sampled, logged, and photographed in detail to provide a three-dimensional picture of the materials and geologic structures (Hatheway 1982). In addition, these excavations allow the undertaking of large-scale in-place field tests (see Section 7.2). Such large-scale tests may overcome the primary limitation of laboratory tests, namely, their inability to integrate the variations in soil properties because of their small sample sizes (Sowers and Royster 1978). When the observations and tests are complete, the excavation should be filled in or, in some cases, incorporated into the remedial design, such as by serving as a drainage outlet.

3.3 Penetration Tests

Penetration tests involve the use of exploratory drilling equipment; nevertheless, they are frequently conducted as part of early reconnaissance investigations as well as during subsequent, more detailed investigations. Penetration tests provide an extremely valuable and relatively low-cost supplement to the data obtained by direct borehole sampling and logging procedures. Conducted during the advancement of borehôles, the tests measure the resistance of the materials to the advancement of standard probes (Sanglerat 1972; Schmertmann 1978). Subsurface conditions are inferred from correlations of soil properties with resistance values. Details of the two main types of penetration test,
4. SURFACE-BASED GEOPHYSICAL METHODS

Surface-based geophysical exploration often provides the quickest and most economical means of obtaining general information on subsurface conditions over relatively large and rugged areas (Griffiths and King 1969; Johnson and DeGraff 1988). These methods supply indirect information concerning landsliding because they involve the investigation and mapping of the distribution of physical properties of earth materials, such as the speed of transmission of elastic waves or the ability to transmit electrical currents, which are not directly related to landsliding processes. These geophysical techniques do not replace test borings, samples, test pits, or trenches. Rather, they supplement these more expensive subsurface exploratory methods, assist in correlation of information among widely spaced exploration locations, and greatly reduce the time, cost, and environmental problems associated with large-scale drilling programs.

There are two broad categories of geophysical exploration: surface-based exploration and borehole logging methods. Borehole logging and seismic methods are discussed in Section 6; the latter involve the direct measurement of wave velocities within and between boreholes (see Section 6.6). Table 10-2 summarizes the characteristics of the most commonly used surface-based geophysical exploration methods, including:

- Electrical and electromagnetic surveys,
- Seismic surveys,
- Microgravity surveys, and
- Ground-penetrating radar surveys.

4.1 Electrical and Electromagnetic Surveys

Many geophysical exploration methods use electrical and electromagnetic principles (Griffiths and King 1969; Dobrin 1976; Hunt 1984; Johnson and DeGraff 1988). Some operate by measuring the conductance of electrical currents through earth materials, whereas others induce currents in earth materials by electromagnetic fields or measure the variations of such fields caused by variations in earth conductivity. Sources of electrical energy may occur naturally, they may exist as a consequence of human activities (for example, radio transmissions), or they may be specifically generated during a geophysical survey. Electrical conductance of earth materials—or the inverse value, resistivity—may be determined by airborne, surface, or borehole surveys. Details of electrical surveying techniques have been widely discussed (Scharon 1951; Van Nostrand and Cook 1966; Donaldson 1975; Dobrin 1976).

4.1.1 Resistivity Methods

Surface-based measurement of the electrical resistivity of earth materials involves the introduction of an electrical current into the ground and the measurement of the materials' resistance to the current. There are several variations to the resistivity survey method. All introduce a controlled electrical current into the earth materials through two current electrodes. The resistance of the materials to the current is measured by the potential difference between two potential electrodes placed within the field created by the current electrodes.

The presence of moisture and dissolved salts within the pores of the soil or rock largely controls the apparent conductivity of the earth materials, and hence the inverse, apparent resistivity. The flow of current through earth materials is by ionic conduction, which depends on the salinity of the fluid present, porosity, and percent saturation. For example, a dense granite with few voids and little moisture will demonstrate high resistance, whereas a moist clay will show low resistance. Sometimes a rupture surface in a landslide will be detected as a zone of low resistance because of the concentration of moisture along the surface. However, these conditions may show considerable seasonal variation. Seasonal fluctuations in resistivity of as much as 200 percent have been reported (Brooke 1973).

Commonly used electrode configurations include the Wenner array, the Lee-partitioning array, and the Schlumberger array (Figure 10-3). The depth of investigation of a resistivity survey is proportional to the spacing of the current electrodes. However, the penetration of the electrical current into the ground depends on both the resistance of individual layers and their distribution. As a consequence, a weakness of electrical methods is
### Table 10-2

Surface-Based Geophysical Methods

<table>
<thead>
<tr>
<th>TYPE OF SURVEY</th>
<th>APPLICATIONS</th>
<th>LIMITATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical and electromagnetic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electrical resistivity</td>
<td>Locates boundaries between clean granular and clay strata, groundwater table, and soil-rock interface</td>
<td>Difficult to interpret and subject to correctness of the hypothesized subsurface conditions; does not provide engineering strength properties</td>
</tr>
<tr>
<td>Electromagnetic conductivity profiling</td>
<td>Locates boundaries between clean granular and clay strata; groundwater table, and rock-mass quality; offers even more rapid reconnaissance than electrical resistivity</td>
<td>Difficult to interpret and subject to correctness of hypothesized subsurface conditions; does not provide engineering strength properties</td>
</tr>
<tr>
<td>Seismic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seismic refraction profiling</td>
<td>Determines depths to strata and their characteristic seismic velocities</td>
<td>May be unreliable unless strata are thicker than a minimum thickness, velocities increase with depth, and boundaries are regular. Information is indirect and represents average values</td>
</tr>
<tr>
<td>Direct seismic (uphole, downhole, and crosshole surveys)</td>
<td>Obtains velocities for particular strata, their dynamic properties, and rock-mass quality</td>
<td>Data are indirect and represent averages; may be affected by mass characteristics</td>
</tr>
<tr>
<td>Microgravity</td>
<td>Extremely precise; locates small volumes of low-density materials utilizing very sensitive instruments</td>
<td>Use of expensive and sensitive instruments in rugged terrain typical of many landslides may be impractical; requires precise leveling and elevation data; results must be corrected for local topographic features; requires detailed information on topography and material variations; not recommended for most landslide investigations</td>
</tr>
<tr>
<td>Ground-penetrating radar</td>
<td>Provides a subsurface profile; locates buried objects (such as utility lines), boulders, and soil-bedrock interface</td>
<td>Has limited penetration in clay materials</td>
</tr>
</tbody>
</table>

that no simple proportionality exists between the electrode spacing and the depth of investigation.

Resistivity surveys can be conducted to provide vertical or horizontal profiling. In vertical profiling, the center of the electrode spread is kept fixed at a desired location, and the spacings of the electrodes are increased. Because increased spacings result in increased depths of investigation, this procedure is called sounding. In contrast, horizontal profiling, sometimes referred to as electrical mapping, employs a constant electrode spacing with the array moving so as to center at a series of desired map locations. Usually the spacing to be used for the horizontal profiling is selected following analysis of several vertical soundings.

The Wenner array uses four electrodes spaced equally at a distance $x$ in a straight line on the ground surface. A known current is passed into the ground between the outer two electrodes, and the difference in electrical potential generated by the resistance to the current flow is measured between the two inner electrodes. The $x$ spacing between the electrodes is increased by a fixed amount, and the measurements are repeated.

In the Schlumberger array, the total spacing $X$ is varied while the spacing $x$ of the potential electrodes is kept constant (within certain limits). Both the Wenner and Schlumberger arrays assume laterally uniform materials. Lateral variability is expected in landslides, and knowledge of such variations is most valuable. The Lee-partitioning array allows for determination of lateral variations. A third potential electrode placed centrally between the first two potential electrodes permits detection of nonuniform lateral resistivity variations (Johnson and DeGraff 1988). The Wenner array and its Lee-partitioning variation are the most commonly used electrical resistivity surveying techniques.

The major advantages of the resistivity surveying techniques lie in the portability and simplicity...
of the instrument. Large areas can be covered relatively rapidly at small cost. The major disadvantage is that the interpretation of the measurements is neither simple nor unique, especially in areas where the strata are not horizontal, the structures are complex, the layers are nonuniform, or contrasts in material resistivities are not great (van Zijl 1978). Such weak contrasts can occur where very-low-moisture colluvium overlies dense parent-rock materials.

### 4.1.2 Electromagnetic Conductivity Profiling

The electromagnetic (EM) conductivity measurement technique utilizes an instrument having two coils: a transmitter and a receiver. The transmitter coil uses an alternating electrical current of a specified frequency to produce an associated magnetic field, which in turn induces an electrical current in the ground. This current then creates a secondary current in the receiver coil. The coils are connected by a reference cable, which is monitored to provide a value of the apparent conductivity of the earth materials between the two coils. The skin depth, generally regarded as the depth below which no appreciable contribution to the apparent conductivity is made, is affected by coil spacing and frequency of the alternating-current signals as well as the conductivity of the earth materials (Kaufman and Keller 1983). Different instruments use different coil spacings and frequencies. Smaller coil spacings and low frequencies provide greater depths of exploration with lower spatial resolution. For average earth-material conductivity values, commercial EM instruments provide depths of exploration ranging from less than 10 m to about 80 m.

The data collection procedures for the EM technique are relatively simple. Because it is desirable to repeat the profiles with different coil spacings, frequencies, or both, field survey lines should be clearly marked with regularly spaced measurement stations. Horizontal and vertical control for all such stations is necessary. In addition to varying the coil spacings and frequencies, some systems allow the measurement of different components of the electromagnetic dipole. For example, when the coils are held parallel to the ground, the vertical dipole is measured; when the coils are held in a vertical plane, the horizontal dipole is measured. Because these different orientations typically provide different penetration depths, both should be collected where possible (Kaufman and Keller 1983).

### 4.1.3 Applications of Electrical and EM Surveys to Landslides

Resistivity surveys have been used successfully to map the limits of landslide masses. Both vertical sounding and horizontal profiling methods have been used. Because landsliding results in the disruption of earth materials and the development of an irregular rupture surface, large contrasts in electrical resistivity are frequently associated with these movements. Subsurface water may accumulate at some locations and drain from others. Where test borings or the presence of springs permits the recognition of water table conditions, the extent of such saturated and reduced-stability zones may be mapped by resistivity methods. Case histories describing the use of resistivity surveys for landslides have been reported by Trantina (1963), Takada (1968), Moore (1972), Brooke (1973), and Bogoslovsky and Ogilvy (1977).

As with resistivity surveys and soundings, the apparent conductivity of earth materials measured by EM techniques is largely a reflection of the presence and salinity of groundwater. Therefore, EM techniques are essentially as applicable to landslide investigations as resistivity surveys. EM methods offer the potential for still more rapid reconnaissance of suspect areas, however.
4.2 Seismic Surveys

Seismic surveys include refraction, reflection, and acoustic techniques (Johnson and DeGraff 1988). All are based on the fact that the elastic properties of earth materials determine the velocities of waves propagating through them (Aikas et al. 1983). Shock waves generated by some energy source propagate through the body of the earth as body waves and along the near surface of the earth as surface waves (Dobrin 1976). These waves follow multiple paths from source to point of detection. Initially, as direct waves, they follow a direct path, and the measurement of the elapsed time of travel and the distance permits the computation of the wave velocity through the material. At greater distances, the waves encounter different materials and are refracted and reflected at the velocity interfaces (Figure 10-4). Complex sequences of wave disturbance patterns are thus detected at most locations following the release of a single energy pulse from a discrete source.

There are numerous types of both body and surface waves. Surface waves are not used in most geophysical engineering explorations but have important roles in more sophisticated applications (Dobrin 1976); they will therefore not be discussed further here. Body waves include both compressional and shear waves. Compressional body waves travel the fastest of all the waves, and consequently are called primary or P-waves because they arrive first at a detector or receiver. Compressional waves are used for most engineering seismic applications. They are the dominant body wave generated by explosives in a shallow borehole, hammer blows to a metal plate on the surface, or the dropping of a heavy weight. Compressional wave velocities for many types of earth materials have been reported by Redpath (1973), Dobrin (1976), and Telford et al. (1976).

Shear waves arrive at a detector following the P-waves but ahead of surface waves. For this reason they are often referred to as secondary or S-waves (Johnson and DeGraff 1988). Shear waves travel only through solids. Because the usual sources of shock-wave energy do not generate strong shear waves, specialized techniques are required. Measurement and analysis of shear-wave velocities can supply important information to landslide investigations. Compressional-wave velocity \( V_p \) is frequently affected by the degree of saturation, whereas shear-wave velocity \( V_s \) is unaffected. Consequently the ratio \( V_s/V_p \) is often of value in determining degree of saturation (Johnson 1976). Shear-wave velocities and the \( V_s/V_p \) ratio also offer a superior method for in situ estimation of dynamic elastic moduli, such as the Young's modulus, shear modulus, and Poisson's ratio (Griffiths and King 1969; Johnson and DeGraff 1988).

4.2.1 Seismographs

Seismographs are used to record shock-wave travel times between a source and a receiver, or geophone, over a series of selected distances. Seismographs may be either single channel or multichannel.

In most seismic work involving landslides, a multichannel seismograph system is used, which includes a number of detectors or geophones that are placed on the surface at varying distances from the shock source, amplifiers that enhance the signals, and a recording oscillograph that produces a time-based record of the signals received from all the detectors [Figure 10-5(a)]. Multichannel seismographs allow more sophisticated data filtering, recording, and processing of an entire series of

![Figure 10-4](https://via.placeholder.com/150)  
**Figure 10-4** Refracted, reflected, and direct shock waves (Weaver 1978).
records from a single source. They are more complex and expensive than the single-channel seismographs. With a single-channel seismograph, the energy source must be repeated for different geophone distances until a suitable range of travel times has been collected [Figure 10-5(b)]. This procedure requires more time and the use of multiple energy events. An important capability of any seismograph is enhancement of the signal-to-noise ratio, usually by adding the effects of multiple sequential energy sources (such as hammer blows) to produce a single record. Weak signals are thus enhanced and random noise events are partially cancelled.

4.2.2 Seismic Refraction

The seismic refraction method is based on measurement of the time required for shock compression waves generated by hammer impact or by detonation of an explosive at or just below the ground surface to pass from one point to another through the earth. Some of the waves are deflected or refracted by the more rigid, deeper formations and return to the surface where their times of arrival are recorded.

When a shock wave from the explosion or hammer impact reaches each geophone, it appears on the recording as a pronounced change in the trace and is termed the first arrival. The time of first arrival at each geophone may be used to compute the depth to successively more rigid strata. Methods of analysis have been described by Dobrin (1976), Bullock (1978), and Johnson and DeGraff (1988). If the velocity interfaces causing the wave refraction are not parallel to the surface, apparent rather than true velocities will be obtained. It is imperative that seismic refraction profiles be run in both forward and reverse directions so that the proper computations can be made (Redpath 1973; Dobrin 1976).

4.2.3 Seismic Reflection

Reflected shock waves have many advantages over refracted waves in accurately calculating depths. However, the seismic reflection method has not found widespread use in shallow engineering investigations (Hunter et al. 1984). The reason for this lack of use is the difficulty in recognizing shallow-depth reflected-wave arrivals when intermixed with a series of refracted body-wave and direct surface-wave arrivals. Some procedural changes, coupled with new instruments, digital data recording methods, and computer-aided data analysis, have now made the use of reflection data more feasible for shallow-depth computations (Hunter et al. 1984; Johnson and DeGraff 1988).

4.2.4 Applications of Seismic Surveys to Landslides

As with electrical resistivity surveys, seismic surveys offer several advantages in landslide investigation: the environment is not disturbed, the equipment is portable, and large areas can be covered at relatively small cost. However, interpretation of seismic measurements is also conjectural where the geology is complex and velocities of the various materials are not in sharp contrast. Landslides can cause erratic changes in density, and therefore wave transmission may occur in complex patterns that often are difficult to quantify. However, the limits of sliding activity are often identifiable by changes in signal response when the edges of the landslide are reached.

The refraction method has been used most frequently to determine depths and geometries of landslide rupture surfaces and hence landslide volumes. Case histories of such applications for landslides in a variety of soil and rock types have been
reported by Trantina (1963), Carroll et al. (1972), Brooke (1973), Murphy and Rubin (1974), and Bogoslovsky and Ogilvy (1977). Reductions in shear-wave velocities have been reported in some landslides. If shear-wave velocities can be determined at a landslide site, the $V_s/V_p$ ratios for disturbed and undisturbed materials are of considerable value in defining the rupture surface and seasonally monitoring the water table and degree of saturation (Johnson and DeGraff 1988).

Even before observable landslide movements occur, compressional wave velocities may be progressively reduced by the opening of cracks in the rock mass. Periodic wave-velocity measurements in areas surrounding open-pit mines have identified changes in these velocities and hence have permitted the monitoring of the initiation and progression of tension fracturing that can lead to subsequent slope failure (Lacy 1963; Dechman and Ouderhoven 1976). Attenuation of seismic energy is also typically greater in landslide materials. The increased attenuation is related to reduction of shock-wave velocity and reflects disturbance of the material. Equipment that can record geophone outputs can be used to measure any progressive attenuation of energy. Such progressive attenuation may over time indicate potential slope failure (Tamaki and Ohba 1971).

4.2.5 Subaudible Rock Noise Monitoring

The detection of subaudible rock noise (SARN), also known as acoustic emissions, has been attempted at a number of landslide locations with varied success (Kennedy and Niemeyer 1971; McCauley 1976; Jurich 1985; Jurich and Miller 1987). The method relies on the detection of low-intensity noises emitted by movements of earth masses within the landslide. SARN technology developed from microseismic monitoring of rock bursts within mines (Obert and Duvall 1942, 1957; Hardy 1981). SARN data are gathered on landslides by using receivers attached to wave guides. Metal rods or pipes driven into the ground, metal borehole casings, or metal strips attached to plastic casings are suitable wave guides. Improved instrumentation has allowed the three-dimensional location of acoustic emission sources under favorable circumstances (Hardy 1981).

McCauley (1976) and Jurich (1985) both emphasized that the noise rate, not the number of events, is the significant measurement. SARN monitoring of landslides near heavily traveled transportation facilities may be difficult, however (Jurich and Miller 1987). Kennedy and Niemeyer (1971) used SARN to successfully predict a major slope failure in an open-pit mine.

4.3 Microgravity Surveys

Gravity surveys have been used to detect major subsurface geologic structures. In comparatively recent times, extremely precise gravity surveys, termed microgravity surveys, have been applied to selected engineering applications (Greenfield 1979). These surveys utilize very sensitive instruments (gravimeters) that permit measurement of the gravitational attraction at a given location to within 0.01 milligal (a milligal corresponds to 0.001 of the value of the gravitational constant). This precision corresponds to a 24-cm change in thickness for a stratum having a density contrast of 1 g/cm³ with its surroundings. Thus, in theory, such precise microgravity surveys can detect areas of low density in relatively large landslides. Colluvium or landslide debris is usually less dense than bedrock, so large bodies of loosened rock or soil can be identified where the density contrast is sufficiently great.

However, practical use of microgravity surveys in most landslide investigations is doubtful. Gravity measurements require precise leveling and elevation determinations. The recorded values reflect topographic conditions and must be corrected to remove the influence of local topographic features. Such corrections require detailed information on the topography and material compositional variations. Gravimeters are expensive and sensitive instruments, and their use and transport across rugged landslide surfaces may be difficult. Accordingly, the use of microgravity surveys is not recommended for most landslide investigations.

4.4 Ground-Penetrating Radar Surveys

Ground-penetrating radar (GPR) has experienced rapid development (Moffatt 1974; Morey 1974; Arcone 1989; Doolittle and Rebertus 1989). The method appears to offer important potential for rapid subsurface profiling. GPR instruments constantly emit and receive signals as they are moved across the ground surface. Energy emitted by GPR
Instruments in the radio portion of the electromagnetic spectrum is reflected back to the receiver. Some applications permit the use of airborne equipment. Common earth materials differ in degree of transparency to radar energy and consequently exhibit different degrees of radar penetration (Cook 1974). A chief limitation to the use of current GPR equipment for most landslide investigations is the extremely poor transmission of radar energy through clay soils and shales. The presence of even minor amounts of clay limits effective GPR penetration to only a few meters at best.

5. TEST AND CORE BORINGS

Exploratory borings form a critical component of subsurface exploration. They are commonly undertaken to satisfy several objectives, including:

- Identification of the subsurface distribution of materials with distinctive properties, including the presence and geometry of layers of material (referred to by geologists as stratigraphy);
- Determination of parametric data on the characteristics of each layer by
  - Retrieving representative samples and conducting laboratory tests on these samples to provide data concerning moisture content, gradation, plasticity, shear strength, and other properties as required;
  - Conducting in situ field tests, such as penetration tests, as the borehole is advanced; and
  - Performing geophysical and visual borehole logging activities; and
- Acquisition of groundwater data by observing conditions encountered while drilling and by converting exploratory holes into groundwater monitoring wells to provide such long-term data as free-water levels, artesian pressures, flow rates, and water samples.

In order to obtain the desired information, it is usually necessary to pay particular attention to how the borehole is advanced and how the material is removed from the borehole, how the sides of the hole are stabilized to prevent mixing and contamination of samples, and how the fluid pressure in the hole is controlled to prevent collapse of the hole, excessive deformation to the materials surrounding the hole, or disturbance of the material to be sampled. Exploratory borings must always be undertaken using methods that minimize any changes in the nature of the strata being sampled and tested.

5.1 Borehole Drilling Methods

Creation of a borehole in either soil or rock involves three stages:

- Fragmentation of the earth materials,
- Removal of the material fragments from the hole, and
- Stabilization of the hole walls to prevent their collapse.

Various methods are available to meet each of these requirements; accordingly, the undertaking of exploratory borings requires careful selection of the most appropriate and economical techniques to achieve the best possible exploration under given site conditions. Hunt (1984) provided summaries of the advantages and limitations of the common methods.

5.1.1 Fragmentation of Materials

Several methods may be used to fragment or disaggregate materials encountered by the borehole as it is advanced. The commonly used methods in soil include:

- Washing or jetting: the use of powerful water jets in cemented materials and the circulation of water in loose sands, soft clays, and organic soils;
- Chopping: the repeated dropping and twisting of the bit to break up the materials; and
- Augering: the use of cutting or grinding bits to excavate moderately strong soils and weak rocks.

The commonly used methods in rock include:

- Percussion drilling: the use of repeated impacts of a hardened probe to disaggregate rock or cemented soils; and
- Core drilling: the use of an abrasive cutting head to form an annular ring around the circumference of the hole while preserving a central rock core.

Only a few drilling methods are recommended for subsurface investigation of landslides. Where
undisturbed samples are required, hollow-stem augers should be used in soils and core drills should be used in rock. If only disturbed samples are required in soils, continuous-flight augers of various diameters, including quite large diameters in some cases, may be used.

Rock cores are collected by using core bits and any of a variety of core barrels. A core bit consists of a hollow ring of durable cutting teeth (usually composed of tungsten carbide or diamonds) designed to fragment the annular area around the circumference of the hole. The resulting central rock core is preserved in a core barrel that can be retrieved periodically. Although core drilling may not always provide undisturbed samples of rock, other methods of drilling boreholes in soil or rock do not provide enough accurate information concerning the subsurface conditions or useful samples for determining physical material properties and so are not recommended for use in most landslide investigations.

5.1.2 Removal of Material Fragments

Once fragmented, the materials can be removed from the hole by

- **Dry methods**, including the use of continuous-flight and hollow-stem augers; and
- **Circulating fluids**, which may be high-pressure air, relatively clean water circulated within a casing, or mud slurry. Mud slurry may also stabilize the borehole.

5.1.3 Stabilization of Hole

Some form of stabilization is often needed to prevent collapse of the walls of a borehole, even while the hole is being extended. Usually no stabilization is needed in strong soils above the groundwater table or in relatively competent rocks. Two methods of stabilization are common: *casing* and *mud slurry*. Hollow-stem augers provide their own casing.

Casing is used in sands and gravels above the groundwater table and in most soils below the groundwater table. It may also be required in very soft soils. Casing is available in several standard sizes and is composed of a variety of metal or plastic materials. Polyvinylchloride (PVC) plastic is the most commonly used plastic casing. Metal casing is commonly used for support of side walls during drilling, whereas PVC casing is commonly used in permanent or long-term observation wells. Metal casing can be driven ahead of the hole by use of a hammer; plastic casing is usually installed within a hollow-stem auger after it is withdrawn or in holes that are marginally stable and remain open long enough to allow installation of the casing.

Casing is often necessary, yet the use of any type of casing potentially has a number of disadvantages:

- Installation by driving may be slow in strong soils;
- Recovery of the casing often is impossible;
- Sampling to locate changes in strata may not be possible if the casing has already been driven past the point where such changes occur;
- Obstacles, such as boulders, cannot be penetrated by the casing, and further extensions of the hole require the use of a smaller casing that fits within the first casing;
- Driving of casings in gravels requires chopping to break up the gravel particles;
- If sufficient drilling fluid (either wash water or drilling mud) is not present within the casing, loose or granular soils below the water table tend to flow into the casing because of liquefaction effects, causing plugging of the casing and loosening of soils below the casing; and
- The presence of the casing prevents the use of several borehole remote-sensing and logging devices (see Section 6) and may interfere with the accuracy of penetration tests.

Mud slurry can be formed by mixing commercial bentonite pellets with water at the drill site or by the natural mixing of clayey soils and circulating water in the hole. Use of mud slurry is a fast and efficient method of stabilizing boreholes in many situations. However, it also has some disadvantages:

- Mud cakes the hole walls and prevents the use of some visual logging devices, such as borehole cameras;
- Mud may penetrate the hole walls and contaminate some samples;
- Mud-caked walls may interfere with accurate water-level determinations;
- Mud slurry may not prevent hole closure in soft soils; and
Large pumps may be required to circulate the slurry, especially when hole depths exceed 10 m, and excessive pump wear may occur if care is not taken to remove sand-sized particles by cycling the slurry into settling ponds.

Drilling fluid provides dual functions: it cleans and lubricates the drilling bit and it stabilizes the hole. Especially in soils and weak rocks, the fluid must be pumped at a carefully monitored pressure to prevent creation of cavities around the hole or undue disturbance of materials immediately below the hole that are to be sampled subsequently.

5.2 Observations During Drilling

Observations made during drilling often provide very important indications that can help evaluate subsurface conditions. Some examples of such observations are the following:

- The rate of rock core advance and the change of pressure on the bit can help to identify changes in the strata.
- In addition to notations on gain or loss of water during drilling, it is useful to measure the rise or fall of the drilling fluid in the hole. These measurements can sometimes provide an estimate of the piezometric elevation and the flow rate through the layer being investigated.
- Measurements of the depth of drilling water at the beginning and end of the day and at the beginning and end of any work stoppage can be used to quantify permeabilities and static water tables. The use of drilling mud may mask critical observations on groundwater and artesian pressures; therefore, drilling mud should be used only where absolutely necessary in landslide investigations.

The field instrumentation plan should be coordinated with the subsurface investigation plan since many of the instruments must be installed through drill holes.

5.3 Test Borings and Sampling in Soils

A large variety of soil boring techniques and sampler types are available. Detailed explanations of the many variations are beyond the scope of this report but are readily available from numerous sources (Hvorslev 1949; ASTM 1951; USBR 1974; Broms 1980; NAVFAC 1982; Hunt 1984). Such manuals and guidance documents offer detailed recommendations concerning the choice of equipment and field procedures. Two broad categories of soil samples may be obtained from boreholes: disturbed and undisturbed samples.

Disturbed soil samples are primarily used for soil classification tests and must contain all the soil constituents, although the soil structure is not preserved. Disturbed soil samples are usually collected using split-barrel samplers following the procedure recommended by ASTM D1586, Penetration Test and Split-Barrel Sampling of Soils. Some common samplers used to collect disturbed soil samples are described in Table 10-3.

Undisturbed soil samples usually do not entirely represent truly undisturbed in situ soil conditions because the process of sampling inevitably introduces some disturbance into the soil structure. However, undisturbed samples are collected in ways that minimize the degree of such disturbance. These samples are taken primarily for laboratory strength and compressibility tests and for the determination, as closely as possible, of in situ soil properties. Undisturbed soil samples are collected using thin-wall tube samplers in soft to firm clays and coring samplers in other types of soils (Hunt 1984). ASTM D1587, Thin-Walled Tube Sampling of Soils, defines recommended procedures. In all cases, undisturbed soil samples should be collected so as to satisfy the following criteria:

- They should contain no visible distortion of stratification or softening, cracking, or modification of material conditions by drying or freezing;
- The length of the recovered sample should exceed 95 percent of the length of the sampled interval; and
- The annular cross-sectional area of the sampler should be less than 15 percent of the total area of the sampler; in other words, the walls of the sampling device should be as thin as possible.

Some common samplers used to recover undisturbed soil samples are described in Table 10-4. Usually, samples are collected at 1- or 2-m intervals (in North America at standard 5-ft intervals) or at changes in strata. Continuous sampling is frequently desired in landslide investigations. Hutchinson (1983) discussed methods of locating rupture surfaces in landslides.
<table>
<thead>
<tr>
<th>Sampler</th>
<th>Typical Dimensions</th>
<th>Soils That Give Best Results</th>
<th>Method of Penetration</th>
<th>Cause of Disturbance or Low Recovery</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Split barrel</td>
<td>Standard is 50 mm outside diameter (OD) and 35 mm inside diameter (ID); penetrometer available up to 100 mm OD and 89 mm ID</td>
<td>All fine-grained soils that allow sampler to be driven; gravels invalidate drive data</td>
<td>Hammer driven</td>
<td>Vibration</td>
<td>SPT is made using standard penetrometer and hammer (see text); undisturbed samples obtained by using liners, but some sample disturbance is likely</td>
</tr>
<tr>
<td>Retractable plug</td>
<td>Tubes 150 mm long and 25 mm OD; maximum of six tubes can be filled during a single penetration</td>
<td>Silts, clays, fine and loose sands</td>
<td>Hammer driven</td>
<td>Improper soil types for sampler; vibration</td>
<td>Lightweight, highly portable units can be hand carried; some sample disturbance is likely</td>
</tr>
<tr>
<td>Continuous-</td>
<td>Diameters range 76 to 406 mm; penetrations to depths exceeding 15 m</td>
<td>Most soils above water table; will not penetrate hard soils or those containing cobbles or boulders</td>
<td>Rotation</td>
<td>Hard soils, cobbles, boulders</td>
<td>Rapid method of determining soil profile; bag samples can be obtained; log and sample depths must account for lag time between penetration of bit and arrival of sample at surface</td>
</tr>
<tr>
<td>helical-flight</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>auger</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hollow-stem</td>
<td>Generally 150 to 200 mm OD with 75 to 100 mm ID hollow stem</td>
<td>Same as flight auger</td>
<td>Rotation</td>
<td>Same as flight auger</td>
<td>Special type of flight auger with hollow center through which undisturbed samples or SPT can be taken</td>
</tr>
<tr>
<td>Disc auger</td>
<td>Up to 1070 mm diameter; usually has maximum penetration depth of 8 m</td>
<td>Same as flight auger</td>
<td>Rotation</td>
<td>Same as flight auger</td>
<td>Rapid method of determining soil profile; bag samples can be obtained</td>
</tr>
<tr>
<td>Bucket auger</td>
<td>Up to 1220 mm diameter common; larger sizes available; with extensions, depths over 24 m are possible</td>
<td>Most soils above water table; can dig harder soils than above types and can penetrate soils with cobbles and boulders if equipped with a rock bucket</td>
<td>Rotation</td>
<td>Soil too hard to dig</td>
<td>Several bucket types available, including those with ripper teeth and chopping tools; progress is slow when extensions are used</td>
</tr>
<tr>
<td>SAMPLER</td>
<td>TYPICAL DIMENSIONS</td>
<td>SOILS THAT GIVE BEST RESULTS</td>
<td>METHOD OF PENETRATION</td>
<td>CAUSE OF DISTURBANCE OR LOW RECOVERY</td>
<td>REMARKS</td>
</tr>
<tr>
<td>------------------</td>
<td>-------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Shelby tube</td>
<td>76 mm OD and 73 mm ID most common; available from 50 to 127 mm OD; 760-mm sampler length standard</td>
<td>Cohesive fine-grained or soft soils; gravely soils will crimp tube</td>
<td>Pressing with fast, smooth stroke; can be carefully hammer driven</td>
<td>Erratic pressure applied during sampling, hammering, gravel particles, crimping of tube edge, improper soil types for sampler</td>
<td>Simplest device for undisturbed samples; boring should be clean before sampler is lowered; little waste area in sampler; not suitable for hard, dense, or gravelly soils</td>
</tr>
<tr>
<td>Stationary piston</td>
<td>76 mm OD most common; available from 50 to 127 mm OD; 760-mm sampler length standard</td>
<td>Soft to medium clays and fine silts; not for sandy soils</td>
<td>Pressing with continuous, steady stroke</td>
<td>Erratic pressure during sampling, allowing piston rod to move during press, improper soil types for sampler</td>
<td>Piston at end of sampler prevents entry of fluid and contaminating material; requires heavy drill rig with hydraulic drill head; samples generally less disturbed compared with Shelby tube; not suitable for hard, dense, or gravelly soil; no positive control over specific recovery ratio</td>
</tr>
<tr>
<td>Hydraulic piston (Osterberg)</td>
<td>76 mm OD is most common; available from 50 to 101 mm OD; 910-mm sampler length standard</td>
<td>Silts and clays, some sandy soils</td>
<td>Hydraulic or compressed air pressure</td>
<td>Inadequate clamping of drill rods, erratic pressure</td>
<td>Needs only standard drill rods; requires adequate hydraulic or air capacity to activate sampler; samples generally less disturbed compared with Shelby tube; not suitable for hard, dense, or gravelly soil; not possible to limit length of push or amounts of sample penetration</td>
</tr>
<tr>
<td>Denison</td>
<td>89 to 177 mm OD, producing samples 60 to 160 mm; 610-mm sampler length standard</td>
<td>Stiff to hard clay, silt, and sands with some cementation, soft rock</td>
<td>Rotation and hydraulic pressure</td>
<td>Improper operation of sampler; poor drilling procedures</td>
<td>Inner tube face projects beyond outer tube, which rotates; amount of projection can be adjusted; generally takes good samples; not suitable for loose sands and soft clays</td>
</tr>
<tr>
<td>Pitcher sampler</td>
<td>105 mm OD; uses 76-mm diameter Shelby tubes; sample length 610 mm</td>
<td>Same as Denison</td>
<td>Same as Denison</td>
<td>Same as Denison</td>
<td>Differs from Denison in that inner tube projection is spring controlled; often ineffective in cohesionless soils</td>
</tr>
</tbody>
</table>
Ensuring the best possible quality of soil samples involves experience and skill. In the collection of soil samples from boreholes, the following guidelines should be considered:

- Whenever there is danger of erosion or collapse of the borehole walls, commonly referred to as caving, a viscous drilling fluid or a borehole casing, or both, must be used while the borehole is being advanced.
- When samples are being collected above the water table, the borehole should be kept dry whenever possible.
- When samples are being collected below the water table, the borehole should be maintained full of water or drilling fluid during drilling, cleaning of the borehole, sampling and sample withdrawal, and removal of cleanout tools. If continuous samples are required, the casing should remain full of water or drilling fluid for the entire drilling and sampling operation.
- A single sampling tube should not be used to obtain an undisturbed sample of a soft or loose soil found directly below a stiff or compact soil. The driving of the sampling tube should be stopped as soon as a sudden decrease in resistance is observed.

5.4 Test Borings and Sampling in Rock

Rock cores are collected by using core bits and any of a variety of core barrels. A core bit consists of a hollow ring of durable cutting teeth (usually composed of tungsten carbide or diamonds) designed to fragment the annular area around the circumference of the hole. The resulting central rock core is preserved in a core barrel, which can be retrieved periodically. There are many types of rock coring bits and core barrels (USBR 1974; Hunt 1984; Johnson and DeGraff 1988).

Deere (1963) defined the standard numerical method of describing the degree of fracturing of rock masses from drilled rock cores, termed the rock quality designation (RQD). RQD is computed as the summation of the lengths of all rock core fragments more than 10 cm long divided by the total length of rock core drilled.

Rock cores may not always provide undisturbed samples of rock. The quality and degree of core recovery are a function of many factors, including speed of drill rotation, bit pressure and rate of advance, drilling fluid pressure, and core blockage within the core barrel. Especially when weak zones are encountered, the core may be damaged or destroyed by the jamming of rock fragments within the core barrel that results in grinding of the sample as the drilling continues. Such occurrences are common during landslide investigations.

Skilled and experienced drilling personnel are required to obtain the best possible results. Double and triple tube core barrels have been designed to minimize such problems. They should be used whenever possible to provide the best quality of samples.

6. BOREHOLE LOGGING

Direct sampling of subsurface materials by means of borings provides much important information, but detection of critical conditions, such as thin sand seams or lenses, rupture surfaces, or rock fractures, is often a problem because even with continuous sampling or coring, sample recovery usually does not completely represent subsurface conditions. Alternatively, the borehole may be logged by a sensing device that measures the desired soil and rock characteristics at closely spaced intervals as it is lowered down or pulled up the borehole. Direct visual observations of subsurface conditions are sometimes possible with borehole cameras. A number of different material properties can be determined by different logging devices, including self-potential, electrical resistivity, nuclear radiation, density (based on nuclear absorption), water content (based on hydrogen ion reaction), and sound wave or impulse response.

Borehole logging produces a graph of each property plotted as a function of depth. Most logging devices provide measurements within about 15 to 30 cm around the hole. Thus, effects of drilling muds and borehole casing installation must be considered in selecting logging procedures and interpreting results. Other geophysical methods, such as downhole and crosshole seismic surveys and downhole and crosshole resistivity surveys, are effective tools for special applications such as finding voids in rock.

Several devices can be used to log boreholes and provide continuous in situ high-resolution measurements that are more representative of subsurface conditions than samples from boreholes. An adequate assessment of subsurface conditions may
require the use of a suite of logging methods because each responds to a different property of soil, rock, or fluid. Some techniques allow for measurements from inside a plastic or metal borehole casing, and some allow measurements in both unsaturated and saturated zones.

Borehole logging measurements can be correlated with known geologic strata and conditions in one borehole and then used to correlate and identify similar strata in nearby boreholes. Thin layers, not readily detected in soil or core samples, can often be resolved by logging. By providing high-resolution data that are independent of subjective interpretations of soil or rock type, logging can improve the correlation of strata and subsurface conditions between borings. For example, it is difficult to compare samples obtained from two different holes to determine whether soils or rocks that have similar classification characteristics represent the same stratum. However, by comparing continuous borehole logs, one can match the patterns of the different properties; similar patterns suggest similar stratification. Thus, although borehole logging may have limited engineering significance by itself in one hole, it is a significant tool for boring interpretation and correlation when used in adjacent holes.

Table 10-5 summarizes some of the more commonly used borehole logging methods, their applications, the conditions under which they may be used, and some of their limitations. The logging methods are grouped into six classes, which are described in the following subsections:

- Caliper logging, which measures the diameter of an uncased borehole;
- Electric logging, which measures electrical conductance or resistivity of the subsurface materials;
- Nuclear logging, which measures the radioactivity of subsurface materials and hence their lithology, bulk density, and moisture content;
- Remote sensing;
- Thermal profiling; and
- Seismic methods.

6.1 Caliper Logging

A caliper log measures the diameter of the uncased borehole. The mechanical caliper device is lowered to the bottom of the hole, the caliper arms are spread, and the device measures the hole diameter continuously as it is raised. The caliper device is connected to a recording device on the surface. The profile of the borehole diameter produced by the caliper logging device is needed to interpret the results obtained by many other logging techniques. Changes in borehole diameter differentiate between hard and soft rock and may identify swelling zones or locations of possible borehole shearing.

6.2 Electric Logging

Electric logging methods include several devices for measuring apparent resistivities of earth materials and self potentials, which are naturally occurring small electrical currents generated within earth materials. These logging methods are analogous to the surface-based electrical resistivity methods discussed in Section 4.1.1.

6.2.1 Induction Log

The induction log is similar to the electromagnetic (EM) conductivity profiling measurements described in Section 4.1.2. It measures the electrical conductivity of the soil or rock surrounding open or PVC-cased boreholes above or below the water table. The induction log can be used to identify lithology and provide stratigraphic correlation between boreholes. Variations in electrical conductivity with depth are related to changes in the specific conductance of pore fluids, which in turn indicate changes in clay content, permeability, degree of fracturing, or contaminants in the fluids.

The induction log has a radius of investigation of about 1 m, much greater than that for other logging methods. Thus, the induction log is almost unaffected by mud on the borehole walls or construction conditions. It is a good indicator of general soil and rock conditions surrounding the borehole. The induction log provides data that are similar to those provided by the resistivity log, but because the induction log does not require electrical contact with the earth materials, it can measure in both the unsaturated vadose zone and the saturated zone and can be used in PVC-cased boreholes.

6.2.2 Resistivity Log

The resistivity log measures the apparent resistivity of soil or rock immediately surrounding a borehole. Because this device requires electrical contact with
### Table 10-5
Borehole Logging Methods

<table>
<thead>
<tr>
<th>CATEGORY</th>
<th>PARAMETER MEASURED</th>
<th>CASING</th>
<th>SATURATED</th>
<th>UNSATURATED</th>
<th>RADIUS OF INVESTIGATION</th>
<th>EFFECT OF BOREHOLE DIAMETER AND MUD</th>
<th>APPLICATIONS</th>
<th>LIMITATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caliper</td>
<td>Borehole diameter</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>At immediate borehole wall</td>
<td>NA</td>
</tr>
<tr>
<td>Electric Induction</td>
<td>Electrical conductivity</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>75 cm</td>
<td>Negligible</td>
</tr>
<tr>
<td>Resistivity</td>
<td>Electrical resistivity</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>30 to 150 cm</td>
<td>Significant</td>
</tr>
<tr>
<td>Spontaneous-potential</td>
<td>Electrical potentials from mineral reactions and groundwater flow</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Immediately adjacent to borehole wall</td>
<td>Significant</td>
</tr>
<tr>
<td>Nuclear logging</td>
<td>Natural-gamma radiation</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>15 to 30 cm</td>
<td>Moderate</td>
</tr>
<tr>
<td>Gamma-gamma</td>
<td>Material density</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>15 cm</td>
<td>Significant</td>
</tr>
</tbody>
</table>

- **Elevation of borehole radius of diameter investigation**: Yes
- **Effect of borehole diameter and mud**: NA
- **Applications**: Used to continuously measure and record borehole diameter
- **Limitations**: Requires an uncased hole
<table>
<thead>
<tr>
<th>Method</th>
<th>Measurement Type</th>
<th>Yes/No</th>
<th>Yes/No</th>
<th>Yes/No</th>
<th>Yes/No</th>
<th>Yes/No</th>
<th>NA</th>
<th>Requires Uncased Hole</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutron-neutron</td>
<td>Moisture content</td>
<td>Yes/No</td>
<td>Yes/No</td>
<td>Yes/No</td>
<td>Yes/No</td>
<td>Yes/No</td>
<td>NA</td>
<td>Provides only in situ</td>
</tr>
<tr>
<td></td>
<td>(above water table); porosity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>moisture values; health</td>
</tr>
<tr>
<td></td>
<td>(below water table)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>and safety regulations</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>may influence operational costs</td>
</tr>
<tr>
<td>Remote sensing</td>
<td>Visual images</td>
<td>Yes/No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>NA</td>
<td>Requires uncased hole;</td>
</tr>
<tr>
<td>Borehole cameras</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>images are affected by</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>water quality in hole</td>
</tr>
<tr>
<td></td>
<td>Visual images of fractures and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>structures in borehole walls</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ultrasonic acoustic</td>
<td>Continuous images of borehole wall</td>
<td>Yes/No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>NA</td>
<td>Requires uncased hole;</td>
</tr>
<tr>
<td></td>
<td>showing fractures</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>images are much less</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>clear than those obtained by borehole</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>cameras</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal profiling</td>
<td>Temperature</td>
<td>Yes/No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>NA</td>
<td>Determines zone of water</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>inflow into borehole</td>
</tr>
<tr>
<td>Seismic methods</td>
<td>Material dynamic properties</td>
<td>Yes/No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>NA</td>
<td>Determines dynamic properties and rock-mass quality of materials surrounding borehole</td>
</tr>
<tr>
<td>Uphole survey</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Requires uncased and mud-filled hole</td>
</tr>
<tr>
<td>Downhole survey</td>
<td>Material dynamic properties</td>
<td>Yes/No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>NA</td>
<td>Determines dynamic properties and rock-mass quality of materials surrounding borehole</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Requires uncased and mud-filled hole</td>
</tr>
<tr>
<td>Crosshole survey</td>
<td>Material dynamic properties</td>
<td>Yes/No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>NA</td>
<td>Determines dynamic properties and rock-mass quality of selected stratum</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Requires array of uncased holes</td>
</tr>
</tbody>
</table>

NOTE: NA = not applicable.
the borehole wall, it can only be run in uncased boreholes filled with water or drilling fluid.

Resistivity logging devices are produced with various electrode spacings. Short probes have spacings of about 45 cm between electrodes. They produce high-resolution logs showing the presence of thin layers, but the measurements are made only in the zone immediately surrounding the borehole. Long probes have electrode spacings of about 1.6 m and provide resolutions and penetrations that are similar to those achieved by induction logs.

### 6.2.3 Spontaneous-Potential Log

The spontaneous-potential log measures the natural potential (in millivolts) developed between the borehole fluid and the surrounding rock materials. It can only be run in uncased boreholes within the saturated zone, and its radius of investigation is highly variable.

The observed spontaneous potential is composed of two components, the first being developed by the electrochemical reactions among dissimilar materials and the second being a result of the movement of ionized water through permeable materials. The measurements are only semiquantitative and are subject to considerable noise from the electrodes, local hydrogeologic conditions, and the borehole fluids. However, these measurements may, under favorable circumstances, yield information concerning the lithology, oxidation-reduction conditions, and subsurface fluid flow.

### 6.3 Nuclear Logging

Nuclear logging includes three techniques that are closely similar and, because they support each other, are often used together. Gamma-gamma and neutron-neutron nuclear probes have been used to monitor changes in moving slopes and to successfully locate a rupture zone in a relatively uniform deposit (Cotecchia 1978). These methods may suffer from restrictions and cost escalation because of health and environmental regulations surrounding the use of radioactive materials. Liability insurance against loss of a nuclear source probe in a drill hole may not be available. Lack of such insurance may prevent the use of these logging techniques for many projects.

#### 6.3.1 Natural-Gamma Log

The natural-gamma log records the amount of gamma radiation naturally emitted from earth materials. This log is used chiefly to identify lithologies in either uncased or cased boreholes both above and below the water table. It has a radius of investigation of about 15 to 30 cm. Natural-gamma emissions come chiefly from potassium-40 and daughter products of the uranium and thorium decay series. Because clays and shales concentrate these elements through processes of ion exchange and adsorption, the natural-gamma activity of clay and shale-bearing formations is much higher than that for clean sands, sandstones, or limestones. The natural-gamma log is therefore useful in determining the presence and integrity of clays and shales.

#### 6.3.2 Gamma-Gamma (Density) Log

Gamma-gamma logging provides a continuous measurement of material in situ density. This log can be used in uncased and cased holes above and below the water table. Gamma-gamma logging uses an active probe containing both a radiation source and a detector. The probe measures the backscatter of gamma rays emitted by the probe averaged over the distance between the source and the detector. The radius of investigation is usually no more than 15 cm; thus this log is more likely to be affected by variations in borehole diameter, mud coatings on the borehole walls, and other well-construction factors.

#### 6.3.3 Neutron-Neutron (Porosity) Log

Neutron-neutron logging provides a continuous measurement of natural moisture content above the water table and porosity below the water table. This logging can be run in cased or uncased holes above or below the water table. The neutron-neutron log uses an active probe that measures the backscatter of gamma rays and neutrons resulting from bombardment by fast neutrons generated by a source within the probe. The backscatter is a function of the hydrogen content of the materials, which is correlated with the natural water content, porosity, or both. However, this estimation is highly dependent on the clay or shale content of the material. The radius of investigation is typically about 15 cm, rising to about 30 cm in very porous forma-
tions, so borehole diameter fluctuations and similar construction factors can influence the results obtained. However, these influences are less severe than for the gamma-gamma log.

6.4 Remote Sensing

Several methods of remotely sensing borehole conditions have been used. Both film cameras and television (video) cameras have been used for a number of years. With video-recording devices and special software, the television camera images can be analyzed to determine the strike and dip of fractures or other planar features intersected by the borehole. Ultrasonic acoustic logging devices provide a three-dimensional view of the borehole wall showing fractures and other discontinuities. These methods all require an uncased hole.

6.5 Thermal Profiling

A thermal profile down a borehole can be obtained using an accurate thermocouple at the end of a wire attached to a high-resolution ohmmeter. The temperature is obtained continuously as the thermocouple is lowered into the hole. When continuous recording equipment is not available, readings at intervals of 30 cm have proved satisfactory. Differences in thermal conductivity from different geologic deposits allow inferences to be drawn concerning their characteristics. Many profiles of the same hole are needed because information from the thermal profile is often masked by surface effects; for example, daily and seasonal changes affect the upper 10 m of a borehole profile.

The hole must be kept open with drilling mud or some type of casing (such as a plastic pipe) so that the temperature in the hole can stabilize. Multiple readings over a long period are desirable to account for surface variations. It is known that the temperature within the earth surface increases approximately 1°C in 30 m below the uppermost 10-m depth. Large-scale regional variations in this value exist, reflecting the presence of local sources of magmatic heat within the earth's crust, but every location has a characteristic average thermal gradient. Changes from this average gradient reflect the presence of flowing water or changes in thermal conductivity that relate to changes in the geologic materials.

A near-constant thermal signature identifies impervious strata or water-bearing strata in which groundwater flow is taking place at very slow rates. Sharp changes in the thermal signatures identify strata supplying significant water volumes. Thermal profiling was successfully used by one of the authors of this chapter, McGuffey, to identify subsurface zones of flowing water on State Route 22 at Berlin, New York. This technique was used to identify layers in which subsurface horizontal drains could be installed to improve the factor of safety and stop landslide movement.

6.6 Seismic Methods

Seismic methods that employ seismic sources or sensors in boreholes may be used in conjunction with seismic geophysical surveying techniques to obtain data on the dynamic properties of earth materials and to evaluate rock-mass quality (NAVFAC 1982; Hunt 1984). The borehole techniques include uphole surveys, downhole surveys, and crosshole surveys (Ballard 1976; Auld 1977; Dobecki 1979).

Uphole surveys utilize a sequence of energy sources that are set off at successively decreasing depths in an uncased, mud-filled borehole, starting at the bottom of the hole. Geophones are placed in an array on the surface (Figure 10-6). They should be set on rock where possible if the intent of the survey is to measure rock-mass quality.

Downhole surveys locate the energy source on the surface adjacent to the uncased, mud-filled borehole, and the detectors are incorporated into a sonde that is raised or lowered in the borehole to obtain either a continuous or a discrete set of velocity measurements of the earth materials surrounding the hole (Figure 10-7).

FIGURE 10-6 Uphole direct seismic survey method.
Crosshole surveys utilize an array of boreholes; usually four observational holes are placed around a single shothole. The energy source is placed at a given depth in the central shothole, and the detectors are placed at the same depth or in the same geologic stratum in the surrounding observational holes (Figure 10-8).

Uphole and downhole surveys substantially reduce the influence of reflection and refraction of shock waves. Travel-time velocities may be readily and accurately determined for layers of interest. Crosshole surveys eliminate the influence of surrounding layers and allow the direct determination of the velocity for a single layer of interest.

7. FIELD TESTING

Evaluation of the stability of a slope requires measurement of the physical strength properties of the materials that make up the slope. Of course, it is usually more convenient to obtain such measures by laboratory tests of undisturbed samples secured from the site, but obtaining representative samples is often difficult for the following reasons:

- Discontinuous samples with relatively small diameters can miss thin critical strata that control landsliding (such as the slickensided surface of movement of a preexisting landslide);
- Distortion, disturbance, and changes in moisture and stress are always associated with taking a sample out of the ground, handling it, transporting it, and preparing it for laboratory testing; and
- The process of creating a hole to obtain samples often changes the nature of the samples. For example, bentonite seams may be washed out by the drilling fluid when drilling through bedrock or clay and silt may be washed out when drilling through bouldery till. It is often desirable to run direct field tests, such as penetration tests (see Section 7.1.1) or vane shear tests (see Section 7.1.5), to compensate for or reduce the influence of these effects.

For the foregoing reasons, some field testing is often recommended to provide in situ estimates of strength values and properties of materials involved in landsliding. Field tests are always more expensive to perform than laboratory tests, are usually more complex to interpret, and often are not as readily reproducible. However, their results are invaluable in confirming the validity of the laboratory test results. When field and laboratory test results do not agree, the investigator must determine the reasons for such discrepancies and their significance.

Field tests range from relatively economical and routine borehole tests to more expensive in situ tests involving test pits or the collection of large block samples and, even more rarely, to the use of exploratory adits and shafts.

7.1 Borehole Tests

Certain physical tests have been devised that can be performed in boreholes drilled for identifying the soil strata and for securing the small-diameter samples. Borehole tests are among the most economical of field tests. Many test procedures are widely adopted. Although borehole tests suffer from the limited volume of material tested, they do allow the soil to be tested without the disturbance produced
by removing the sample from the ground, taking it to the laboratory, and preparing it for testing. However, it should be noted that some disturbance is caused by stress relief in the borehole walls, and complete changes in soil characteristics often occur as a result of the progression of the hole and the use of drilling fluids. Borehole test measurements may be obtained by a variety of procedures and equipment, including an assortment of penetration tests, use of a dilatometer, and borehole dilation, borehole shear, and vane shear tests.

7.1.1 Penetration Tests

Penetration tests are conducted during the creation of a borehole. They involve measurement of the resistance of materials to the advancement of standard probes (Sanglerat 1972; Schmertmann 1978). Subsurface conditions may be inferred by correlating soil properties with resistance values. Penetration tests provide an extremely valuable and relatively low-cost supplement to the data obtained by direct borehole sampling and logging procedures. The two main forms of penetration test are the standard penetration test (SPT), which is conducted in conjunction with split-barrel sampling, and the continuous cone penetrometer test (CPT), of which there are numerous varieties.

The SPT as defined by ASTM D1586 (which is in non-SI units) utilizes a standard 50-mm (2-in.) outside-diameter, 37-mm (1.5-in.) inside-diameter split-barrel sampler (Figure 10-9). The sampler is 660 mm (26 in.) long and is driven 450 mm (18 in.) into the undisturbed soil at the bottom of a borehole in three 150-mm (6-in.) increments by blows of a 63.5-kg (140-lb) hammer dropping in free fall from a height of 760 mm (30 in.). The number of blows required to advance the sampler 150 mm is recorded. The SPT can be conducted at any desired depth below the surface within an advancing test boring. Usually the first 150-mm advance is disregarded because it is likely to be affected by disturbance at the bottom of the previously developed hole. Therefore the SPT includes gaps in the penetration resistance record. The total number of blows for the second and third 150-mm advances is used to define \( N \), the standard penetration resistance, which is recorded as the number of blows per 300 mm (blows per foot).

Penetration resistance encompasses both hard and soft seams in the 300-mm distance and is composed of both end resistance and shaft friction. Although some investigators have attempted to drive such sampling tubes as far as 1.8 m, counting blows for each 150-mm increment, the accumulating skin friction and the buildup of soil resistance within the samples usually produce resistances that increase with each successive increment until the sample is withdrawn and the borehole cleaned out. The continuing increases in the values mask useful correlations.

Penetration resistance is generally correlated empirically with soil properties measured by either laboratory tests or field tests of the same material. In this way, large numbers of low-cost penetration tests supplement the more limited information obtained by more expensive laboratory tests. End resistance is more important in granular soils and may be correlated with values of the angle of internal friction, whereas shaft friction is more important in cohesive soils and may be correlated with their consistency. Although many empirical relationships between resistance and soil properties have been published (Terzaghi and Peck 1967; Sowers and

![Figure 10-9 Split-tube sampler for standard penetration test.](Image)
Sowers 1970), these should not be used indiscriminately. Instead, a new correlation should be established from the data obtained at the site in question, or the data should be used to verify the accuracy of the published relations (Terzaghi and Peck 1967).

The CPT is defined by ASTM D3441. Rods with conical tips are forced into the ground while the required force is continuously recorded (Figure 10-10). No samples are recovered. The force may be dynamic, in which the rods are driven by blows from a hammer; static, in which rods are pushed into the ground as deadweights are applied; or quasi-static, in which the rods are pushed by hydraulic pistons reacting against a vehicle or other machinery. The quasi-static method is the most commonly used and is often referred to as the static cone penetrometer test (Alperstein and Leifer 1976).

In relatively permeable soils, pore-pressure effects around the cone tip during penetration at standard rates are negligible, and the CPT values are correlatable with fully drained soil-strength properties. In homogeneous plastic clays, the CPT values approximate fully undrained behavior.

There are numerous types of cones. The simplest types, including the Dutch cone, consist of a small-diameter rod ending in a cone tip with a 60-degree angle at its point and an effective cross-sectional area of 10 cm² (Figure 10-11). The Dutch cone...
measures a combined penetration resistance from both shaft friction $f_s$ and end-cone resistance $q_c$. More advanced types of cones incorporate a friction jacket above the standard cone tip, permitting separation of the values for $f_s$ and $q_c$ (Figure 10-12). Recently, several refinements have been incorporated into experimental cone penetrometers, including pore-pressure measuring devices (piezocone), geophysical measurements by electrical-resistivity receivers (Figure 10-13) or geophones, and geochemical monitoring devices to measure subsurface contaminants.

Cone penetrometers typically can penetrate as much as a few meters into granular soils such as sands. However, significant amounts of gravel cause the values to be erratic and not readily interpreted. The electric-resistivity cone penetrometer and the piezocone have been used and correlated to estimate shear-strength parameters in clay soils. The static cone test often is not applicable to landslides because of the difficult terrain and hard materials overlying the critical layers. Dynamic cone tests appear to have greater flexibility for difficult landslide situations, but few recorded uses have been published. The cone penetrometer is an extremely valuable supplement to the more direct boring and sampling technique. It helps identify changes and stratification and pinpoints weak materials that should be investigated in greater detail by more direct exploration methods.

### 7.1.2 Dilatometer Test

The flat dilatometer, developed by Marchetti (1980), is essentially a penetration device capable of obtaining an estimate of lateral soil stiffness (Borden et al. 1986). As shown in Figure 10-14, the dilatometer uses a thin circular membrane with a diameter of 60 mm, which is mounted on the side of a flat blade approximately 95 mm wide and 14 mm thick. When inactive, the membrane is flush with the surrounding flat surface of the blade. The blade is pushed or driven into the ground, and when it is at the desired test depth, the membrane is inflated by means of pressurized gas controlled by a monitoring unit at the surface. Initial readings are taken of the pressure required to just move the membrane (the A pressure), which is related to the lateral stresses existing in the ground. Further readings are taken of the pressure required to move the membrane center an additional 1 mm (0.04 in.) into the soil (the B pressure), which is related to the soil stiffness.

In the usual field testing procedure, the pressure required to drive the dilatometer into the ground is recorded as a form of penetration test. At predetermined intervals (usually about every 20 cm) the penetration is halted, the membrane is inflated, the A and B pressures are determined, the membrane is vented to deflate it, and the dilatometer is advanced to the next depth. The dilatometer is directly inserted into the ground and does not require a borehole, in contrast to the older pressuremeter discussed in Section 7.1.3, which does require a borehole. The dilatometer is thus suitable for rapid profiling of subsurface conditions.

Much testing has been conducted with the dilatometer in a variety of transportation-related applications (Bullock 1983; Borden et al. 1986; Mayne and Frost 1988). Studies by Borden et al.
(1986) in North Carolina indicated that dilatometer data significantly overestimated soil compressibility. Mayne and Frost (1988) conducted a sequence of dilatometer tests near Washington, D.C., over a 3-year period. They correlated dilatometer test data with standard soil borings and cone penetrometer tests and concluded that the dilatometer offers an expedient and cost-effective method for profiling subsurface conditions, providing reasonable interpretations of soil properties in a variety of geological environments. They noted that the dilatometer cannot be easily inserted in very dense or gravelly soils.

### 7.1.3 Borehole Dilation Test

A number of field tests have been developed that are based on the resistance of a cylindrical borehole to dilation from applied internal pressure. The best known of these uses the Menard pressuremeter (Menard 1975; Winter 1986). As shown in Figure 10-15, a membrane in close contact with the soil surrounding a borehole is inflated, and the stress-strain characteristics are measured with time. These data have been correlated with shear-strength and consolidation parameters in certain soil systems (Figure 10-16). In the Menard device, the end effects in the measuring cylinder are minimized by means of similar cylindrical rubber tubes above and below; these tubes are inflated with the same pressure as the test cylinder, thereby providing a two-dimensional stress configuration rather than a three-dimensional one, which has a more complicated elliptical zone of strain. Other similar devices omit the end tubes and rely on theoretical interpretation of the elliptical zone of stress and strain. Still others employ mechanical sleeves and strain sensors to measure pressure and displacement.

The instruments are quite delicate and cannot easily be used in very stiff or stony materials. The cost of acquiring equipment and running tests with these units is quite high, and the interpretation of the results is difficult. It appears that good results are obtained primarily in softer clay deposits. Although it is claimed that these devices can provide the user with all of the necessary soil properties to evaluate shear and consolidation, the interpretation is largely empirical and certainly open to question in variable materials.

### 7.1.4 Borehole Shear Test

The borehole shear test measures the shear strength of the soil in an annular zone surrounding the boring. The device consists of an expandable plug with serrations on its outer surface to grip the soil walls of the borehole when pressure of known magnitude is applied internally by a hydraulic sys-
The soil is then sheared by pulling the device upward through the hole. If several such tests (essentially undrained direct shear) are made on the same stratum at varying internal pressures, a Mohr failure envelope can be obtained.

The test is of limited utility because it shears the soil in a different direction than that involved in the landslide process. Therefore, if the soil has anisotropic properties (usually the axis of weakness is parallel to the greatest extent of the surface of shear movement and more or less perpendicular to the direction of shear in the borehole shear test), the results may be misleading. There is usually some soil smear in the walls of the borehole; thus, the soil involved in the test may be partially disturbed. The size of the device is such that it integrates the effect of soil irregularities over a cylindrical surface with a diameter of 76 mm and a length of about 300 mm. This test is usually not useful in landslide investigations because the parameters measured (undrained shear) do not control landslide performance and thus have limited application.

### 7.1.5 Vane Shear Test

Vertical blades at the end of a thin rod produce a vertical cylindrical surface of shear when rotated (Figure 10-17). The torque required to initiate continual rotation is a measure of the peak undrained strength of the soil. The torque required to maintain rotation after several revolutions measures the residual undrained or disturbed strength. To minimize end effects, the length of the vane should be at least twice its width. The blades should be sufficiently thin that there is a minimum soil disturbance due to displacement and sufficiently thick that they do not bend under load.

In very soft soils, the vane and its torque rod are forced into the soil to each level to be tested. A reference test using the torque rod without the vane is required so that the torque necessary to overcome rod friction can be subtracted from the total torque measured when the soil is tested. In firm soils or at great depths, the test is made in undisturbed soil 300 to 760 mm below the bottom of a borehole; hence, the resistance of the torque rod in the hole generally is negligible, but friction in the casing may be of concern. Numerous procedures and forms of equipment, ranging from simple torque wrenches to elaborate torque meters that apply a uniform angular strain rate, have been utilized (Hvorslev 1949).

Vane data should be correlated with other shear data for use in analysis and design. Caution should be exercised in interpreting the peak strength; in some cases, the strength measured in a vane test has been found to be as much as 30 percent greater than that measured by other methods. The results of field vane shear tests, like the results of borehole shear tests, have limited utility in solving landslide problems because they reflect undrained shear val-
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**FIGURE 10-15** Menard pressuremeter for borehole dilation test (not to scale).
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**FIGURE 10-16** Typical pressuremeter test curve (Winter 1986).
ues for undisturbed materials, which may not control landslide performance.

**7.2 Large-Scale Tests and Sampling in Pits, Adits, or Shafts**

When test-boring programs cannot quantify the subsurface characteristics of the slide system adequately, it may be necessary to choose large excavations that allow the direct examination of in situ geologic conditions. Large excavations range from test pits and test trenches, large-diameter holes that may be made relatively cheaply and rapidly in soils, and finally to shafts and adits, which are costly but valuable for investigating complex rock-mass conditions. Excavation of a large hole deep enough into a landslide to obtain required data sometimes poses a safety risk to workers. The risks can be reduced by increasing the lateral support provided by shoring or by using remote-sampling and inspection tools so that the hole does not have to be occupied.

As previously stated, one of the major limitations of laboratory tests is their inability to include variations in the soil, particularly in zones with weak or hard spots. This limitation can be overcome by large-scale, in-place tests performed in pits or trenches excavated to the questionable strata or zones of slickensiding. Although the range of stresses and particularly the range of groundwater pressures that can be evaluated by such tests are limited, these tests permit large volumes of soil to be evaluated under the conditions within the total mass without the problems of sampling disturbance and exposure inherent in small-scale sampling and laboratory testing.

Creating a large test pit in an active landslide requires extensive temporary support for worker safety and therefore can be expected to be expensive. Data obtained from laboratory tests performed on block or tube samples of critical soil layers collected from test pits may give better quantification of the parameters than field tests in the test-pits. However, some authors believe that large-scale field tests are important sources of information (Sowers and Royster 1978).

**7.2.1 Plate-Load Test**

The plate-load test is the oldest form of in-place test (Sowers and Sowers 1970). It has only limited value in determining the strength of soils involved in the instability of large earth masses because there are many different interpretations of such tests, all yielding different values for shear-strength parameters.

A pit is excavated to expose the surface of the stratum in question, and a rigid square or circular plate is placed on the ground. The pit should be as wide as possible but no wider than about two-thirds
the thickness of the stratum whose strength is being evaluated. Loading is incremental so that at least 10 successively greater loads are applied before the plate shears the soil beneath it. The results can be interpreted in terms of soil-bearing capacity to give the shear strength of the soil along a curvilinear surface that may crudely approximate the rupture surface of a landslide (Sowers and Royster 1978). However, use of the plate-load test as the principal method for determining the strength of soils involved in a landslide is not recommended.

7.2.2 Large-Scale Direct-Shear Test

A large-scale direct-shear test can be performed in a pit at the level of the suspected weak stratum; in the case of an existing landslide, the test may be performed on the actual rupture surface of the soil or rock. The pit is excavated to the level of the stratum or rupture surface to be evaluated. The pit should be large enough and be carefully excavated more deeply around the sides so that the material to be tested, left in the form of an exposed block or stump in the center, will not be disturbed by engineers and technicians working around it. The size of the block is dictated by the geologist's or geotechnical engineer's evaluation of the variation in the material strength properties. It should be large enough to be representative of the stratum as a whole and not just its weaker or stronger elements.

A double box is placed around the block. If there is a definite plane of weakness, the sides of the box should be perpendicular to that plane, and the plane should lie between the top and bottom halves of the box, as shown in Figure 10-18. Good contact is necessary between the sides of the block of material and the sides of the box. Such contact can be achieved by careful trimming of relatively fine-grained or cohesive soils. In other materials, plaster can be poured to fill the spaces between the block and the enclosing box.

A normal load is applied to the block by means of a plate just slightly smaller than the dimensions of the box, which can be fitted inside the upper half of the box. The normal load can be applied by jacking against a piece of heavy machinery above the pit or against a heavy steel beam anchored to the ground by earth anchors located sufficiently far from the test to prevent their having any influence on the tested block. The bottom half of the box is anchored securely by packed soil, concrete, or plaster in the bottom of the pit. The top half of the box is then jacked sideways by a calibrated system so that the lateral load and the amount of lateral movement can be measured.

The direction of lateral jacking should parallel the direction of suspected or actual landslide movement. The same surface can be tested at several different increasing normal loads if each test stage is stopped as soon as peak strength or significant movement is observed. Such a test sequence determines the average shear stress required to produce rupture on a single predetermined plane. If determinations of the peak strengths for a variety of normal loads are required, separate tests should be performed on fresh sample blocks for each normal load. Such tests require a large test trench, or multiple test pits, and are much more time-consuming and expensive to perform.

Large-scale direct-shear tests simulate the shear strength of the earth materials along an actual rupture surface. If the samples are large enough, they
integrate the effects of both hard and soft zones. Unfortunately, it is difficult to include the effects of changing water pressure. Sowers and Royster (1978) stated that their experience with large-scale direct-shear tests indicated that these tests do provide meaningful shear-strength data, particularly if the tests are conducted during the wet season. Sowers and Royster also suggested that these large-scale field tests be correlated with the results of the much cheaper standard laboratory tests in order to further extend the data. They concluded that a more reliable evaluation of shear strength is provided by a combination of judiciously selected large-scale field tests and laboratory shear tests than by laboratory tests alone.

Sowers and Royster noted that standard equipment for making such large-scale tests does not exist. They suggested that suitable tests be conducted with materials fabricated in the field to fit the sample sizes and test-pit dimensions. Steel angles, channels, and plates can be fabricated at reasonable cost to create the shear box. Loads can be provided and measured by means of calibrated hydraulic jacks or jacks with load cells, and the movements can be measured with micrometer dial gauges. The lack of precision offered by such equipment is more than compensated for by its realistic representation of field conditions.

### 7.2.3 Collection of Large Block Samples

Laboratory determination of soil strength and stiffness requires high-quality samples. As described in Chapter 19, such determinations are particularly valuable when dealing with landslides involving residual and tropical soils (Geological Society of London 1990). Highest-quality intact samples are obtained by block sampling in test pits and trenches. Stepped excavation of the test pit or trench provides convenient benches for cutting and trimming samples.

Figure 10-19 illustrates the method of preparing and removing hand-carved block samples. Normally, block samples should be at least six times larger than the largest particle present but not larger than a 200-mm cube. Large samples tend to be too heavy for handling and transport without risk of damage. Soils with sensitive structures should be encased in protective boxes immediately upon trimming. Their exposed faces should be coated with sealants before undercutting and removal are attempted. The boxed samples should be packed with damp sawdust or plastic foam to support the sample from shocks during transit (Dearman and Turk 1985).

An alternative method for taking intact samples from soils free of gravel-sized particles is with the core cutter (Figure 10-20). This procedure may be used for friable soils with little cohesion or for soils with a very sensitive grain structure. The cutter should not be forced into the ground. Rather, a roughly cylindrical block should be cut from the ground so as to have about 10 mm in excess to be pared off as the core cutter is jacked down steadily. A California bearing ratio (CBR) mold fitted with a suitable cutting shoe may be used with this method to obtain an intact sample.

### 7.2.4 Adits and Shafts

Exploration using adits and shafts is extremely expensive compared with the cost of more usual methods of subsurface investigation, but occasionally it may be justified during the investigation of old landslides where dams or transportation facilities will alter the topography or groundwater conditions. The usual purpose of this type of exploration is to obtain very detailed information on joint and fracture spacing and orientation, to collect high-quality samples of failure material or infillings, or to intercept groundwater.

An adit must be carefully designed to perform safely and to provide subsurface information. In landslide investigations, an adit is typically designed to penetrate the landslide base. If tunneling through weak materials is involved, additional subsoil exploration may be required to provide design parameters for the adit bracing. In most cases, data from existing test borings and other landslide investigations will provide adequate information without a specific investigation to determine adit support parameters. Adits should be constructed to drain by gravity if groundwater is expected. Sloping the adit to provide drainage also facilitates muck removal.

Shafts are adits that are oriented vertically or nearly vertically. Bracing design and construction techniques are similar to those for adits and are derived from the mining industry. Shafts smaller in diameter than 1 m are normally drilled. If the shaft is drilled through colluvium, casing is used with cutouts to allow for observation of wall materials (Wyllie 1992).
High-quality cores can be taken at any angle within the adit or shaft (Krynine and Judd 1957) to test for natural and residual shear strength. In situ loading and direct-shear strength tests can be performed in adits and shafts, although the confined space makes such tests even more expensive to perform than those in test pits. Such tests are common in dam-site studies (Krynine and Judd 1957) but are very uncommon in landslide investigations.

8. TREATMENT OF SAMPLES AND CORES

A primary responsibility of the field investigation team is the accurate labeling and location of all samples. It is self-evident that samples that are mislabeled or mislocated in the field have no value and may in fact be the subject of much fruitless analysis if such mislabeling or mislocation problems are undiscovered.

However, the investigation team has responsibilities that go beyond the accurate identification of all samples. Samples are relatively small representatives of the much larger volumes of soil and rock materials that make up the landslide. Samples can be easily damaged, and in most situations, no laboratory test procedures can compensate for careless handling of samples in the field or during shipment to the laboratory. Common problems are subjecting soil samples to excessive shocks and blows; allowing soil samples to dry; allowing some rock samples, especially claystones and shales, to slake; and exposing samples to heat or freezing.
8.1 Preservation, Shipment, and Storage

All samples should be described and logged immediately upon recovery from the borehole. Sampling devices should be dismantled carefully to avoid unnecessary shocks, especially to soil samples. Rock cores often need careful handling to prevent additional breaking. RQD values for rock cores should be determined immediately. Soil samples especially must be protected from drying because consistency of cohesive soils changes with drying and details of stratification may be lost.

Samples must be quickly preserved and prepared for shipment and storage. Many types of soil samples require protection and sealing to prevent drying. Even disturbed samples or samples from augered holes, which are merely mixtures of materials, should be handled in ways that preserve their field character to the maximum extent possible.

Split-barrel soil samples should be placed in wide-mouthed jars that are sufficiently large so that samples will not be pushed, squeezed, or otherwise deformed when placed in the jars. The jars should be sealed with appropriate caps and wax...
should be applied over the cap to prevent any possible moisture loss.

Thin-wall tube samples are normally retained within the tubes in the field. A small amount of sample is removed from one end of the tube and a nonshrinking wax is used to seal the end, which is then further capped, taped, and labeled. The tube is inverted and the other end is similarly sealed. The tubes should be shipped upright if possible and be protected with padding to prevent them from striking together.

Rock cores are usually placed in special wooden core boxes that contain wooden spacers to separate the core runs. Rough handling of core boxes may result in significant damage to the cores.

8.2 Extrusion of Undisturbed Samples

Undisturbed soil samples are usually shipped to the laboratory in their sampling tubes, sealed and labeled as described in Section 8.1. Before an attempt is made to remove, or extrude, the samples from their tubes, the tubes may be subjected to X-ray examination to determine the conditions of the sample, details of the profile, degree of disturbance, and presence of anomalies. New York State Department of Transportation practice now requires that every tube sample be X-rayed before being extruded. This practice has greatly improved the quality of sampling and the testing results.

The samples are extruded from their tubes in the laboratory. A few practitioners extrude the sample in the field, cut off short 15-cm sections, wrap them in aluminum foil, and surround the foil covers with wax in a carton. This reduces some transport problems but also requires additional field and laboratory sample handling that may result in disturbance of some weak soils.

Samples should always be extruded in the same direction that they entered the tube in the field, or sample quality may be compromised. In the case of strongly cohesive soils, wall friction may become excessive, and extrusion may only be possible after the sample tubes have been cut into short lengths.

9. INVESTIGATION OF GROUNDWATER CONDITIONS

Groundwater is a major cause or triggering mechanism of many landslides (Chapter 4). Identification and detection of groundwater conditions should therefore form a critical aspect of subsurface investigations in areas of suspected or active landslides. Groundwater conditions within landslide masses are frequently complex, a result of the disruption of rock and soil strata and structures by the landslide movements.

Surface observations and geologic mapping (Chapter 9) should identify surface water features of importance to landslide investigations. Springs, seeps, marshes, and topographic depressions within and adjacent to landslides are helpful in identifying the position of the upper boundary of a saturated zone, the water table, within portions of the landslide. Landslide movements may cause disruption, damming, or diversion of surface-water flows causing increased saturation of the landslide mass.

Movements of landslide materials may also disrupt or block subsurface movement and drainage of groundwater from a slope. Investigations should record the presence and flow volumes of springs and seeps near the toe of a landslide. Such discharges are usually beneficial to the stability of a landslide since they represent drainage of groundwater from the unstable mass. In many situations, the reduction or cessation of such discharges should be considered a warning of potential increased instability.

Many landslides involve complex interrelationships between surface-water and groundwater conditions. Details concerning methods of groundwater flow analysis for complex subsurface conditions typical of most landslides are beyond the scope of this report and may be found in standard texts on groundwater hydrogeology (Davis and DeWeist 1966; Cherry and Freeze 1979). Simplistic assumptions concerning groundwater conditions, such as the presence of a single unsaturated vadose zone overlying a saturated zone with a water table defining the boundary between these zones, are unrealistic for most landslide situations and lead to much confusion when field observations are interpreted.

Landslide movements often result in the juxtaposition of materials having low and high permeabilities. Such permeability contrasts lead to the formation of isolated shallow zones of saturation, known as perched water tables, and isolated zones of saturated permeable materials containing groundwater under elevated pressures. Significant vertical flow gradients exist within the groundwater at many landslides caused by the complex variations and geometries of the landslide materials and by the considerable topographic relief. As a consequence, groundwater pressure measurements at dif-
Different depths at a common location may yield dramatically different values.

The interpretation of groundwater pressure values obtained from within and around landslides is complex. Increases in pressure with depth indicate the potential for upward flow, whereas decreases in pressure with depth indicate the potential for downward flow. However, poor hydraulic connectivity between zones often prevents or restricts such flows from occurring. Groundwater conditions within many landslides are best considered as complex, multiple, partially connected flow systems. The degree of independence or isolation of these flow systems may change over time as landslide movements continue or as a result of seasonal changes.

Each landslide has unique relationships, so generalizations must be used with caution. However, investigators can often be guided by the following assumptions and recommendations:

- Surface observations are essential in determining the effect of groundwater on landslide instability.
- Periodic or seasonal influx of surface water to groundwater will not be detected unless groundwater observations are conducted over extended time periods.
- Landslide movements may open cracks and develop depressions at the head of a landslide that increase the rate of infiltration of surface water into the landslide mass. Water infiltration at the head of a landslide generally results in increased instability.
- Ponding of surface water anywhere on the landslide may cause increased infiltration of water into the landslide and should be investigated.
- Disruption of surface water channels and culverts may also result in increased infiltration of surface water into the landslide.
- Landslide movements may result in blockage of permeable zones that were previously freely draining. Such blockage may cause a local rise in the groundwater table and increased saturation and instability of the landslide materials. Subsurface observations should therefore be directed to establishing groundwater conditions in the undisturbed areas surrounding the landslide.
- Low-permeability soils, which are commonly involved in landslides, have slow response times to changes in groundwater conditions and pressures. Long-term groundwater monitoring is required in these soils.
- Accurate detection of groundwater in rock formations is often difficult because shale or claystone layers, intermittent fractures, and fracture infilling may occlude groundwater detection by boring or excavation.
- Borings should never be the only method of groundwater investigation; nevertheless they are a critical component of the overall investigation.

The accurate definition of groundwater conditions within and adjacent to a landslide is often very difficult. As noted in earlier sections of this chapter, geophysical field and borehole logging methods are potentially useful techniques for identifying groundwater conditions, but these methods have limitations. As discussed in Section 4.1, electromagnetic conductivity and resistivity profile surveys reflect the presence and salinity of groundwater. Where test borings or the presence of springs or seeps indicates shallow groundwater conditions, the extent of such saturated zones may be further mapped by these methods. When exploratory boreholes are logged by electric or nuclear logging devices (Sections 6.2 and 6.3), some semiquantitative information on soil moisture conditions may be obtained. Thermal profiles of boreholes (Section 6.5) have been successful in identifying subsurface zones of flowing water in landslides. Recently developed experimental cone penetrometers have included a pore-pressure measuring device (the piezocone) that can assist in locating zones of higher groundwater flow.

Direct measurement of groundwater pressure conditions is necessary and can be accomplished by a monitoring well, or piezometer, an instrument used to measure groundwater pressure at a point in the subsurface. There are three main types of piezometers (Table 10-6), which consist of three basic components: the tip, the standpipe, and seals. The tip includes a perforated section of casing, well screen, porous element, or other similar feature that allows interaction with the groundwater. In fine-grained or unstable materials, so common in landslides, the tip installation may be surrounded by a filter material. The standpipe is a watertight pipe or measurement conduit of the smallest practical diameter that is attached to the tip and extends to the surface of the ground. A seal, or multiple seals, consisting of grout, bentonite slurry,
### Table 10-6
Types of Piezometers

<table>
<thead>
<tr>
<th>INSTRUMENT</th>
<th>ADVANTAGES</th>
<th>DISADVANTAGES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open standpipe piezometer</td>
<td>Simple and reliable, with a long record of experience; no elaborate recording terminal point required</td>
<td>Slow response time; liable to freeze in cold weather</td>
</tr>
<tr>
<td>Pressure sensor piezometer</td>
<td>Location and elevation of terminal recording point are independent of measuring-tip location; can exhibit a rapid response</td>
<td>Humid air must be prevented from entering measurement tubing</td>
</tr>
<tr>
<td>Electrical</td>
<td>Location and elevation of terminal recording point are independent of measuring-tip location; can exhibit a rapid response and high sensitivity; suitable for automatic readout</td>
<td>Expensive; temperature correction may be necessary; errors may arise due to drift over longer observation periods</td>
</tr>
</tbody>
</table>

or other impermeable material must be placed between the standpipe and the boring walls to isolate the zone being monitored by the tip.

The open standpipe piezometer is the simplest and most common type used in landslides. A common version of the open standpipe piezometer (the so-called Casagrande type) uses a porous tip, commonly constructed of ceramic, that can be driven to the desired depth. These tips may be damaged when driven into the ground, so metal tips have been developed. The pores in the tip are about 50 μm, making it possible to use them in direct contact with fine-grained soils. For certain landslide investigations and for long-term monitoring of landslides, more sophisticated pneumatic or electrical piezometer installations may be warranted.

Problems arise because the installation of piezometers in landslides is often difficult, the observations are often ambiguous because of installation errors or malfunctions of the piezometers, and the complexity of groundwater conditions within the landslide precludes simple conceptualizations. The following recommendations are made:

- It is necessary to accurately detect and monitor groundwater in most soils and rock formations through the installation of monitoring wells (piezometers).
- As many exploratory borings as possible should be converted to operate as piezometers; if these installations are to accurately detect groundwater, drilling techniques that conform to the level of care accorded groundwater monitoring wells should be used.
- Drilling activities aimed solely at producing maximum rates of advance during development of a borehole in soil or rock can often occlude a seam containing groundwater. Modified drilling techniques, such as maintaining a high rate of return water flow and permitting solids to settle out of the drilling fluid before its reintroduction into the drill hole, can help avert such problems.
- The groundwater level should be measured at the depth at which water is first encountered in a borehole as well as at the level at which it stabilizes after drilling. The borehole should be kept open with a perforated casing until stabilization occurs.

The continuing movements within a landslide may destroy piezometers, so in many cases only the cheapest and simplest piezometer installations can be justified or are attempted. Thus open standpipe piezometers are the most commonly used but may be unsatisfactory because of their inherent limitations.

All piezometers are potentially subject to error, major sources of which include gas bubbles and tube blockage (Table 10-7). The magnitude of errors can be controlled to some degree by proper piezometer selection, installation, and deairing techniques. A common problem is not establishing the measuring tip at the appropriate elevation within the landslide materials so that it measures critical higher-pressure groundwater zones; as a re-
Table 10-7
Sources of Error and Corrective Methods for Piezometer Measurements

<table>
<thead>
<tr>
<th>PIEZOMETER TYPE</th>
<th>SOURCE OF ERROR</th>
<th>CORRECTIVE METHOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open standpipe</td>
<td>Piezometer partially filled with liquid such as oil, kerosene, or antifreeze to prevent freezing or reduce corrosion; position of interface between liquids may be uncertain due to leakage or evaporation</td>
<td>Avoid use of such liquids whenever possible; carefully monitor leakage or evaporative loss potentials</td>
</tr>
<tr>
<td>Open standpipe</td>
<td>Piezometer completely filled with liquid other than water to prevent freezing or corrosion; differences in surface tension at interface between liquid and groundwater may cause appreciable and misleading changes in pressure determinations</td>
<td>Avoid using liquids that fill the entire piezometer so that liquid interface can be determined within piezometer tube</td>
</tr>
<tr>
<td>Open standpipe</td>
<td>Air or gas bubbles caught by internal roughness or joints in open tube may cause stabilized water level to rise above true groundwater level</td>
<td>Use pipe diameter large enough and interior smooth enough to permit gas bubbles to rise; avoid downward-protruding edges of joints</td>
</tr>
<tr>
<td>Pneumatic pressure sensor</td>
<td>Gas bubbles entrapped within liquid cause increased time lag in piezometer response, but gas entrapped above gauge does not affect equalized pressures</td>
<td>Provide gas trap and outlet valve and flushing facilities; use materials that do not promote electrolysis and development of gas</td>
</tr>
<tr>
<td>All types</td>
<td>Gas bubbles in soil near intake cause increased lag time in piezometer response due to decreased effective permeability and changes in gas volumes</td>
<td>Use well points or screens constructed of materials that do not cause electrolysis with soils and having pores or holes large enough to permit escape of any gas bubbles</td>
</tr>
</tbody>
</table>

Table 10-7 Sources of Error and Corrective Methods for Piezometer Measurements

result, values may not represent actual landslide instability conditions.

Open standpipe piezometers will freeze if subjected to sufficiently cold weather, and use of antifreeze to counteract this problem introduces additional difficulties and potential error in the observations. The open systems are also prone to error due to gas bubbles within the standpipe or in the surrounding filter pack or tip. In fine-grained soils, open standpipe systems may be slow to respond to changes in groundwater levels.

Closed systems, such as the pneumatic and electrical piezometers, overcome several of these limitations. Electrical piezometers also allow for automatic and remote recording. Because pneumatic and electrical piezometers are more expensive and will become inoperative just as quickly as open standpipe piezometers when landslide movements damage them, they are most often used to monitor landslides that pose major risks.

The most common problem in subsurface investigation of landslides is the selection of an adequate number of piezometers and their proper installation. Water elevations in open or screened boreholes extending through the landslide mass, or large sections of it, generally do not provide meaningful data. Nested installations consisting of several piezometers with measuring tips at different elevations provide much more valuable information. In some situations, it may be suggested that several piezometers be installed in a single borehole with impervious seals separating the measuring zones. However, such installations require considerable skill for the proper placement and development of the impervious seals to ensure that they do not allow leakage between measuring zones. Such installations become even more difficult when landslide deposits are unstable or moving, creating problems in maintaining a stable borehole configuration. Also, if measurements are required in zones that are closely spaced, perhaps 3 m or less, adequate seals cannot be expected to form. For these reasons, it is generally best to create piezometer nests by installing individual instruments at differ-
ent depths in different, but closely spaced, boreholes. This procedure increases the total length of boreholes to be drilled but may be cheaper overall since each piezometer can be installed more quickly.

More details of piezometer installations and operation are discussed in Chapter 11.

10. DATA PRESENTATION

Subsurface exploration of landslides is frequently conducted under less-than-ideal environmental or working conditions. Information describing these conditions should be recorded in great detail at the time of observations or measurements because such knowledge may materially influence the methods of analysis of the resulting data and the degree of confidence that can be placed in them. Information that may be important to subsequent interpretation of the data are details on

- Tools and techniques used;
- Samples obtained;
- Weather conditions preceding and during the exploration program;
- Impressions of the investigators regarding operation of the equipment (i.e., the “feel of the tools”);
- Each geophysical exploration, such as seismic and acoustic measurements, test borings, and test pit, adit, or shaft results;
- Field instrumentation installed; and
- Field tests associated with the exploration.

These details of the subsurface exploration program should be incorporated into the overall geotechnical report for the project. Appropriate interpretive techniques should be identified, and all data should be correlated in a consistent manner. The investigator should highlight any anomalies or areas of conflicting evidence exposed in the exploration program.

During any investigation, considerable data will be accumulated. The variations in these data should be studied in three dimensions because the mass of soil or rock involved in a landslide is three-dimensional. When examined spatially, the variations may exhibit random or definitive patterns, lending support to some hypotheses concerning landslide mechanisms and eliminating others. The data must therefore be compiled into a geotechnical report, which is the primary product of the subsurface investigation program. The basic elements of a geotechnical report include a location plan, interpretive maps, geologic cross sections, interpretations resulting from any geophysical methods, and logs of all boreholes, trenches, or test pits. When observations have been conducted over a period of time, the geotechnical report should include a separate section discussing such time-based observations and correlations.

10.1 Location Plan

All exploration efforts, including boreholes, test pits, field tests, geophysical profiles, and any other exploration activities, should be indicated accurately on a location plan drawn to an appropriate scale (Figure 10-21). For most studies, a single plan should be sufficient to locate all the activities. However, at the site of very extensive investigations, the data may be arranged on more than one plan or enlargements of selected areas may be added to provide better readability. The base map for the site should include topographic contours of sufficient resolution and other local landmarks to allow future investigators to relocate themselves on the site. The plan may include the local geology, or this may be shown on a separate map. A smaller-scale regional map clearly identifying the site location should also be included. Many reports lack an accurate description of the site location. Such information is useful when tying the detailed site information to regional geologic conditions.

10.2 Interpretive Maps

Some subsurface observational data vary with geographic position and are best shown in the form of maps. If the variations appear to be systematic, such as lines of equal strength or lines of equal groundwater elevation, they can be drawn as contours. Contouring is frequently an interpretive process, with different individuals producing different contour maps from the same data. These interpretive maps preferably should be plotted on the same base map used for the location plan map or as overlays that can be superimposed on the base map. Several interpretive maps may be desirable.

10.3 Geologic Cross Sections

Cross sections of the data are particularly useful (Figure 10-22). Data from many different exploration methods may be combined or interpreted to
form the basis for typical geologic cross sections that illustrate the significant geologic conditions affecting the landslide. Cross sections are also useful in evaluating the stability of the landslide mass. For this purpose, cross sections are required parallel to the direction of maximum slope, to the maximum water-pressure gradient, or to the observed trajectories of movement. Geologic conditions may require cross sections in other orientations, however, in order to further define important geologic controls on the landslide movements. Fence diagrams, or three-dimensional sections, are helpful for sites with complex geology (for example, see Figure 9-45). Recent advances in computer-generated spatial data-handling and visualization capabilities (Figure 10-23) have led to the experimental use of
true three-dimensional digital models of landslide masses (Chiarle and Powers 1994). Such analyses have been found helpful in the limited number of cases to which they have been applied and may become a more commonly used analysis and reporting tool as the required computer programs become more widely disseminated.

### 10.4 Geophysical Survey Interpretations

The geotechnical report should include adequate documentation concerning the methods used to interpret the geophysical data. The geophysical surveys and geophysical logging methods described previously can be used not only as a means of defining the stratification of the materials within the landslide, but also as a direct measure of certain physical properties of the materials. Although some of these properties may not necessarily be those needed to evaluate landslide stability, empirical correlations among the properties can sometimes be helpful in establishing the stability of the landslide.

For example, the seismic refraction technique yields the compression-wave velocity of the materials. If the density of the materials is known or can be reasonably estimated, the compression-wave velocity can be used to compute the dynamic modulus of elasticity and hence to estimate the rigidity of the mass. The compression-wave velocity is reduced by cracks or microfissures in a rock mass, and thus it is an important indicator of the degree of fracturing in a rock mass.

At best, however, geophysical methods are only indirect supplements to the more direct means of evaluating the qualities of the soil and rock materials. Field data collection using geophysical methods is relatively simple and rapid. However, interpretation of the data frequently incorporates a considerable number of simplifying assumptions, and quality of the interpretation often depends on the skill and experience of the person making the interpretation.

### 10.5 Borehole and Excavation Logs

The results of test and core borings, test pits, and other reconnaissance methods should be presented in logs that include all pertinent information. Boring logs should be prepared to provide complete documentation on the drilling, sampling, and coring operations, as well as detailed descriptions of the materials, groundwater conditions, and other aspects of the subsurface environ-
ment encountered by the borehole. Because logs frequently provide the basis for analysis and design, clear and precise presentation of all data and complete descriptions are important.

Two sets of logs are usually generated: field logs and report logs, each serving different purposes. A field log records all the basic data and information regarding the boring operation. It is designed to describe each sample in detail and provide all information needed by the engineer to establish the validity of the data obtained. It does not contain all the information necessary for design.

A report log records the data necessary for design or analysis. It is prepared after laboratory testing of samples is completed and contains laboratory identification test results and notations concerning the various tests performed. The report log may incorporate changes in the material descriptions from those in the earlier field logs so that the descriptions agree with the gradation and plasticity test results from laboratory testing (Figure 10-24).

10.6 Time-Based Observations and Correlations

The significance of the different factors involved in a landslide can frequently be found from empirical correlations between the movement and observed forces or environmental factors. For example, a time-based graph of both landslide movement and rainfall, or accumulated rainfall and snowmelt, may show a visual relationship (Figure 10-25). Similar time-based relations can often be observed between such environmental factors as groundwater levels or construction activities and the initiation, movement, or reactivation of landslides. In some cases, plots of the observed phe-
<table>
<thead>
<tr>
<th>Elevation</th>
<th>N</th>
<th>Qu t/sf</th>
<th>W (%)</th>
<th>Surface Water El.</th>
<th>Groundwater El. at Completion</th>
<th>After ________ Hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>574.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>574.2</td>
<td>3</td>
<td>S/10</td>
<td></td>
<td>BROWN AND GRAY VERY WEATHERED SHALE</td>
<td>W/WEATHERED LIMESTONE</td>
<td></td>
</tr>
<tr>
<td>574.2</td>
<td>4</td>
<td>1.1</td>
<td>29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>547.7</td>
<td></td>
<td></td>
<td></td>
<td>GRAY SHALE &amp; LIMESTONE SHELVES</td>
<td></td>
<td></td>
</tr>
<tr>
<td>545.7</td>
<td></td>
<td></td>
<td></td>
<td>GRAY SHALE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>542.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>539.5</td>
<td></td>
<td></td>
<td></td>
<td>GRAY SHALE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>560.2</td>
<td>3</td>
<td>B</td>
<td>28</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>560.2</td>
<td>3</td>
<td>1.0</td>
<td>28</td>
<td>END OF BORING</td>
<td></td>
<td></td>
</tr>
<tr>
<td>553.7</td>
<td>-20</td>
<td>4</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>553.7</td>
<td>-20</td>
<td>S/5</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Type failure:**
- B - Bulge Failure
- S - Shear Failure
- E - Estimated Value
- P - Penetrometer
nomena as functions of the logarithm of time are instructive.

11. SUMMARY

A technically sound solution to a landslide problem can be derived only from technically sound data. A properly conducted subsurface investigation program leading to a comprehensive geotechnical report forms the basis for subsequent stability analyses, which in turn form the basis for remedial action plans. The subsurface investigation program identifies potential problem areas and defines the features involved in an existing landslide. Subsurface investigation techniques include a considerable variety of methods, ranging from the relatively inexpensive methods utilized in the earlier reconnaissance stages to the more expensive and specialized sampling and field testing methods used to provide estimates of physical-strength properties of the landslide materials. Unfortunately, numerous cases of inadequate subsurface investigations have been documented in which the geologists and engineers involved have jumped to erroneous conclusions on the basis of incomplete data. Such situations invariably lead to increased difficulties and costs.
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1. INTRODUCTION

Landslides often present the ultimate measurement challenge, in part because of their initial lack of definition and the sheer scale of the problems. Intuitively, there is a desire to quantify the extent of a potential or real disaster, but what should be measured? The answer can be complicated and should be addressed by drawing on the best available information concerning topography, geology, groundwater, and material properties. The measurement problem usually requires information ranging from a coarse scale down to a fine scale and involving a number of instrumentation techniques. The ultimate goal is to select the most sensitive measurement parameters, the ones that will change significantly at the onset of the landslide event. However, because of physical limitations and economic constraints, all parameters cannot be measured with equal ease and success.

Geotechnical instruments have evolved tremendously during the past quarter-century. Early versions of current instruments were developed and used on various projects beginning in the 1960s. Early reports concerning instrumentation that have retained their value include those by Shannon et al. (1962), Dunnicliff (1971), Gould and Dunnicliff (1971), and Peck (1972). The comprehensive report on geotechnical field instrumentation prepared by the British Geotechnical Society (1974) contains several important papers (Burland and Moore 1974; Dibiagio 1974; Green 1974; Penman and Charles 1974; Vaughn 1974). Transportation Research Record 482 (Transportation Research Board 1974) includes several documented case histories of geotechnical instrumentation applications. Considerable interest continued during the 1970s concerning the most appropriate methods for using instrumentation (Mikkelsen and Bestwick 1976; Wilson and Mikkelsen 1977). Chapter 5 in Landslides: Analysis and Control (Wilson and Mikkelsen 1978) was devoted to landslide instrumentation.

By the late 1980s, geotechnical instrumentation had evolved to the point that a major textbook was devoted to the subject (Dunnicliff 1988), and the Transportation Research Board published a second Transportation Research Record containing reports of new applications and methods (Green and Mikkelsen 1988; Hinckley et al. 1988). Other case histories were published during the same period (Patton 1983, 1984). In recent years the full impact of new instruments and computer automation in data collection and data reduction has been reported in numerous papers (e.g., Mikkelsen 1989, 1992; Dunnicliff and Davidson 1991; Tatchell 1991; Gillon et al. 1992; Proffitt et al. 1992; Kane and Beck 1994; O'Connor and Wade 1994). Experiences with large-scale instrumentation and automation of data collection for monitoring slope stability at the huge open-pit mines of Syncrude, Canada, Ltd., in northern Alberta were described by McKenna et al. (1994) and McKenna (1995). Experiences with large-scale instrumentation and automation of data collection for monitoring slope stability at the huge open-pit mines of Syncrude, Canada, Ltd., in northern Alberta were described by McKenna et al. (1994) and McKenna (1995).

The focus of this chapter is primarily field instrumentation and measurement techniques associated...
with permanent borehole installations that serve to
measure subsurface behavior. Typical instruments
are piezometers for measuring groundwater pres-
sures and inclinometers and extensometers for
ground-displacement measurements. Excluded from
this discussion are borehole testing and logging
techniques that help define structure, lithology, and
material properties; these are described in Chapter
10. Surface surveying and other surface measure-
ment technologies, such as seismic monitoring, re-

to me sensing, and aerial photointerpretation, are
discussed in Chapters 8, 9, and 10, and so are also
not treated in detail in this chapter.

Field instrumentation is most often used on
landslides that have already exhibited some move-

ment. In such cases, the overall characteristics of
the landslide frequently may be readily observed
and noted. However, small movements of a soil or
rock mass before or even during incipient failure
are usually not visually evident. Thus, the value of
the information that can be obtained at the ground
surface is limited. Instrumentation can provide
valuable information on incipient as well as fully
developed landslides. In this respect, use of instru-
mentation is not intended to replace field observa-
tions and other investigative procedures. Instead,
it augments other data by providing supplementary
information and by warning of impending major
movements. Typical situations for which various
instruments have been used are the following:

• Determination of the depth and shape of the
sliding mass in a developed landslide so that
calculations can be made to define the appro-
priate strength parameters at failure and design
remedial treatments,

• Determination of absolute lateral and vertical
movements within a sliding mass,

• Determination of the rate of sliding (velocity)
and thus provision of a warning of impending
danger,

• Monitoring of the activity of marginally stable
natural or cut slopes and identification of effects
of construction activity or precipitation,

• Monitoring of groundwater levels or pore pres-
sures normally associated with landslide activity
so that effective stress analyses may be performed,

• Provision of remote digital readout or informa-
tion to a remote alarm system that would warn
of possible danger, and

• Monitoring and evaluation of the effectiveness
of various control measures.

In the last situation, savings are often realized
in remedial treatment by a planned and moni-
tored sequence of construction. For example,
drainage might be initially installed and its effect
monitored to determine whether planned me-
chanical stabilization is actually necessary.

2. PLANNING AND DESIGN

Adequate planning is required before a specific
landslide is instrumented. The plan should pro-
ceed through the following stages:

• Determination of types of measurements re-
quired;

• Selection of the specific types of instruments best
suited to make the required measurements;

• Definition of the location and depth of instru-
mentation and number of instruments;

• Development of the data acquisition techniques;

and

• Decision as to the management and presenta-
tion of the data acquired.

Initially the planning process requires develop-
ment of ideas on the causes of the landslide and the
probable limits of the depth and outer boundaries
of the movements. Reconnaissance of the area,
study of the geology and groundwater seepage, re-
view of rainfall records, and observation of topo-
graphic features, especially recent topographic
changes, will often provide clues. Unfortunately, no
two landslides are alike in all details, and experi-
ence alone without the application of judgment
may lead to erroneous concepts.

An instrumentation system is a waste of time
and money if the instruments do not extend below
the zone of movement, were installed at the wrong
locations, or are unsuitable. Instruments must col-
clect data accurately, reliably, efficiently, and in a
timely manner; otherwise, corrective treatment
may be started too late, resulting in even greater
economic losses than would have been experi-
enced without it.

2.1 Types of Measurements Required

Landslides by definition involve movement. The
magnitude, rate, and distribution of this movement
are generally the most important measurements re-
quired. Measurements of pore-water pressures
within the landslide are important in resolving
many landslide problems. Such measurements are especially important when landslides occur in layered systems in which excess hydrostatic pressures may exist between layers.

As discussed in Chapter 9, if the depth of sliding is readily apparent from visual observations, surface measurements may be sufficient for obtaining the rate of movement. Surface measurements should extend beyond the uppermost limit of visual movement so that any ground movements that might occur before visible surface cracks develop can be monitored. Movement of the ground surface should be measured vertically and horizontally at various locations within the landslide area. Vertical offsets, widening of cracks, and heaving of the toe should be monitored. The direction of movement can often be inferred from the pattern of cracking, particularly by matching the irregular edges of the cracks.

If the depth and thickness of the zone of movement are not apparent, inclinometers or similar devices that can detect the movement with depth must be used. Pore pressures at or near the sliding surface must be measured to support effective stress analysis or to assess the adequacy of drainage measures. Rapid-response piezometers are advantageous, particularly in impervious soils.

2.2 Selection of Instrument Types

Many types and models of instruments are available for measuring the changing conditions in a landslide; they vary in degree of sophistication, particularly with regard to readout capabilities. Instruments have been developed to measure vertical and horizontal earth movements, pore-water pressures, in situ stresses and strains, dynamic responses, and other parameters. However, in most landslides measurements of horizontal movement of the soil or rock and of pore-water pressures are of primary concern. Instruments commonly used for these purposes are described in this chapter.

The types of instruments, layout, and monitoring schedules are usually determined by the specific needs of a project. Several basic requirements, however, should be thoroughly evaluated for any system. Instruments should be reliable, rugged, and capable of functioning for long periods of time without repair or replacement. They must also be capable of responding rapidly and precisely to changes so that a true picture of events can be maintained at all times. High sensitivity is usually a prerequisite when hazard warning is required or landslide performance is monitored during construction, since it is often the rate of change rather than the absolute value that provides the key to proper interpretation.

The location of instruments requires a thorough understanding of geologic and subsurface conditions if meaningful data are to be obtained. Location is particularly crucial for pore-pressure recording devices that are intended to measure pressures in specific zones of weakness or potential instability. Since most measurements are relative, a stable base or datum must be provided so that absolute movements can be determined.

If the movement is known to be along a well-defined shear surface, such as a bedding surface or fracture, simple probe pipes will suffice to determine the depth. If the movement is large and rapid, accuracy is not an essential requirement and even relatively crude inclinometers may suffice. When the rate of movement is small and the depth and distribution are not known, more precise instrumentation is required. Carefully installed precision inclinometers are best in such instances, although there may be cases in which extensometers or strain meters can be used to advantage.

As discussed in Chapter 10, the Casagrande type of piezometer is the most useful general purpose pore-pressure measuring device, but it may give too slow an initial response in fine-grained soils. Therefore, pneumatic or vibrating-wire pressure-sensor types (transducers) may be preferable. High-air-entry, low-flow piezometers may warrant consideration in clays or clay-shales in which permeabilities are low or suction may be present because of unloading.

3. SURFACE MEASUREMENT

Instrumentation that may be used for surface measurement includes conventional surveying equipment, portable tiltmeters, and recently developed differential Global Positioning System (DGPS) location methods.

3.1 Conventional Surveying Equipment

The application of conventional surveying methods to landslide movement measurement and monitoring is discussed at length in Chapter 9. In an
active landslide area, surface movements are normally monitored to determine the extent of landslide activity and the rate of movement. Both optical instrument surveys and electronic distance measurement (EDM) devices are used to determine lateral and vertical movements. Bench marks located on stable ground provide the basis for determination of subsequent movements of established survey points, or hubs, by optical surveys, EDM equipment, or tape measurement. Recent advances in surveying equipment, including the so-called total stations (see Chapter 9, Section 4.2.2.4), increase the automation and productivity of these measurement procedures, especially on the often-rough ground surface found on landslides. Survey lines can be established so that vertical and horizontal displacements at the center and toe of the landslide can be observed. Lateral motions can be detected by theodolite and distance measurements from each hub. When a tension crack has opened above a landslide, simple daily measurements across the crack can be made between two hubs driven into the ground. In many cases, the outer limit of the ground movement is unknown, and establishing instrument setups on stable ground may be a problem.

3.2 Tiltmeters

Portable tiltmeters (Figure 11-1) can be used to detect tilt (rotation) of a surface point, but such devices have had relatively limited use. Their most common application is to monitor slope movements in open-pit mines and highway and railway cuts, but they may be used in any area where the failure mode of a mass of soil or rock can be expected to include a rotational component, such as a landslide area. Tiltmeters utilize either electrolytic sensors or servo-accelerometers. Electrolytic sensors provide greater sensitivity, but servo-accelerometers have greater range. The prime advantages of these instruments are their light weight, simple operation, compactness, and relatively low cost. Stationary electrolytic sensors with automatic data acquisition are gaining wider usage in landslide monitoring.

3.3 Differential Global Positioning System

The DGPS is emerging as a candidate surveying method for monitoring surface movement at landslide sites. A base station at a known location is used to provide corrections and refinements to the computed locations of one or several roving stations (Gilbert 1995). All stations use the same global positioning satellite network. The DGPS relates observations at unknown roving station locations to simultaneous observations at the base stations placed at a known and fixed location. As the satellite signals are monitored, errors may suggest that the base station is moving. Since it is known that the base station is not moving, these fluctuations can be used as corrections to the observations of the unknown roving stations to achieve their accurate location. All measurements are relative to the base station position. As long as that position is defined reasonably precisely, the other measurements will be internally consistent. If its location is very poorly defined, additional errors may arise. An assumed value of the true location (proper latitude and longitude) can be used without affecting the accuracy of the distances within the survey.

The accuracy of the DGPS is now approaching that of conventional surveys. Under favorable conditions, an accuracy of better than 1 cm is possible (Kleusberg 1992; Gilbert 1995). The historically large capital investments for such systems are now dropping (Gilbert 1994), and it appears that these systems already may be economical for monitoring larger landslide areas. However, the accuracy of the DGPS may be degraded in areas where the ground surface is obscured by tree cover or in times of poor weather conditions. Nevertheless, the enhanced productivity of the DGPS approach suggests that it will soon be economically practical for many landslide monitoring applications.

FIGURE 11-1
Portable tiltmeter (Wilson and Mikkelsen 1978).
4. GROUND-DISPLACEMENT MEASUREMENT

4.1 Inclinometers

Before some of the sophisticated types of inclinometers are described, one of the simplest subsurface measuring devices deserves mention: the borehole probe pipe, also called the "slip indicator" or "poor boy." It typically consists of a 25-mm diameter semirigid plastic tube, which is inserted into a borehole. Metal rods of increasing length are lowered inside the tubing in turn, and the rod length that is just unable to pass a given depth gives a measure of the curvature of the tubing at that point. Use of the borehole probe pipe is an acceptable technique for the location of slip surfaces in unstable slopes. This type of measurement can easily be performed in the riser pipe of an observation well or open piezometer. If there are several shear planes or if the shear zone is thick, a section of rod hung on a thin wire can be left at the bottom of the hole. Subsequently, the rod is pulled up to detect the lower limit of movement.

The development of inclinometers has been the most important contribution to the analysis and detection of landslide movements in the past two decades. Although used most extensively to monitor landslides, the inclinometer has also gained widespread use as a monitoring instrument for dams, bulkheads, and other earth-retaining structures and in various areas of research. Two broad classes of inclinometers may be used: probe inclinometers and in-place inclinometers. Both classes use similar sensors.

4.1.1 Inclinometer Sensors

One basic type of inclinometer sensor is currently in use in the United States, the accelerometer type, which uses a closed-loop, servo-accelerometer circuit. Each sensor measures inclination in one plane, and the use of two sensors per unit (biaxial sensors) is common (Mikkelsen and Bestwick 1976). A few older, obsolete types are also still in use but are gradually being replaced or abandoned because of lower accuracy and efficiency. Most inclinometers rely on commercially available, sensitive servo-accelerometers.

The servo-accelerometer is composed of a pendulous proof mass that is free to swing within a magnetic field (Figure 11-2). The proof mass is provided with a coil or torque motor, which allows a linear force to be applied to the proof mass in response to current passed through the coil. A special position sensor detects movement of the proof mass from the vertical position. A signal is then generated and converted by a restorer circuit, or servo, into a current through the coil, which balances the proof mass in its original position. In this manner, the current developed by the servo becomes an exact measure of the inertial force and thus of the transducer's inclination. The proof mass usually consists of a flexure unit that operates on the cantilever principle. Temperature has only a negligible effect on readings taken with accelerometer transducers. Accelerometer systems have a resolution of approximately 10 arc-sec in ranges from 30 to 50 degrees. A typical example of such measurements is shown in Figure 11-3(b).

4.1.2 Probe Inclinometer

The probe inclinometer commonly used today was developed from a device built in 1952 by S.D. Wilson at Harvard University (Green and Mikkelsen 1988). The same basic concepts have been incorporated into instruments now manufactured by several firms. Such an inclinometer consists of a probe containing a pendulum-actuated transducer, which
FIGURE 11-3
Inclinometer location and data, Fort Benton landslide, Montana (Wilson and Mikkelsen 1978): 
(a) section through Fort Benton landslide; (b) movement of inclinometer S-5 at toe of slope.
is fitted with wheels and lowered by an electrical cable down a plastic casing that is grooved to control alignment. The cable is connected to a readout unit, and data can be recorded manually or automatically (Figure 11-4).

A probe inclinometer system has four main components:

1. A guide casing is permanently installed in a near-vertical borehole in the ground. The casing may be made of plastic, steel, or aluminum. Circular sections generally have longitudinal slots or grooves for orientation of the sensor unit, but square sections are used in some types.

2. A probe sensor unit is commonly mounted in a carriage designed for operation in the guide casing.

3. A control cable raises and lowers the sensor unit in the casing and transmits electrical signals to the surface. For accurate depth control of the sensor unit, the cable is usually graduated or lowered on a separate surveyor’s steel tape.

4. A portable control and readout unit at the surface supplies power, receives electric signals, displays readings, and can often store and process data.

The probe inclinometer instrument sensor unit (Figures 11-4 and 11-5) is lowered and raised on an accurately marked cable, its wheels or guides following the oriented, longitudinal slots of the casing. Two sets of grooves in the casing allow the inclinometer probe to be oriented in either of two planes set at 90 degrees to each other. At each installation one set of grooves is designated the A orientation plane, and the other set the B orientation plane. The response to slope changes in the casing is monitored and recorded at the surface. Readings are taken at fixed increments, usually equal to the length of the probe, throughout the entire depth.

The wheels of the inclinometer probe provide points of measurement between which the inclination of the instrument is measured. If the reading interval is greater or less than the probe wheel base, correspondence between the position and orientation of the instrument will be only approximate in determining the total lateral displacement profile. Optimum accuracy is achieved only if the distance between each reading interval equals the distance between the upper and the lower wheels of the probe. Gould and Dunniciff (1971) reported that readings at depth intervals as large as 1.5 m result in poor accuracy.

Instruments differ primarily in the type of sensor used, the accuracy with which the sensor detects the inclination, and the method of alignment and depth control within the borehole. Probe inclinometers can measure changes in inclination on the order of 1.3 to 2.5 mm over a 33-m length of casing (a precision of 1:10,000).
4.1.3 In-Place Inclinometer

The in-place inclinometer (Figure 11-6) employs a series of servo-accelerometer or electrolytic sensors available for both one- and two-axis measurement (Cording et al. 1975). The sealed sensor packages are spaced along a standard grooved inclinometer casing by a series of rods. The rods and sensors are linked by universal joints so that they can deflect freely as the soil and the casing move. The sensors are aligned and secured in the casing by spring-loaded wheels, which fit the casing grooves. They are positioned at intervals along the borehole axis and may be more closely spaced to increase resolution of the displacement profile in zones of expected movement. Use of the grooved casing and guide wheels allows removal of the instrument for maintenance, adjustments, and salvage. Since the casing is a standard inclinometer casing, a probe inclinometer can be used in it after the fixed unit has been removed.

Readings are obtained by determining the change in tilt of the sensor and multiplying by the gauge length or spacing between sensors. The result is the relative displacement of each sensor; these relative displacements can be summed to determine the total displacement at each sensor. Any number of sensors at any spacing can be used in one borehole. The maximum deflection range is ±30 degrees; the precision is reported to be ±0.01 mm in 1 m, but this accuracy is not usually attained because of long-term drift. A more realistic maximum accuracy is about 0.04 mm in 1 m, giving a precision of 1:25,000, or about 2.5 times the precision of a probe inclinometer. Monitor and alarm consoles and telemetry systems are available for use with in-place inclinometers.

Since fixed units often consist of a number of sensors, they are more expensive and complex than

FIGURE 11-5 (left) Probe inclinometer with manual readout, inclinometer casing, and couplings (Green and Mikkelsen 1988).

FIGURE 11-6 (below) Installation and detail of multiposition in-place inclinometer (Wilson and Mikkelsen 1978).
probe inclinometers. However, in-place inclinometers have major advantages over probe inclinometers, including enhanced accuracy and continuous recording capabilities. Fixed units can be monitored remotely by a datalogger or connected to alarm systems. Problems common to probe inclinometers, such as tracking inaccuracies and repeatable positioning (placement error), are eliminated. If the fixed unit is removed for any reason, the overall accuracy will, for the duration, be reduced to no more than that of a probe unit, which can be used in its place. With probe inclinometer units, sensor drift effects are canceled by taking readings in opposite directions. Fixed accelerometer sensors may also drift, and such effects cannot be so easily compensated for. Better long-term performance and resolution are gained by using electrolytic sensor technology. On some projects, an extra inclinometer casing is used so that a probe inclinometer can be used to check readings of the fixed unit.

Because of its potential accuracy (an achievable precision of 1:25,000), an in-place inclinometer can be used to measure small movements in rock and to measure velocity in the hourly time domain. Its adaptability to various remote-monitoring systems allows a continuous record of displacement. By design, most systems are not intended to obtain a continuous profile of deformation. Rather, they measure critical movements of a few sections within the borehole. This instrument, therefore, is not necessarily a replacement for the probe inclinometer unit, but rather has its own purpose and is worthy of consideration for continuous monitoring of movements during critical stages of the landslide.

4.1.4 Principle of Operation

The primary application of the inclinometer to landslides is readily apparent: the definition of slip surfaces or zones of movement relative to stable zones by detection of any change in inclination of the casing from its original near-vertical position. Readings taken at regular incremental depths inside the casing allow determination of the change in slope at various points; integration of the slope changes between any two points yields the relative deflection between those points. The integration is normally performed from the bottom of the boring because the bottom is assumed to be fixed in position and inclination. Repeating such measurements periodically provides data allowing the distribution of lateral movements to be determined as a function of depth below the ground surface and as a function of time (Figure 11-7).

---

**FIGURE 11-7**
Measurement of landslide movements with inclinometer: (a) observational data, Well A, and (b) computed movements, Well A (Wilson and Mikkelsen 1978).

<table>
<thead>
<tr>
<th>CHANGE IN INCLINATION ($\sin \theta$)</th>
<th>MOVEMENT (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.03 0.06 0.09</td>
<td>2.5 5 7.5</td>
</tr>
</tbody>
</table>

Note: 1 m = 3.3 ft; 1 cm = 0.4 in.
Inclinometers measure the slope of the casing in two mutually perpendicular planes, designated A and B. Thus, horizontal components of movement, both transverse and parallel to any assumed direction of sliding, can be computed from the inclinometer measurements (Figure 11-8). Deviations from this ideal occur because of limitations and compromises in manufacturing and because of installation circumstances. Instruments of different manufacture cannot generally be interchanged without causing discernible effects on the results obtained [Figure 11-8(a)]. In the interest of accuracy, the interchange of instruments (probes and cables) of the same manufacture should also be avoided.

Although the principle of operation has remained unchanged, inclinometers have undergone rapid development to improve reliability, provide accuracy, reduce weight and bulk of the instrument, lessen data acquisition and reduction time, and improve versatility of operations under adverse conditions. Use of automatic data recording, personal computers, and data-base software has become standard practice.

**4.1.5 Casing Installation**

In landslide applications, inclinometer casings are normally installed in exploration drill holes. They must extend through soil and rock suspected of movement and well into materials that, in the best judgment at the time, are assumed to be stable. Some installations extend to depths of more than 200 m (Imrie and Bourne 1981). The annular space between the drill hole and the outer wall of the casing is generally grouted or backfilled with sand. The success of the casing installation depends on the experience and the skill of the personnel; soil, rock, and groundwater conditions; depth of installation; and accessibility to the area.

The accuracy of the inclinometer observations is generally limited not by the sensitivity of the inclinometer sensor, but by the requirement that successive readings be made with the same orientation of the instrument at the same point in the casing. Because the casing must provide a reliable orientation and a continuous tracking for the sensor unit, proper casing installation is of paramount importance.

Since the displacements are referenced with respect to the bottom of the casing, the casing bottom must be extended about 6 m or more into material that will not undergo lateral displacement. If any doubt arises as to the stability of the casing bottom, movement of the casing top should be checked by precise surveying methods. The casing for the inclinometer is usually installed in 1.5- and 3.0-m lengths, which are joined with couplings that are either riveted or cemented, or both, to ensure a firm connection (Figure 11-9). Each coupling represents a possible source of entry for grout or mud, which can seep into the casing and be deposited along the internal tracking system. For this reason, couplings should be sealed with tape or glue. The bottom section of the casing is closed with an aluminum, plastic, or wooden plug, which also should be sealed. If the drill hole is filled with water or drilling mud, the inclinometer casing must be filled with water to overcome buoyancy.

**FIGURE 11-8**

Typical landslide deformation data from inclinometers (Green and Mikkelsen 1988): (a) creep movements on thin shear zone in reactivated ancient landslide; (b) deformations measured on deep shear zones on a landslide in Canada.
Sometimes, extra weight, such as sand bags or a drill stem, may be needed.

The annular space between the boring wall and the inclinometer casing may be backfilled with sand, pea gravel, or grout. The selection of backfill depends mostly on soil, rock, and groundwater conditions (i.e., whether the borehole is dry, wet, caving, or stable without mud). The type of drilling technique (e.g., rotary, hollow-stem, cased holes) is also important. Poorly backfilled casings can introduce scatter into initial measurements. If maximum precision is required, great care should be taken in the selection of the proper backfilling material. Grouting is generally preferred but may not always be possible, particularly in pervious geologic materials such as talus. Grouting may be facilitated by use of a plastic tube with a diameter of 20 to 25 mm firmly attached to the casing bottom through which grout is pumped from the ground surface until the entire hole is filled. In a small-clearance drill hole, grout can be placed (tremied) through drill rods via a one-way valve at the inside bottom of the casing.

In the as-manufactured casing, the grooves may have some spiral. During installation, the casing can become even more twisted or spiraled so that,
at some depth, the casing grooves may not have the same orientation as at the ground surface. Spiraling as great as 18 degrees in a 24-m section of plastic casing has been reported (Green 1974); 1 degree per 3-m section is not uncommon. Because significant error in the assumed direction of movement may result, deep inclinometer casings should be checked after installation by using spiral indicators available from the inclinometer manufacturer. For a particular installation, groove spiraling is generally a systematic error occurring for each section in the same amount and the same direction. In any event, spiraling, whether it is due to manufacture or to torque of the casing during installation, can be measured and is thus not really an error in inclinometer measurement. Spiraling is important only when a determination of the true direction of the movement is required; in such cases, the amount of spiraling should be measured and the results adjusted accordingly.

Small irregularities in the tracking surface of the casing can lead to errors in observation, especially if careful repetition of the depth to each previous reading is not exercised. If plastic casing has been stored in the sun before installation, each section may be locally warped (so that opposing grooves are not parallel), and large measurement errors can occur with minor variations at the depths at which the readings are taken (Gould and Dunnicliff 1971).

Aluminum casings should be used with some caution because severe corrosion may occur if the casing is exposed to alkaline soil, corrosive groundwater, or grout. Epoxy coatings help to minimize this problem. Burland and Moore (1974) recommended cleaning the casing with a stiff brush before taking readings. Frequent flushing with water is also helpful. The top of the casing is generally capped with a tight-fitting plug to prevent intrusion of debris. In addition, the inclinometer casing should be protected and padlocked at the ground surface. When a protective casing or monument covers are selected for use around the top, the need to place a casing-mounted pulley or similar device during inclinometer measurements should be kept in mind.

4.1.6 Observations

Because all inclinometer readings are referenced to an original set of measurements, extreme care must be taken to ensure that the initial set of observations is reliable. Measurements of the original profile should be established by a minimum of a double set of data. If any set of readings deviates from the previous or anticipated pattern, the inclinometer should be checked and the readings repeated. A successful record of measurements generally requires at least two trained technicians, who should be allowed the proper amount of time for setting up, recording observations, and undertaking maintenance of the equipment. Use of the same technicians and instrument for all measurements on a particular project is highly desirable.

When an inclinometer installation is surveyed for the first time with a probe inclinometer to provide the initial set of data, a fixed reference for the probe should be selected so that each time a survey is repeated the same set of grooves is used for alignment orientation and the probe will have the same orientation in the casing. For the typical biaxial inclinometer (Figure 11-5), it is generally recommended that the A component (or sensor) be oriented so that it will register the principal direction of anticipated deformation as a positive change. For example, in an area suspected of landslide activity, the first set of readings is taken by orienting the fixed wheels of the probe in the casing groove closest to the downhill position.

Probe inclinometer measurements generally are recorded as the algebraic sums or differences of pairs of readings. At selected measurement depths, a series of readings in one vertical plane are taken and then repeated with the instrument turned through 180 degrees. Computing the differences of these readings minimizes errors contributed by irregularities in the casing and instrument calibration. One excellent check on the reliability of each measurement is to compute the algebraic sum of each pair of readings. These algebraic sums should be approximately constant except for those readings made while one set of wheels is influenced by a casing joint. Differences between any sum of two readings and the observed constant usually indicate that an error has occurred or that opposite sides of the casing wall are not parallel. This check allows errors resulting from mistaken transcription, faulty equipment, or improper technique to be identified. Thus, the algebraic sum of pairs of readings should be computed on site in the field, so that corrective actions may be taken to resolve transcription errors. However, if the algebraic sum does not remain nearly constant, the sensor unit, readout, and casing should be rechecked before further use.
4.1.7 Data Reduction

Manual computation and reduction of inclinometer data is a tedious and time-consuming operation. A single movement profile for a 33-m casing can involve more than 200 separate computations. Because of the amount of effort involved in taking readings and subsequently computing displacements, a successful measurement program depends primarily on organization and discipline. Field readings must be transcribed to discernible measurement, preferably in the form of summary plots indicating successive movement profiles, as soon as possible after the field observation. Successive movement profiles also provide perhaps the best check of instrument reliability. If a record of successive movement profiles is established, the consistency of new measurements can be referenced to previous readings and judged in light of anticipated materials behavior. Because of occasional error in the accumulation of field readings, the data reduction for a particular casing must be performed with the knowledge of both former movement and expected ground behavior.

Manual data recording is adequate for many small projects. A special data sheet is recommended, which can be used to transcribe the data into a computer. Once this is done, the computer can handle the data with any desired degree of sophistication. It must be recognized, however, that in addition to the time delay, this method is subject to two potential sources of error. The first is in recording the data manually, and the second is in transcribing the data. Figure 11-10 shows a special field data sheet formerly used for recording inclinometer data that were subsequently transcribed for computer processing. Major improvements have been made in inclinometer data acquisition and processing during the past few years.

Personal computers may be used as data collection systems that eliminate hand recording of data and prompt the observer to fill in the right data. Most inclinometer manufacturers now provide units that can support automated data collection. These units can record, store, and reduce inclinometer data as collection proceeds in the field, including the correction of systematic errors and incorporation of information defining the spiraling of the casing. One commonly used product is the Digitilt recorder, processor, and printer (RPP) unit, shown in Figure 11-11. This unit can tabulate results, graph them on a built-in electrostatic printer, and store the data on magnetic tape. The RPP can also operate as a computer terminal and send data via telephone modem to a remote computer for additional processing and plotting.

Software for reducing and plotting the results has also greatly improved and now provides rapid, simple operations (Figure 11-12). Typically such software includes the following features:

- Utilization of simple pulldown menus so that there is very little, if any, need to refer to the instruction manual;
- Allowance for all data sets for each inclinometer, representing readings collected at different times, to be stored in a unique data file; and
- Generation of multiple plots by many types of printers, with color plots possible if appropriate equipment is available.
Some recently developed software systems incorporate data-base building and management capabilities. Some software allows linkage of inclinometer data with other data automatically collected from other instruments and telemetered from the landslide site. Such software allows the investigator to readily make a coherent assessment of multiple data sources. Routines are included in many systems for performing time-series analyses, correcting systematic errors, and producing illustrations suitable for inclusion in reports.

When combined with the new data acquisition capabilities, such computer programs can in just a few minutes complete the data analysis, a process that previously required hours. Thus, more time is made available to analyze and make systematic error corrections to the data. Since the mid-1970s, it has been possible to make systematic error corrections to inclinometer data. Because of the speed and convenience of current software, corrections for sensor drift and sensor azimuth alignment changes caused by rotation of the casing can be easily made to improve the results of inclinometer surveys.

4.1.8 Evaluation and Interpretation of Data

All too often, confusing or unexplainable results appear because of instrumentation problems. These problems are common to all inclinometers; therefore, they are discussed in some detail so that, even without a detailed understanding of the inner workings of the instruments, these anomalies, the limits of accuracy, and the meaning of the results can be recognized. In simple terms, the person closest to the job should be able to answer the following basic questions:

- Is the landslide active?
- How fast is the landslide moving?
- How deep is the landslide?

By means of repeated surveys, inclinometers measure changes in the orientation of a borehole over certain depth intervals during a period of time. A probe inclinometer records this change in orientation at any depth within the limitations of the cable on which the probe is lowered (i.e., weight, strength, and elongation characteristics). Once the active zone has been detected from successive sets of data, the rate of deformation can be determined by plotting the change versus time. Usually, the major zone of movement is only a few meters thick; hence, the sum of the changes over a few consecutive intervals will often be representative of the magnitude and rate of movement of the entire landslide.

The most commonly encountered errors that affect the quality of inclinometer data are the so-called "zero-shift" error and rotation errors due to spiraling of the casing (Figure 11-13). When readings are obtained in a slightly inclined casing, a correction for the apparent drift in the servoaccelerometer readings is necessary. Rotation produces a more irregular pattern in the displacement-versus-depth profile. Both of these effects may mask shear movements occurring at discrete zones and should therefore be evaluated and compensated for during data processing.

To obtain the greatest observation accuracy, the original installation should be as close to vertical as practicable. The error in inclinometer surveys is proportional to the product of the casing inclination and angular changes in the sensor alignment. As shown in Figure 11-14, angular changes in sensor alignment on the order of 1 degree within inclined casings, corresponding to a sensor rotation value \( \sin \alpha \) of about 0.02, may produce errors of several centimeters per 30 m of casing. Sensor-alignment change occurs from time to time because
of one or several factors, such as wheel play in the groove, wear of the sensor carriage (particularly wheel assemblies), internal changes in the sensor itself, and changes in the alignment between sensor and carriage.

Accuracy of deflection-versus-depth plots is usually discussed in terms of the repeatability of an integrated curve of deformation for a depth increment of 33 m. However, on deeper installations, this may be misleading to the interpreter. Although the instrument may be operating within its range of accuracy, over a period of time it may suggest tilting of several centimeters back and forth and perhaps the beginning of a small kink somewhere in the curve. This situation is somewhat similar to that with an open-ended traverse. The primary concern should lie with the developing kink in the curve rather than with the overall tilt, which is often related to instrument error at the time of measurement. Again, it must be remembered that the greatest accuracy of the inclinometer lies in its ability to measure change in inclination at a specific depth rather than to survey an exact displacement profile.

4.1.9 Maintenance

Inclinometers are special instruments; consequently, the number of suppliers is limited. Repair
or replacement of an inclinometer can be expensive and time-consuming and can result in loss of important data. The best insurance against damage is careful use and systematic maintenance. The sensor unit should be checked frequently during operation and its wheel fixtures and bearings tightened and replaced as necessary. After each casing has been read, the guide wheels should be cleaned and oiled. Most important, the electric readout should be protected against water at all times. The introduction of a few drops of water into the readout circuitry can cause the galvanometer in a pendulum inclinometer to drift or can induce variations in the numbers on the digital voltage display of an accelerometer instrument. If readings are made too rapidly or if an automatic recorder is used, these variations or drift may not be detected and erroneous measurements may result. When the data are subsequently analyzed, the cause of such results cannot be identified.

4.2 Extensometers

Extensometers and strain meters measure the increase or decrease in the length of a wire or rod connecting two points that are anchored in the borehole and whose distance apart is approximately known. One commercially available device is shown in Figure 11-15. When gauge lengths are on the order of a meter or less, these devices are often referred to as strain meters rather than as extensometers. When they are used as extensometers, measurement accuracy and repeatability depend on the type of sensing element and its range of travel and also on the type of connecting wire or rod and the methods used to control the tension. Deadweights are best for maintaining constant tension in wires; if deadweights cannot be used, constant tension springs are acceptable, although there may be some hysteresis. The simplest measurements involve manual readings using a scale or micrometer. Alternatively, linear displacement transducers (potentiometers or vibrating wire) are often used as sensors. These transducers can be monitored by connecting and reading measurements obtained with relatively simple, battery-operated voltmeters. Sensitivity is on the order of 0.1 percent of the range of travel, but repeatability and accuracy may be no better than 0.55 mm, depending on the type of anchor and connecting member. Nevertheless, these parameters are usually sufficient for landslide applications.

4.2.1 Strain Meters

When the above devices are used as strain meters, the repeatability and accuracy are essentially the same as the sensitivity. Thus, for a grouted-in-place 3-m-long extensometer assembly composed of an invar rod with a range of 25 mm, unit strains as low as 0.0001 may be detected with relatively inexpensive instrumentation. Horizontal stretching of embankments has been observed by installing anchors at various positions at a given elevation and attaching horizontal wires to deadweights on the downstream face, as was done at Oroville Dam (Wilson 1967). Care is required to ensure that the wires (or rods) do not get pinched if localized vertical shear movements occur. Other applications are described by Dutro and Dickinson (1974), Heinz (1975), and Gillon et al. (1992).

4.2.2 Rod and Wire Extensometers

Wire extensometers, especially those with long distances between the anchor and the sensor, are particularly responsive to changes in wire tension caused by friction along the wire and to hysteresis effects in the sensor or constant tension spring. The sensitivity of these instruments is controlled by these factors. For example, a typical installation might be constructed with a 16-gauge stainless-
FIGURE 11-14
Measurement error as a result of casing inclination and sensor rotation (Wilson and Mikkelsen 1978).

NOTE: CASING DRIFT OVER ANY DEPTH INCREMENT IS MEASURED AS HORIZONTAL DEVIATION FROM TRUE VERTICAL AXIS IN TWO MUTUALLY PERPENDICULAR PLANES. DEFLECTION ERROR IN ONE PLANE IS RESULT OF DRIFT IN OTHER PERPENDICULAR PLANE.

steel wire 33 m long that is subjected to a pull of 67 N. If the sensor requires 1.11 N to actuate it, the minimum change in length of the wire that can be detected by the sensor is 0.15 mm, which is the effective sensitivity of the extensometer. Up-to-date plots should be kept of changes in length from each anchor to the sensor and of computed changes between anchors. Particular attention should be given to the rate of change in length, because any increase in this rate may be an indication of impending failure.

Extensometer readings are also especially sensitive to temperature changes. If the connecting rods or wires are made of steel, any increase in temperature will result in an increase in their length and thus a reduction in the actual extensometer reading. For example, when the extensometer described in the previous paragraph is subjected to an average change in temperature of 12°C, the same wire will change in length by 3.0 mm. This change in length is about 20 times greater than that detected by the basic sensitivity of the instrument. Daily and seasonal temperature variations are likely to show similar variations in the gauge readings. Not only does the length of the wire change with temperature, but the ground itself expands and contracts as its temperature varies. At a hillslope stability project in Montana, rock outcrops were found to expand and contract seasonally by as much as 1.5 mm. Electric lead wires also change their electric resistance with temperature and will cause erroneous readings unless such a change is properly taken into account.

### 4.2.3 Slope Extensometers

When landslide movements are concentrated along relatively thin shear zones, inclinometers are only capable of measuring movements that are less than 2 to 5 cm. Larger movements exceed the diameter of the inclinometer casing, and the inclinometer becomes useless owing to the inability to access the probe. In such cases, extensometers involving cables and anchors provide a means for continuing the monitoring of the movement. Sometimes extensometer cables and anchors can be installed within the damaged inclinometer casing.

Extensometer cables do not provide accurate measurements until the displacements are greater than the thickness of the shear zone. Before the inclinometer casing becomes crushed, a special detailed survey of the shear zone with the inclinometer probe may be able to determine the thickness of the shear zone, and future slope extensometer results can be corrected accordingly. Alternatively, a completely new subhorizontal extensometer can be installed across the shear zone to provide maximum sensitivity and minimize measurement error.
Two types of special extensometers that deserve some mention are designed to measure large movements. The first was invented in Europe in the 1970s for monitoring gross landslide and glacier movements. It was adopted for use in the United States to monitor a natural gas pipeline that moved several feet where it crossed a landslide at Douglas Pass, northwestern Colorado.

The second type, a gravity-tensioned slope extensometer, was developed by the Bureau of Reclamation for use on the Big Bull Elk landslide in Montana (L.R. Carpenter, personal communication, 1995, Bureau of Reclamation, U.S. Department of the Interior). The site is located on the Bighorn Reservoir 16 km upstream from Yellowtail Dam and 72 km southeast of Billings. During initial filling of the reservoir, the landslide slumped 3 to 6 m at its contact with a limestone cliff. Measurement points were installed along two lines established on the landslide. These lines were labeled A and B. Manual readings are taken annually between a point scribed on the cliff and reinforcing bars placed at three points on the landslide.

Determination of the Line A displacements was automated in 1985 by establishing a line parallel to and 2 m uphill from the manually read points. The line was divided into sections 30, 50, and 98 m long. A 10.2-cm diameter polyvinyl chloride (PVC) pipe was buried below the ground surface to protect a surveying tape, which was supported by pulleys placed in the pipe at 17-m intervals or at points where the pipe bent to follow a major slope change. Bellows constructed of rubberized fabric connected the individual sections of pipe at such bends. The bellows allowed both linear and angular displacements of pipe sections and kept the inside of the pipe free of debris. A 30-m extensometer was established in the first section of the line by anchoring the upper end of the surveying tape to an eyebolt installed in the cliff face. This extensometer was tensioned by attaching a weight suspended in a vertical pipe to the lower end of the surveying tape by means of a pulley system installed at the top of the vertical pipe. Two other extensometers were installed in the lower two sections of the line. They were constructed in a similar fashion to the uppermost extensometer. The upper ends of each of these extensometers were anchored by attaching their surveying tape to the axle of the pulley system of the weight-tensioning system of the preceding extensometer.

The displacement of each of these extensometers is determined by monitoring the distance between the lower end of the tape and the position of the lower end of the protecting pipe. This distance is measured by attaching the body of a linear potentiometer to the lower end of the pipe and the sliding potentiometer rod to the tape. The potentiometers exhibit a 5-kΩ electrical change for each 305-mm change in length. The three potentiometer values are monitored by a solar-powered automated data analysis system (ADAS) that transmits the values via a radio link to a personal computer located in the control room at the Yellowtail Dam. These values and other data collected at the dam are relayed through the Geostationary Operational Environmental Satellite (GOES) to a computer at the Bureau of Reclamation office in Denver, Colorado.
5. GROUNDWATER MONITORING

Groundwater levels and pore pressures in a landslide area can be measured by a variety of commercially available piezometers. The selection of the best type for a particular installation involves several considerations, which are discussed in Chapter 10 (Section 9 and Tables 10-6 and 10-7).

5.1 Open Standpipe Piezometers

The most common water-level recording technique, despite the availability of more sophisticated methods, is observation of the water level in an uncased borehole or observation well. A particular disadvantage of this system is that perched water tables or artesian pressures occurring in specific strata may be interconnected by the borehole so that the recorded water level may be of little significance for further analysis. Therefore, at all installations, boreholes between different water-bearing strata should be properly sealed, and each water-bearing zone should be separately monitored. Not only will better measurements result, but unnecessary cross-contamination of groundwater supplies will be avoided and most local regulations concerning well construction will be satisfied.

Sealed, open standpipe piezometers vary mainly in diameter of standpipe and type and volume of collecting chamber. The simplest type (Figure 11-16) is merely a cased well sealed above the monitoring portion. The depth to water is measured directly by means of a small probe. In this case, the static head represents the average conditions over the entire zone being monitored. This measured head may be higher or lower than the free water table, but in the case of moderately impervious soils, it may be subject to a large time lag before a stable water level is observed (Hvorslev 1951). The simplicity, ruggedness, and overall reliability of the open standpipe piezometer dictate its use in many installations. However, it is often a poor choice of instrument for measuring water levels in impervious soils because of the inherent time lag, and in partially saturated soils the significance of the measured head may be difficult to evaluate.

The time lag may be reduced by decreasing the diameter of the riser pipe and increasing the diameter of the inflow screen or porous filter (Hvorslev 1951). The Casagrande type of standpipe piezometer (Figure 11-17) consists of a porous stone tip embedded in sand in a sealed-off portion of a boring and connected with a 1-cm diameter plastic riser tube (Shannon et al. 1962). When properly installed, this type of piezometer has proven successful for many materials, particularly in the long term, because it is self-deairing and its nonmetallic construction resists corrosion. The reliability of unproven piezometers is usually evaluated on the basis of how well their results agree with those of adjacent Casagrande piezometers. However, so that commercial water-level probes can be inserted, larger 1- to 2-cm diameter risers, which increase the time lag, are commonly used with the Casagrande-type piezometers. If rapid piezometer responses are a major concern in a landslide, pressure sensor piezometers should be used.
5.2 Pressure Sensor Piezometers

Electrical vibrating-wire and pneumatic sensors dominate the bulk of the geotechnical piezometer instrumentation market, with the old standby, the Casagrande-style standpipe, as the backup. Considerable improvement in these instruments has occurred during the last decade, and several new commercial products have become available. Each type has distinctly favorable and unfavorable attributes relative to short- and long-term monitoring. Both the electrical vibrating-wire and pneumatic sensors (or transducers) have become less expensive and easier to use.

The pneumatic piezometer consists of a sealed tip containing a pressure-sensitive valve (Penman 1961). The valve opens or closes the connection between two tubes that lead to the surface, or the slope face, at any convenient location and elevation. In the pneumatic piezometer shown in Figure 11-18, flow of air through the outlet tube is established as soon as the inlet-tube pressure equals the pore-water pressure. Pneumatic piezometers have the following advantages: (a) negligible time lag because of the small volume change required to operate the valve, (b) simplicity of operation, (c) capability of purging the lines, and (d) long-term stability. Their main disadvantage is the absence of a deairing facility.

Electrical piezometers have a diaphragm that is deflected by the pore pressure acting against one face. The deflection of the diaphragm is proportional to the pressure and is measured by means of various types of electric transducers, the most common being either vibrating-wire or strain-gauge pressure transducers. Such devices have a negligible time lag and are extremely sensitive. However, they cannot be deaired nor can the sensitive electric transducers normally be recalibrated in situ (Dibiagio 1974). For short-term observations at installations where data transmission is over limited distances, standard resistance strain-gauge pressure transducers may be used. Because they are affected by the environment and have poor long-term stability, resistance strain-gauge pressure transducers are generally not recommended for installations in which reliable readings are required over an extended period of time. A typical vibrating-wire electrical piezometer is shown in Figure 11-19. These generally exhibit better long-term stability characteristics. However, not all vibrating-wire types of piezometers have provided consistent long-term stability records.

Although somewhat expensive, the multipoint piezometer offers major advantages for monitoring groundwater in deep landslides. Invented in the mid-1970s and initially used on the Downie landslide located between Mica and Revelstoke on the Columbia River in British Columbia (Patton 1979, 1983, 1984), this system has since become a seasoned and reliable commercial product.

Integrated data gathering and monitoring systems that take full advantage of the latest in microtechnology and single-wire transmission of digital data were launched about a decade ago. These systems, such as the MP System with modular subsurface data acquisition (MOSDAX) developed by Westbay (Patton et al. 1991), are revolutionizing the methods of obtaining and eval-
5.3 Importance of Piezometer Sealing

Piezometers in landslides are commonly installed in boreholes advanced into soil or rock. The depth of the monitoring location for each piezometer is selected on the basis of the drill log and identification of materials encountered in the borehole, the estimated position of the water table, and the estimated location of the sliding surface.

The simplest open standpipe piezometer is constructed by placing a tube within the drilled hole that extends to the ground surface. The monitoring portion of the piezometer installation should be pervious to allow observation of the groundwater pressure. This monitoring section may be constructed of a porous material, or the appropriate portion of the tube can be slotted or constructed from a material with a sufficiently fine screen so that free access of groundwater is permitted but movement of soil into the piezometer is prevented. The piezometer tube assembly is centered in the drilled hole, and a known volume of clean sand is placed around the piezometer monitoring section to create a sand filter between the soil and the piezometer sensor.

Construction of an impervious barrier above the piezometer tip and sand pocket is essential. Casagrande, pneumatic, and electric sensors placed within open standpipe piezometer assemblies in boreholes can be sealed in a similar manner. One
well-established procedure is to drop balls of soft bentonite into the space between the piezometer tube and the borehole wall and then to tamp those balls around the piezometer tube by using an annular hammer. Prepared bentonite in chip or pellet form is available commercially; it has a specific gravity that is sufficiently great to allow it to sink through the water in the piezometer hole so that hammering is not necessary. Alternatively, a cement-bentonite grout can be tremied into the hole above the sand filter. Such a seal can be pumped through a 1.3- to 2.0-cm diameter pipe adjacent to the piezometer tube. An alternative method of sealing piezometers in boreholes within fine-grained materials was described by Vaughan (1969). Instead of bentonite being placed above a sand filter, the borehole is completely grouted with cement-bentonite grout. Even if the permeability of the grout is significantly higher than that of the surrounding soil, little error will result because of the relatively large grouted length. In many cases, a sand filter need not be included because the piezometer tip can be grouted directly with little error.

Installing only one, or at most two, piezometers in a single borehole has generally been found preferable because bentonite seals are sometimes difficult to construct and may leak slightly despite precautions. However, special-purpose, multiple-point piezometers (with up to four tips) have been used successfully by Vaughan (1969) and merit consideration.

In soft and medium-stiff soils, it may be preferable to push the piezometer directly into the ground. Flush-coupled heavy steel pipe is required to allow for the driving of the probe, and the piezometer tip must be robust enough to resist damage and should be designed to minimize disturbance around the tip (Mikkelsen and Bestwick 1976). Casagrande, pneumatic, or, less commonly, electric sensors may be used. These driven piezometers are self-sealing and rapidly installed. If pneumatic sensors are used, these piezometers have a rapid response. Since the piezometer tip cannot be deaired after installation, it should be soaked in deaired water beforehand and kept in the water until it is driven into place. A low-air-entry filter tip can be placed in a saturated sand pocket, but a high-air-entry tip should be pushed into the soil beyond the base of the hole or surrounded by a porous grout such as plaster of paris. This procedure will ensure more rapid pressure equalization, which may be of considerable value in obtaining reliable pore-pressure measurements soon after installation in low-permeability clay. Both electrical and pneumatic piezometers should be checked for malfunction before and during installation, and particular care is needed in pushing electrical piezometers to prevent overpressuring them.

### 5.4 Presentation of Data

Piezometric heads should be plotted on time graphs showing amounts of rainfall and other data that may influence the pore pressure. If drainage has been installed, the quantity of seepage should also be recorded and plotted. If possible, the response of each piezometer should be checked periodically to determine its recovery rate.
6. DATA RECORDING AND TRANSMISSION

Clearly, the evolution of automated data recording in the field has been the greatest innovation in geological instrumentation during the past decade. The accuracy and speed of data transfer from field to office are increased drastically by electronic recording (Mikkelsen 1992). Methods range in sophistication from data keyed into general-purpose electronic notebooks to fully automated data analysis systems (ADAS). At the heart of this technology are the continuously evolving microchips, which seem to get smaller and faster and have more memory every few months. The versatility, speed, power, portability, and convenience of personal computers provide capabilities that were only dreamed of 10 years ago. Today, some data evaluations can even be conducted in the field with devices that are very simple to use. The day of the slide rule is long gone, and so is the manual recording of numerical readings, with date, time, and comments, for many applications.

Successful instrumentation and data-gathering automation require a blending of expertise from diverse areas, including civil engineering, electronics, communications, instrumentation, and computers (Dunnicliff and Davidson 1991). Much of the necessary synergism was encouraged by those involved in dam instrumentation, in which increased sensitivity to dam safety issues coupled with dramatically improved computer hardware and software offered potential solutions to reductions in monitoring staff and other budgetary constraints. Some of the instruments and much of the experience in the automation of field instrumentation networks developed by those involved in dam monitoring can be applied to other geotechnical applications, including landslide investigations. On the basis of experience with dam instrumentation, Dunnicliff and Davidson (1991) reviewed methods for automating data collection from various classes of geotechnical instruments and the ease with which such automation can be achieved (Table 11-1).

Automated data recording and transmission can be undertaken in several ways, each reflecting different levels of automation, investment, and sophistication. Three broad approaches can be defined:

- **Readout boxes with memory,**
- **Multichannel dataloggers,** and
- **Integrated computer-based ADAS.**

### 6.1 Readout Boxes with Memory

A variety of dedicated readout boxes containing large volumes of digital memory are appearing on the market from several manufacturers. These readout boxes are lightweight and weather- and splash-proof, have power for at least one work day, and can communicate with a personal computer. Currently available readout boxes are able to process signals from inclinometers and vibrating-wire electrical and pneumatic piezometer sensors. Typically, these readout boxes are carried into the field and manually connected to a series of instruments in a sequential fashion. The data received from each instrument are temporarily stored in the memory of the readout box. At the end of a suitable period, usually no more than a day, the stored data are off-loaded from the readout box into a personal computer, with which an appropriate data base is maintained. Expertise in programming is not necessary for this method of electronic recording. An infrequent user is usually guided through the proper recording procedure by menu displays. Some data-entry mistakes are even allowed without the necessity of restarting the reading session.

For example, preparations for a typical field session of reading a series of inclinometers at a landslide would start in the office by connecting the readout box to a personal computer with a serial interface cable and bringing up the data-base management program. A single data-base file would contain information concerning all the inclinometers and all the readings for one project, including special notes and installation parameters. From this file, any of the inclinometer installation parameters and sets of previous readings would be obtained. In an on-going data acquisition program, the installation parameters for each inclinometer would be loaded into the readout-unit memory, but modifications in the parameters would perhaps be required. Deletion of previously transferred data sets is usually necessary to free up memory in the readout box before initiation of a new field reading session. Only a few minutes would be required to accomplish these tasks before the readout box was ready for the field.

In the field, the reading of the individual inclinometers would proceed as usual; the readout box would be connected to the inclinometer probe and activated by selecting the menu option for collection of readings. Then, by scrolling through a list...
<table>
<thead>
<tr>
<th>INSTRUMENT Category</th>
<th>AUTOMATION METHOD</th>
<th>MANUAL BACKUP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Piezometers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open standpipe</td>
<td>2</td>
<td>Pressure transducer down standpipe</td>
</tr>
<tr>
<td>Twin-tube hydraulic</td>
<td>2</td>
<td>Pressure transducers connected to lines</td>
</tr>
<tr>
<td>Pneumatic</td>
<td>3</td>
<td>Pressure actuating and measurement system</td>
</tr>
<tr>
<td>Vibrating-wire</td>
<td>2</td>
<td>Frequency counter</td>
</tr>
<tr>
<td>Electrical resistance strain gauge</td>
<td>2</td>
<td>Strain gauge completion circuitry</td>
</tr>
<tr>
<td>4- to 20-mA pressure transmitter</td>
<td>1,2</td>
<td>Electrical current readout</td>
</tr>
<tr>
<td><strong>Deformation gauges</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tiltmeter</td>
<td>1,2</td>
<td>—</td>
</tr>
<tr>
<td>Embankment and borehole extensometer</td>
<td>4</td>
<td>N/A</td>
</tr>
<tr>
<td>Inclinometer, probe type</td>
<td>4</td>
<td>N/A</td>
</tr>
<tr>
<td>Plumb line and inverted pendulum</td>
<td>3,4</td>
<td>Infrared or light sensor line and position transducers</td>
</tr>
<tr>
<td>Liquid level gauge</td>
<td>1,2</td>
<td>Pressure transducer</td>
</tr>
<tr>
<td><strong>Earth pressure cells</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pneumatic</td>
<td>3</td>
<td>Pressure actuating and measurement system</td>
</tr>
<tr>
<td>Electrical resistance strain gauge</td>
<td>2</td>
<td>Strain gauge completion circuitry</td>
</tr>
<tr>
<td><strong>Load cells and strain gauges</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electrical resistance strain gauge</td>
<td>2</td>
<td>Strain gauge completion circuitry</td>
</tr>
<tr>
<td>Vibrating-wire</td>
<td>2</td>
<td>Frequency counter</td>
</tr>
<tr>
<td>Hydraulic load cell</td>
<td>2</td>
<td>Pressure transducer</td>
</tr>
<tr>
<td><strong>Temperature</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermistor</td>
<td>1,2</td>
<td>Resistance readout</td>
</tr>
<tr>
<td>Thermocouple</td>
<td>2</td>
<td>Low-level voltage readout</td>
</tr>
<tr>
<td><strong>Miscellaneous</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surface water</td>
<td>1,2</td>
<td>—</td>
</tr>
<tr>
<td>elevations, rain gauges</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weir for measuring water flow</td>
<td>1,2</td>
<td>—</td>
</tr>
</tbody>
</table>

* For a definition of instrument terms, see work by Dunnicliff (1988).

* There are four categories in order of increasing difficulty, specialization, and cost of automation:
  - Category 1, Straightforward: Automation can be done by numerous manufacturers of laboratory and industrial ADAS equipment.
  - Category 2, More Specialized Requirements: Problems exist in thermally unconditioned environments or with inaccessible power; requires non-standard signal conditioning, low-level voltage measurement, and wide common mode voltage range.
  - Category 3, Most Specialized Requirements: Problems exist in hostile outdoor environment; radio network communication required if hard-wire communication unavailable; sensors are difficult to automate (e.g., plumb lines or pneumatic piezometers); involves sensors that communicate via serial or parallel interface.
  - Category 4, Usually Not Practical To Automate: Technical complexity or cost outweighs benefits; significant reliability problems exist in hostile environment; customized automation hardware required or impractical to automate.

* Automation method and difficulty depend on type of transducer used.
on the display, the user would select the desired inclinometer. The time and date would be logged automatically, and the stored inclinometer parameters would be retrieved from memory. These parameters would be quickly confirmed by the operator, and the reading session would begin. The readings would be recorded at each depth by pressing a remote hand switch. After a series of field readings was completed, the data would be checked for errors in the field and simple calculations performed. Subsequently, in the office, the new readings would be uploaded into the personal computer, the data base updated, and new displacement plots produced.

6.2 Multichannel Dataloggers

Manufacturers of geotechnical instruments have produced a number of sensor-dedicated dataloggers in the past, but it is only recently that more intelligent field-hardened units that can handle several signal types have emerged. In the early 1980s, Campbell Scientific, a manufacturer of weather and environmental data collection units, produced their initial CR10 instrument, the first significant new data collection unit to be widely utilized by the geotechnical industry in North America (Figure 11-20). The CR10 still forms the heart of most of the small unattended datalogger systems produced by several suppliers.

Because they must remain in the field continuously for extended periods, dataloggers have to be even more rugged than readout boxes, which are only carried into the field during actual reading sessions. Dataloggers have to withstand whatever field and weather conditions are experienced for days, weeks, and months. Sufficient battery power and a great deal of memory are necessary requirements. Continuing improvement in low-power electronics permits dataloggers to be operated unattended from a month to up to a year. Use of solar power for battery recharging can extend unattended use for several years. Dataloggers can monitor from one to a few dozen sensors at a remote site. The sensors can be polled according to a pre-programmed sequence or activated by a triggering event or by manual command.

6.3 Integrated Computer-Based ADAS

A datalogger may form the heart of an ADAS, but much more powerful and flexible systems are built around personal computers. A computer-based ADAS is generally capable of dealing with a variety of transducer types and instrument-monitoring needs. The use of an ADAS leads to some cost reductions and easier system operation because a single computer can replace several dataloggers. The resulting integrated system is more robust. Computer-based systems generally provide powerful communications capabilities that allow the ADAS to be accessed by several remote users, including the system instrumentation manufacturer for monitoring and evaluation of operational diagnostic tests.

The heart of an ADAS is the central network monitor, which houses the host computer and communications hardware allowing receipt of data from one or several sites. Data are acquired at sites by local monitoring units (LMUs), which are directly connected to the central network monitor, or by remote monitoring units (RMUs), which transmit data to the central network monitor by telemetry (usually radio) links. The individual RMU or LMU systems contain modules for the multiplexing (switching), signal conditioning, power excitation, control, and communications functions required to acquire data from each transducer. RMU and LMU systems can be designed to convert raw data into desired engineering units, to collect data readings according to a preprogrammed sequence, or to be polled from the central network module.

All of the above ADAS components can be located at a remote site, for example, a single landslide or group of nearby landslides. A variety of telephone, microwave, radio, or even satellite data...
transmission links have been used to connect remote ADAS installations to a central office computer system. Dunnicliff and Davidson (1991) provided many important recommendations concerning the specification, design, and maintenance of ADAS installations for dam projects, but some further comments are warranted concerning their application to landslide investigations. Economic considerations are most important. These systems were developed mainly for large dam projects and remain relatively costly for many landslide investigation and monitoring activities. Nevertheless, as noted in the case histories presented later in this chapter, they are already in use at several landslide locations, usually those that exhibit considerable potential for having significant economic impacts or pose large safety hazards. The cost of such systems continues to fall, in line with the rapidly declining costs of most electronic components. As the novelty of these automated systems passes and their cost continues to diminish, their increased use at landslide sites can be expected.

Dunnicliff and Davidson (1991) noted that the initial expectation that automation would cut labor costs does not appear realistic. Compared with manual retrieval of readings, automation does not eliminate the need for personnel. Introduction of a new and more sophisticated technology, the need for maintenance of additional components, and processing and evaluating an increased volume of data generally require the same or a greater number of people. However, better and more timely data, and even real-time continuous data, are advantageous because a much better understanding of the landslide problem is provided.

Automated data collection technology is new to most geotechnical engineers; only a few specialists and instrument suppliers have the expertise to carry out successful programs. The technology is better known in other application sectors, such as hydrological and meteorological monitoring, and by the telecommunications industry. Geotechnical practitioners should seek assistance from those in other fields experienced with this technology before attempting to use it for the first time in geotechnical applications.

7. EXAMPLE PROJECTS

Chapter 5 in Landslides: Analysis and Control (Wilson and Mikkelsen 1978) contained several brief case histories of landslide instrumentation that had been reported before 1978. Although now somewhat dated, these case histories include several classic examples. These earlier landslide instrumentation applications included those at a rock cut along Interstate-94 in Minneapolis, Minnesota (Wilson, 1970, 1974); in the Potrero Tunnel of the Southern Pacific Railroad near San Francisco, California (Wilson, 1970; Smith and Forsyth, 1971); in the stabilization of glacial till slopes along Interstate-5 in downtown Seattle, Washington (Wilson, 1970; Palladino and Peck, 1972); and at the Fort Benton landslide along the Missouri River in western Montana (Wilson and Hills 1971). Other early landslide instrumentation case studies were reported by Durr (1974), Muñoz and Gano (1974), and Tice and Sams (1974).

Five recent landslide monitoring projects that feature a variety of instrumentation issues have been selected for inclusion in this chapter. The instrument programs developed, the purposes of the investigations, the measurements achieved, and the lessons learned are described for each case history.

7.1 Downie Slide near Revelstoke Dam and Reservoir, British Columbia, Canada

Investigations in 1956 of alternative dam sites on the Columbia River north of Revelstoke, British Columbia, led to discovery of a large prehistoric rock slide on the west side of the river (Piteau et al. 1978). The volume of this landslide is approximately 1.5 km³; today its toe extends into Revelstoke Reservoir 66 km upstream from the 160-m-high concrete gravity Revelstoke Dam.

The Downie landslide was first studied in 1965-1966 as part of the design for Mica Dam, located 70 km upstream from the landslide (Imrie 1983). The investigation was undertaken to determine how a blockage of the Columbia River caused by reactivation of the landslide might affect the stability of the downstream toe of the dam. The early investigation consisted of geologic mapping, borings to study the rock layers, and installation of instruments to measure slide movement and groundwater conditions. Five drill holes (three on and two off the landslide) were involved in which core was recovered using double-tube core barrels. Inclinometer casings were placed in the drill holes on the landslide, and measurements were taken. Other early instrumentation included two surface
surveys with 21 monuments, strong-motion seismometer measurements, rock noise surveys, and water-level measurements in the three leaky inclinometer casings. The results of the study, described by Piteau et al. (1978), were helpful in answering questions concerning the stability of Mica Dam but were inconclusive with regard to the nature and depth of the slide (Patton 1983).

Beginning in 1973, a new study was undertaken to evaluate the stability of the landslide and to determine the effect on the landslide of the future reservoir created by the proposed Revelstoke Dam, which would raise the water level 70 m into the toe of the landslide (Imrie and Bourne 1981). This new study proceeded in several stages using instrumentation, stability analysis, and geologic observations. The instrumentation program eventually involved 41 drill holes instrumented with 113 piezometers (both single- and multiple-position) and 10 inclinometer casings (Patton 1983; Moore 1989). Additional instrumentation included 45 surface survey monuments, 2 meteorological stations and 3 snow-course stations, 7 streamflow and adit-flow gauging stations, and 1 seismometer. The combination of surface surveys measured by electronic distance measurement (EDM) and inclinometers cemented vertically into holes that extended as much as 250 m into the landslide monitored movements as small as 2 mm/year (Imrie 1983). The locations of the drainage adits and many of the instrument stations are shown in Figure 11-21.

During reservoir filling in 1983, a continuous surveillance system monitored a microseismic unit, three in-place inclinometer sensors, three extensometers, two automatic flume recorders, and four fluid-pressure transducers (Patton 1983). Some of the instrument readings were telemetered to Revelstoke and Vancouver, British Columbia, to provide constant information on landslide move-
ment, seismic activity, and groundwater flow. The telemetry allowed the instruments to serve as a warning system that would allow suitable action, such as lowering the reservoir, to be taken quickly (Imrie 1983).

The Downie slide has been stabilized by means of an extensive drainage system (Imrie et al. 1992). Some 2430 m of exploratory and drainage adits was excavated in and adjacent to the landslide mass in three separate stages between 1974 and 1981. Observations made during initial stages were used to lay out subsequent plans. About 12 000 m of drainholes was drilled from the adits, and a widespread lowering of water pressures at the basal shear zone was achieved (Patton 1983; Moore 1989).

Largely on the basis of the Downie slide studies, Patton (1984) arrived at the following conclusions regarding the collection and use of piezometric data:

- Dormant slides can be affected by maximum long-term piezometric levels and therefore are affected by long-term climatic changes;
- Slope stability analyses should generally consider three classes of piezometric observations: (a) short-term measurements, (b) seasonal or storm-related maxima over a several-year period of record, and (c) estimated long-term maximum piezometric levels;
- Long-term piezometric records are almost always unavailable for slope stability analyses, but they can be estimated for a period to coincide with the expected life of the project using available piezometric records as a basis; and
- Piezometric levels used for slope stability analyses should, as a minimum, be based on the maximum levels recorded over a period of several years.

After 10 to 15 years of use, the monitoring system has begun to decay. Several instruments have become blocked or otherwise inoperable and will have to be replaced (Imrie et al. 1992). The original ADAS, first implemented in 1983 to gather real-time data from key piezometers, inclinometers, extensometers, seismometers, and flow meters (Tatchell 1991), was no longer state of the art and was replaced, beginning in 1991, by advanced telemetry, including hardware and software components (Imrie et al. 1992).

7.2 Cromwell Gorge Landslides, Clyde Dam Project, New Zealand

An extensive network of instruments has been installed to monitor 13 large landslides in Cromwell Gorge of the Clutha River, central Otago, New Zealand (Gillon et al. 1992; Proffitt et al. 1992). The landslides, shown on the map in Figure 11-22, border Lake Dunstan, the reservoir formed by the Clyde Dam, a 100-m-high concrete gravity dam owned by the Electricity Corporation of New Zealand (Gillon and Hancox 1992). Approximately 25 percent of the shoreline of Lake Dunstan is bordered by extensive, deep-seated landslides formed mainly in schist bedrock, schist debris, and colluvium. The total area of landsliding along the shores of the lake is about 20 km², and the landslides are composed of about 1.6 km³ of material.

By mid-1991, more than 2,000 individual points were monitored on or adjacent to these landslides, with the expectation that this monitoring would increase to more than 3,500 points by the completion of lake filling in mid-1992 (Table 11-2). The instruments are distributed over all the landslides along an 18-km stretch of the Clutha River and in more than 16 km of tunnels (Gillon et al. 1992). The elements being measured are deformation, water pressure, water flow rate, and weather. In general, the monitoring techniques are conventional. The challenge is in obtaining data from the great number of monitoring points spread over a large area in steep terrain.

7.2.1 Deformation Measurement

The main deformation-detection instruments being used at Cromwell Gorge are (Gillon et al. 1992)

- Inclinometers for detecting the location and magnitude of small lateral movements;
- Geodetic deformation survey networks for determining the areal extent and magnitude of larger, longer-term movements; and
- Multipoint borehole extensometers installed from tunnels across specific geologic features, such as landslide failure surfaces.

Lower-accuracy techniques include installation of rod extensometers along tunnel walls and across surface scarps and surveying between points in
tunnels with EDM equipment. The satellite-based GPS was used on a trial basis on one landslide with relative accuracies similar to those of conventional survey methods.

### 7.2.1.1 Inclinometers

By mid-1991 there were 180 inclinometer installations. About 150 of these, with an average depth of 90 m and a maximum depth of 300 m, were being regularly monitored (Gillon et al. 1992). During filling of the Lake Dunstan reservoir, inclinometers were monitored twice weekly or weekly at sites showing unusual activity or where construction work could cause instability.

Early in the investigation phase, drilling problems and the practice of combining piezometers with inclinometers caused several poor installations. In general, combining standpipe piezometers with inclinometers tends to create a zone of poor bond at each piezometer sand filter, which may reduce data quality for the inclinometer. However, a recent development has been the use of a Westbay packer, casing components, and pumping port at the bottom of a 70-mm casing to provide an efficient and accurate inclinometer-piezometer. The packer provides a good base bond, and the hole was deliberately drilled deeper to ensure that the piezometer filter avoids any zone of deformation.

### 7.2.1.2 Multipoint Borehole Extensometers

Before the filling of the Lake Dunstan reservoir, approximately 35 multipoint borehole extensometers were installed from tunnels to intersect basal slide surfaces. Designed and manufactured in house, the extensometers use four untensioned, fully grouted fiberglass rods up to 50 m long. Readings are obtained either manually with a dial gauge or electronically using linear potentiometers linked to a datalogger. These extensometers are accurate to 0.1 mm.

### 7.2.1.3 Surface Extensometers

Two types of extensometers for measuring surface deformation have been installed across head scarps.
and other surface expressions of slide movement (Gillon et al. 1992). For small movements, rod extensometers were buried in special casings at a depth of 1 m. The rod material is a carbon-fiber composite with a near-zero coefficient of thermal expansion.

For measurement of larger surface movements, a wire extensometer was developed. The 6-mm wire, mounted on 2-m pylons to prevent animal damage, consists of a kevlar core protected against ultraviolet light by a nylon sleeve. The wire runs across an instrumented pulley and is tensioned by weights.

7.2.2 Groundwater-Level Instrumentation

7.2.2.1 Standpipe Piezometers
Standpipe piezometers are the most common instrument on the Clyde Project (Gillon et al. 1992). As of mid-1991 there were 760 standpipe piezometers in about 360 boreholes. Typically, they were installed in cored 96-mm (HQ) diameter boreholes at depths of 100 to 300 m. Multiple standpipe piezometers, normally two or three but sometimes up to five, were installed in each borehole. Most standpipe piezometers are monitored manually at frequencies ranging from daily to quarterly, with weekly being typical.

7.2.2.2 Westbay Multipoint Piezometers
By mid-1991 Westbay multipoint piezometers had been installed in 13 holes, with more installations planned (Gillon et al. 1992). Placement of these instruments began about midway through construction as part of the move to improve data quality and quantity. They have been restricted to critical locations to provide data where complex groundwater conditions exist on high-hazard landslides and to confirm the response of landslides to drainage works.

7.2.3 Drainage Flows
As of mid-1991, drainage flows were measured at about 350 locations, principally at individual drain holes. Ultrasonic pipe-flow meters linked to dataloggers are used when a continuous record is required from individual drain holes.

7.2.4 Data Processing
The use of several software packages, including regional data bases, has facilitated the storage, selective retrieval, filtering, manipulation, quantitative assessment, and analysis of a large and rapidly accruing data base from the Clyde Project landslide instrumentation. The following software packages are being utilized (Profft et al. 1992):

- TECHBASE, a relational data base and modeling software package for storage, management, manipulation, statistical evaluation, and output of engineering, scientific, and topographic data;
- TIDEDA, a data base for storing, manipulating, and plotting time-dependent data, including water levels, flows, weather, and surveying information; and
- GTILT, a data-base system used for analysis and plotting of inclinometer surveys. Several types of deflection plots are available in GTILT; however, on the Clyde project graphical output has generally been restricted to cumulative deflection and time-series plots (Figure 11-23).
7.3 Arizona Inn Landslide, Oregon

The Arizona Inn landslide (Figure 11-24) on US-101 in the Klamath Mountains of southwestern Oregon has a history of persistent creep and recurring major movements since highway construction in the 1930s. The landslide mass consists primarily of fine-grained, intensely sheared, mylonitized sandstone and mudstone. The landslide area receives an average of 1900 to 2000 mm of rainfall per year. Episodes of major movement correlate with critical rainfall events, each of which generally includes a period of prolonged and high-intensity rainfall of at least 24 hr duration. Catastrophic failure of the 215-m-wide by 580-m-long mass occurred most recently on March 23, 1993, and resulted in closure of US-101 for approximately 2 weeks (Squier Associates, Inc. 1994).

Evaluation of the geologic setting, depth to the failure surface, and high groundwater pressures led to the conclusion that only drainage alternatives would provide cost-effective, long-term stabilization of the landslide. Geotechnical exploration focused on the following key issues (Squier Associates, Inc. 1994):

- Further definition of the artesian zone;
- Measurement of piezometric pressures in the landslide mass, the artesian zone, and the underlying bedrock;
- Relationship of the unconfined water levels to the confined aquifer;
- Relationship of piezometric pressures to precipitation;
- Permeability and variability in the landslide mass and in bedrock;
- Source of artesian pressures; and
- Quantity of groundwater.

Evaluation of these issues has been assisted by drilling of additional exploratory borings and installation of multiple vibrating-wire piezometers in the boreholes, continuous monitoring and evaluation of piezometric pressures and rainfall, and stressing the groundwater system using newly installed wells and pump tests.

The landslide is now being monitored by an instrumentation system incorporating automated monitoring and recording of a number of instruments. Continuous monitoring of one inclinometer, piezometric pressures, and rainfall is being accomplished by an ADAS that allows monitoring of 26 piezometers simultaneously. The locations of borings, test wells, and instrument sites are shown in Figure 11-24.

Six inclinometers were installed by the Oregon Department of Transportation (ODOT) during March through May 1993. Then during early April 1994, ODOT installed (a) vibrating-wire transducers in eight open standpipe piezometers, (b) a continuous-reading slope inclinometer in one hole,
FIGURE 11-23 (opposite page)
Landslide in Cromwell Gorge: (a) cumulative deflection in Direction A for Inclinometer RD-6 between November 27, 1987, and July 10, 1990 (July 1990 data include corrections for zero shift and rotations) and (b) time-series plot (Proffitt et al. 1992).

FIGURE 11-24
Locations of borings, test wells, and instrument sites on Arizona Inn landslide, Oregon (Squier Associates, Inc. 1994).
and (c) an on-site tipping-bucket rain gauge. All of these instruments were connected to the ADAS using two dataloggers. The continuous monitoring system was programmed and placed in operation on April 10, 1994.

Subsequently, 16 vibrating-wire piezometers were connected to a datalogger after the addition of two multiplexing boards. Another datalogger records hourly data for four piezometers and a continuous-reading inclinometer. New software was added; it has three primary routines that monitor and record data from 20 piezometers and from rain gauges as well as system information. The routine includes (Squier Associates, Inc. 1994) daily maximum and minimum piezometric head values, complete hourly data recording of all instruments, and user-selectable reading frequencies during special test periods. Summary plots have been produced for the inclinometers, piezometers, and rain gauges. Zones of shear showed rates of movement of about 2.5 to 7.5 cm/year, with an average rate of about 4 cm/year. Figure 11-25 is a time plot of piezometric readings for the upper part of the landslide.

7.4 Last Chance Grade Landslide, California

The Last Chance Grade landslide, located along US-101 in far northwestern California, is approximately 520 m wide and 460 m long. The landslide, underlain by interbedded shale, sandstone, and conglomerate, is very active; at the road elevation, it moves on the order of 1.5 to 3.0 m/year and affects approximately 235 m of the roadway. Investigation of the Last Chance Grade landslide by the California Department of Transportation (Caltrans) included drilling, borehole logging, geologic mapping, and developing recommendations for stabilizing the highway (Kane and Beck 1994).

Three alternatives are being considered for highway stabilization. The first is to realign the
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**Figure 11-25**
Time plot of piezometric readings for upper part of Arizona Inn landslide, Oregon; symbols indicate individual piezometers (modified from Squier Associates, Inc. 1994).
roadway in a tunnel excavated behind the sliding surface. The second alternative is to realign the roadway slightly and stabilize the landslide material below the roadway with a soldier-pile and tieback wall and the material above the roadway with several rows of slope reinforcement. The third choice is to realign the highway in a cut excavated behind the sliding surface. Preconstruction determination of the location of the sliding surface will be essential in selecting one of these measures.

Caltrans commonly uses inclinometers to measure landslide movement. The primary disadvantage of the ordinary inclinometer system is the necessity of visiting the site for each set of instrument readings. Because the Last Chance Grade landslide is located far from any Caltrans geotechnical engineering facilities, an alternative method was sought that could be used for denoting zones of landslide movement without actually having to visit the site. For this purpose, as part of the field investigation, while inclinometer casings were installed in two boreholes on the landslide, a coaxial cable was fixed to the outside of one of the casings to allow comparison of time domain reflectometry (TDR) data with standard inclinometer results (Kane and Beck 1994).

TDR is a technique that uses characteristics of returned electrical pulses to determine the amount of strain, or the existence of a rupture, in a coaxial cable. Although developed for cable testing, TDR is finding use in geotechnical applications, especially mining (O'Connor and Wade 1994). Most commonly, a cable tester connected to a coaxial cable installed in a borehole emits a stepped voltage impulse (Figure 11-26). As rock-mass movements deform the cable, its capacitance is changed, and this causes changes in the reflected waveform of the voltage pulse. The time delay between a transmitted pulse and the reflection from a cable deformity determines the damage location (Dowding et al. 1989).

Different wave reflections are received for different cable deformations. The length and amplitude of the reflection indicate the severity of damage. A cable in shear reflects a voltage spike that increases in magnitude in direct proportion to the amount of shear deformation. A distinct spike occurs just before failure. After failure, a permanent reflection is recorded. If the cable is in tension, the wave reflection is a subtle, troughlike voltage signal that increases in length as the cable is deformed. At tension failure, a small necking trough is visible in the TDR signal, which is distinguishable from a shear-failure reflection (Dowding et al. 1989). The cable tester can be connected to a datalogger, which records and stores reflections. The datalogger controls the cable tester and supplies power during measurements. The data can be collected automatically from a remote location using a computer with a telemetering system (Dowding and Huang 1994).

At the Last Chance Grade landslide, an 82-m-long coaxial cable (type RG 59, commonly used for videocassette recording) was attached to the outer, upslope side of an inclinometer casing by means of nylon ties spaced every 1.5 m. Because the inclinometer hole was positioned on the actively traveled roadway of US-101, the cable was continued beyond the highway shoulder in a shallow groove in the bituminous pavement, thus allowing TDR readings to be obtained without interference by traffic. To further explore the possibility of remotely collecting the data and monitoring the landslide, the TDR system was connected to a datalogger operated by a telemetry system that could be activated using a cellular telephone connection. With this arrangement, the TDR data could be directly loaded into a Caltrans computer located in Sacramento, more than 500 km away, and no one would have to visit the landslide site.

At 148 days after installation, the reflection signature for the TDR cable indicated two notable
spikes (Figure 11-27). The upper spike, for a depth of 8.6 m, indicated a crimp in the cable where it was squeezed against the lip of the casing. At a depth of approximately 40 m, roughly the same depth as the inclinometer deflections, a trough was visible in the reflection signature, which was interpreted as indicating distress of the cable at the sliding surface (Kane and Beck 1994).

The results of this study indicate that in certain cases TDR may be used instead of, or in parallel with, inclinometers for monitoring landslide movement and that the technology exists to remotely access the TDR installation. The advantages of a remotely accessed system are as follows:

- There is no need to visit the site,
- Debris does not have to be cleaned from the inclinometer casing before TDR readings are taken,
- Cable is inexpensive and readily available, and
- The ability exists to monitor up to 512 holes with one cable tester and multiplexer hookup.

Remote data collection results in cost savings. It also means that hazardous areas can be closely monitored by frequent sampling to determine incipient movements. Another benefit of this technology is that it can be used as part of an early warning system to alert transportation officials of a possible catastrophic highway failure (Kane and Beck 1994).

7.5 Golden Bypass Landslide, Golden, Colorado

In the spring of 1991, during construction of a highway bypass around the city of Golden, Colorado, forming a part of Colorado State Highway 93, an initial minor landslide failure began in one wall of an excavation in Pierre shale (Highland and Brown 1993). Slow movement and enlargement of this earth flow continued until 1994, when the landslide was stabilized by means of a Brazilian-concept tieback panel wall, installation of horizontal drains, and removal of 75 000 m$^3$ of overburden near the landslide headwall (Ed Belknap, personal communication, 1995, Colorado Department of Transportation, Denver, Colorado).

Seven of the tieback anchor cables were equipped with load cells. In addition, five 12.5-mm-diameter piezometers with vibrating-wire transducers were installed to measure groundwater elevations at the landslide. Automated monitoring of the load cells and piezometers was desired, along with two-way, remote telemetry between the landslide and Colorado Department of Transportation (CDOT) headquarters in Denver, 30 km to the east. Neither power nor communication facilities were available at the site.

As a solution to the problem, an integrated monitoring and telemetry system was installed to remotely automate the load cell and piezometer measurements and provide direct, two-way radio
communication (Dennis E. Gunderson, personal communication, 1995, Geomation, Inc., Golden, Colorado). A network monitor station (NMS) was established at CDOT headquarters. The NMS, an IBM-compatible personal computer running GEONET software, provides the operator interface with the system for programming, alarm announcement and acknowledgment, real-time monitoring, supervisory control, and data logging. An RS-232 cable from a serial port in the NMS connects to a radio gateway unit, which is connected to a high-gain directional antenna mounted on a nearby signal tower. The gateway provides a link between the radio communication from the Golden landslide site and the NMS.

Three measurement and control units (MCUs), which are battery-powered, solar-recharged, and radio-linked, were installed at the landslide (Figure 11-28). MCU1, located at the top of the landslide, automatically monitors three piezometers. MCU2 and MCU3 are located near the bottom of the landslide and automatically monitor (a) two load cells and (b) five load cells and two piezometers, respectively. All monitoring and telemetry is user-programmable and is currently set at 66-hr intervals. MCU2 and MCU3, both equipped with standard whip antennas, communicate with the networked gateway unit through MCU1, which is equipped with a high-gain directional antenna.

Each MCU has its own microprocessor and is capable of multitasking functions, including

- Automated monitoring of any standard measurement signal (analog or digital);
- Time-and-date stamping of all measurements in the field at the point of capture;
- Conditioning and converting physical-parameter signals to desired engineering units;
- Peer-to-peer communication;
- Acting as a repeater and performing store-and-forward functions for other network nodes;
- Enacting direct or remote-control functions; and
- Accomplishing data reduction in the field, if desired.

The user, at any time without system disruption, can initiate system reconfiguration diagnostics and measurement verification and can enact remote control functions from the NMS.

8. PROBLEMS PREVENTING FURTHER DEVELOPMENT OF NEW INSTRUMENTATION TECHNOLOGY

Instrumentation and associated monitoring techniques have made significant advances during the past decade. The general proliferation of miniature electronics has revolutionized many aspects of data acquisition, processing, and communications, and has profoundly benefited both industry and the public. Personal computers have entered offices and homes, and people have come to expect the speed and convenience of information without delay. However, such progress in the geotechnical field, and in the transportation industry generally, has been less dramatic. Four main reasons govern the slow-paced and uneven gains in geotechnical monitoring relative to other data management technologies.

First, the geotechnical instrumentation industry is relatively small and highly specialized. Its practice and progress are easily influenced by economic conditions, levels of government spending, and existing procurement practices. In the United States, a highly competitive and shrinking heavy construction market has also shrunk the market for instrument suppliers.

![FIGURE 11-28 MCU and solar power supply attached to monitoring well at Golden Bypass landslide. COURTESY OF GEOMATION, INC.](image-url)
Second, as overall levels of support for research and development continue to dwindle, less funds are available for government-sponsored instrument development. Property owners concerned with the stabilization of a specific landslide can rarely justify supporting the development and testing of new instruments to further the state of the art of geotechnical knowledge.

Third, geotechnical engineers have frequently underestimated the costs and requirements of a field installation and operation of geotechnical instrumentation, leading to the failure of several monitoring programs. Past bad experiences engender mistrust and avoidance of further instrumentation by geotechnical engineers.

Last, because of current contracting practices and a highly litigious business environment, especially in the United States, designers of all types of transportation facilities have tended to abdicate their responsibilities for requesting and implementing instrument monitoring at landslides. These responsibilities have been allowed to devolve onto general contractors, who may or may not be particularly concerned about what information instruments can provide. Most general contractors are interested in project production efficiency, and instruments are often merely obstacles in the field that should be minimized. However, instruments allow the monitoring of project performance and safety. To place the contractor in charge of the primary source of such monitoring and safety information raises a potential conflict of interest. If instrumentation selection and operation are restored to the chief engineer and those at the project site, landslide instrumentation will more likely become part of broadly expected standard practice during landslide investigations.
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PART 3

STRENGTH AND STABILITY ANALYSIS
Chapter 12

SOIL STRENGTH PROPERTIES AND THEIR MEASUREMENT

1. INTRODUCTION

Methods of limiting equilibrium are frequently used to analyze the stability of a soil mass (see Chapter 13). In such analyses, the shear strength of the material is assumed to be fully developed along the rupture surface at failure. In this chapter the basic principles that govern shear strength and the methods that may be used for its measurement are outlined. Brief descriptions of the properties of some common soils are provided.

2. GENERAL PRINCIPLES

The basic principles in the description of strength properties are the failure criterion and the effective stress principle. When a failure criterion derived from test data is used to estimate in situ strength, appropriate attention should be given to possible differences between the stress state of the test and that of the in situ soil when subjected to the expected load.

2.1 Failure Criterion

The Mohr-Coulomb criterion is widely used to define failure; it states that the shear strength \( s \) is

\[
s = c + \sigma \tan \phi
\]

where

\( \sigma = \) normal stress on rupture surface,
\( c = \) cohesion, and
\( \phi = \) angle of internal friction.

In terms of principal stresses, the Mohr-Coulomb criterion becomes

\[
\sigma_1 = \sigma_3 \tan^2 \left[ \frac{\pi}{4} + \left( \frac{\phi}{2} \right) \right] + 2\sigma \tan \left[ \frac{\pi}{4} + \left( \frac{\phi}{2} \right) \right]
\]

where \( \sigma_1 \) is the major principal stress and \( \sigma_3 \) is the minor principal stress.

A more general formulation, which combines failure with stress-strain behavior, is the yield surface (Drucker et al. 1955) and the critical state (Schofield and Wroth 1968). The yield surface is especially useful when evaluation of deformation is required. For limiting equilibrium analysis, the Mohr-Coulomb criterion is still the most convenient failure criterion.

2.2 Effective Stress Versus Total Stress Analysis

Because the shear strength of soils is strongly influenced by drainage conditions during loading, those conditions must be properly accounted for in the use of shear strength in design. A fundamental principle in soil engineering is the use of effective stress \( \sigma' \), which was first defined by Terzaghi (1936a) as

\[
\sigma' = \sigma - u
\]
where \( \sigma \) is the total stress and \( u \) is the pore pressure. The shear strength can be expressed consistently in terms of effective stress:

\[
s = c' + \sigma' \tan \phi' = c' + (\sigma - u) \tan \phi'
\]

(12.4)

where \( c' \) and \( \phi' \) are the strength parameters for effective stress. For a partially saturated soil, the shear strength can be expressed as (Fredlund et al. 1978)

\[
s = c' + (\sigma - u_w) \tan \phi' + (u_w - u_s) \tan \phi''
\]

(12.5)

where

- \( u_a \) = pore-air pressure,
- \( u_w \) = pore-water pressure, and
- \( \phi'' \) = soil property that reflects influence of suction \((u_w - u_s)\) on strength.

When the soil is saturated, \( u = 0 \) and \( u = u_w \). For saturated soils, pore pressure consists of the hydrostatic pore pressure related to groundwater level and the excess pore pressure due to applied loads.

When soils are loaded under undrained or partially drained conditions, the tendency to change volume results in an excess pore pressure, which may be positive or negative depending on the type of soil and the stresses involved. General relations between pore pressure and applied stresses have been suggested. For example, Henkel (1960) proposed that

\[
\Delta u = B(\Delta \sigma_{oc} + \alpha \Delta \tau_{oc})
\]

(12.6)

where

- \( \alpha \) = empirical coefficient,
- \( \tau_{oc} = 1/3[(\sigma_1 - \sigma_2)^2 + (\sigma_2 - \sigma_3)^2 + (\sigma_3 - \sigma_1)^2]^{1/2} \),
- \( \sigma_{oc} = 1/3(\sigma_1 + \sigma_2 + \sigma_3) \), and
- \( \sigma_1, \sigma_2, \sigma_3 \) = major, intermediate, and minor principal stresses.

For soils tested in the triaxial apparatus or loaded so that \( \Delta \sigma_j = \Delta \sigma_j \), Skempton (1954) proposed that the excess pore pressure be given by

\[
\Delta u = B[\Delta \sigma_j + A \Delta (\sigma_1 - \sigma_j)]
\]

(12.7)

where \( A \) is an empirical coefficient related to the excess pore pressure developed during shear and \( B \) is an empirical coefficient related to the soil's compressibility and degree of saturation. For saturated soils, \( B = 1 \). For an elastic material, \( A = 1/3 \). For soils that compress under shear, \( A > 1/3 \), and for soils that dilate under shear, \( A < 1/3 \).

Under the fully drained condition, the excess pore pressure is zero, and pore pressure in saturated soils caused by groundwater flow can usually be evaluated without serious difficulty. Hence, analysis with the effective stress description of shear strength (Equation 12.4) is most useful. For partially drained and undrained conditions, the evaluation of excess pore pressure is often difficult. In some cases, a total-stress description of shear strength may be used. One important case is the undrained loading of saturated soils, for which the undrained shear strength \((s = s_u)\) can be used. This is the common \( \phi = \phi_0 = 0 \) analysis (Skempton and Golder 1948). The shear strength usually changes as the void ratio changes with drainage. If the change results in a higher strength, the short-term, undrained stability is critical and the stability can be expected to improve with time. On the other hand, if drainage produces a decrease in strength, the long-term, drained stability is critical; the undrained shear strength can be used only for short-term or temporary stability. For partially saturated soils, the prediction of pore-air and pore-water pressures is more difficult. Currently, the only reliable method is in situ measurement.

2.3 Common States of Stress and Stress Change

The Mohr-Coulomb criterion does not indicate any effect of the intermediate principal stress \((\sigma_2')\) on the shear strength. In practical problems, \( \sigma_2' \) may range from \( \sigma_3' \) to \( \sigma_1' \), depending on the geometry of the problem. The direction of the major principal stress also changes during loading. Experimental studies show that the value of \( \sigma_2' \) relative to \( \sigma_1' \) and \( \sigma_1' \) has an influence on the shear strength.

Several common states of stress are shown in Figure 12-1. In the initial state \((a)\), \( \sigma_1' \) is the effective overburden pressure, \( \sigma_2' = K \sigma_1' \) is the radial or lateral pressure, and \( K_0 \) is the coefficient of active pressure at rest. In the stress state beneath the center of a circular loaded area [Figure 12-1(b)], the vertical stress is the major principal stress and the radial stress \( \sigma_1' \) is the minor principal stress. The
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(a) INITIAL AT-REST STATE

\[ \sigma_0 \sigma_z = \sigma_t = \sigma_3' \]

(b) BENEATH A LOADED AREA

\[ \sigma_0' = \sigma_1' \]

(c) BENEATH AN EXCAVATION

\[ \sigma_0' = \sigma_1' = \sigma_2' \]

(d) PLANE-STRAIN CONDITION

\[ \sigma_x' = \sigma_y' = \sigma_3' \] \( \sigma_x' < \sigma_1' < \sigma_2' \)

FIGURE 12-1
Common states of stress.

intermediate principal stress \( (\sigma_2') \) is equal to the minor principal stress \( (\sigma_3') \). In the stress state below the center of a circular excavation [Figure 12-1(c)], the vertical stress is the minor principal stress and the radial stress \( \sigma_1' \) is the major principal stress. The intermediate principal stress \( (\sigma_2') \) is equal to the major principal stress \( (\sigma_1') \). Slopes and retaining structures can be approximated by the plane-strain condition in which the intermediate principal strain \( (\epsilon_2) \) is zero. Then the intermediate principal stress \( (\sigma_2') \) is \( \sigma_1' \), oriented as shown in Figure 12-1(d), and has a value between \( \sigma_1' \) and \( \sigma_3' \).

Another important feature in many stability problems is the rotation of the principal axes during loading or excavation and its effect on the shear strength of soft clays (Ladd and Foott 1974). The rotation of principal axes is shown in Figure 12-2. Before the excavation of the cut, the state of stress is represented by that shown in Figure 12-2. After excavation, the major principal stress is in the horizontal direction at the toe (Point A, Figure 12-2). Thus, the principal axes are rotated through an angle of 90 degrees; at Point B, a rotation of approximately 45 degrees occurs. At Point C, the original principal stress directions remain unchanged although the values of the stresses change.

2.4 Stress-Strain Characteristics

Two stress-deformation curves are shown in Figure 12-3. A soil sample is sheared under a normal stress \( \sigma \) and a shear stress \( \tau \). The shear displacement is \( \Delta \).

In common practice, the strength of the soil is defined as the peak strength (Points a and b in Figure 12-3) measured in the test. When this is used in a stability analysis, the tacit assumption is that the peak strength is attained simultaneously along the entire rupture surface.

FIGURE 12-2
Directions of principal stresses in a slope.
Many soils demonstrate strain-softening behavior, as illustrated by Curve A in Figure 12-3. Any of several mechanisms may be used to explain the strength decrease, but it is important to account for this decrease in design. For strain-softening soils, it is unreasonable to assume that the soil reaches its peak strength simultaneously at all points along a failure surface. In fact, the soil at some points on the rupture surface will suffer displacements greater than $\Delta$, before the soil at other points reaches this deformation. This phenomenon was called "progressive failure" by Terzaghi and Peck (1948). In the limit of large deformation, the strength at all points will be reduced to that represented by Point c in Figure 12-3. This strength is called the residual strength.

2.5 Effect of Rate of Loading

The difference between the rate of loading applied in a laboratory shear test and that experienced in the slope is usually substantial. Most laboratory and in situ tests bring the soil to failure within several hours or at most a few days. For most slopes the load is permanent, although some dynamic loads may be applied for short durations. The effect of rate of loading on soil strength, excluding effects of consolidation, may be significant. In general, the undrained strength of soils increases as the rate of loading increases; however, this effect depends on the specific material and varies over a wide range (Casagrande and Wilson 1951; Skempton and Hutchinson 1969).

3. LABORATORY MEASUREMENT OF SHEAR STRENGTH

Various methods are available for laboratory measurement of shear strength. The simple methods are designed to determine the shear strength of a sample in a particular state, such as the water content of the soil in situ. These methods are most often used to determine the undrained shear strength ($s_u$) of saturated cohesive soils. More elaborate laboratory tests allow combinations of normal and shear stresses to be employed and pore pressures to be measured or controlled. Then it is possible to establish the shear strength relation defined by Equation 12.4. The most elaborate tests allow simulation of the field stress or deformation conditions. For example, triaxial compression tests simulate the stress state in Figure 12-1(b), and triaxial extension tests simulate the stress state in Figure 12-1(c) (see Section 3.2). Plane-strain compression and extension tests and simple shear tests can provide better simulation of the stress states in Figure 12-2 (see Section 3.3). A comprehensive summary of stress states in various laboratory tests and constitutive relations that can be deduced from test results was given by Desai and Siriwardane (1984).

3.1 Simple Shear Tests

Three types of simple shear tests are the unconfined compression, cone, and vane shear tests.

The unconfined compression test is usually performed on a cylindrical sample with a diameter-to-length ratio of 1:2. The sample is compressed axially [Figure 12-4(a)] until failure occurs; the shear strength is taken as one-half the compressive strength.

In the cone test, a cone with an angle $\theta$ is forced into the soil [Figure 12-4(b)] under a force ($Q$), which may be its own weight. The shear strength is obtained from the relation

$$s_u = \frac{KQ}{h^2}$$

(12.8)
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(a) UNCONFINED COMPRESSION  (b) CONE  (c) VANE SHEAR

FIGURE 12-4 Simple tests for measurement of soil strength.

where $h$ is the penetration and $K$ is the constant that depends on the angle $\theta$ and the weight $Q$. Calibration curves for $K$ were published by Hansbo (1957).

In the laboratory vane test (Cadling and Odenstad 1950), a vane is pushed into the soil specimen, and a torque is applied to the stem to produce shear failure over a cylindrical surface [Figure 12-4(c)]. The shear strength is obtained by equating the torque measured at failure to the moment produced by the shear stresses along the cylindrical surface. According to Cadling and Odenstad, the shear strength for vanes with a diameter-to-height ratio of 1:2 is

$$s = \frac{6}{7} \left( \frac{M}{\pi D^3} \right)$$

where $M$ is the torque and $D$ is the diameter of the vane.

Application of the results of these simple tests to the analysis of slope stability should include consideration of the type of soil and loading conditions in situ. The test results are expressed in terms of total stress because pore pressures are not measured. When the soil is brought to failure rapidly under undrained conditions, the shear strength is defined by $s = s_u$. Hence, the application of these test results is commonly limited to saturated cohesive soils under undrained conditions.

It is usually assumed that the measured strength is equal to the in situ strength. However, a major uncertainty is the effect of sampling disturbance on strength. Even “good” samples may suffer strength losses as great as 50 percent (Ladd and Lambe 1964; Clayton et al. 1992; Hight et al. 1992). The effect of sample disturbance is most severe in soft sensitive soils and appears to increase with the depth from which the sample is taken. The state of stress is another factor that should be considered. The directions of the principal stresses and the orientations of rupture surfaces in these simple tests are not the same. They may also be quite different from directions of the principal stresses and the orientation of the failure surface in a slope. Hence, caution should be exercised when the results of these simple strength tests are applied to slope-stability problems (Bjerrum 1973).

3.2 Triaxial Test

The triaxial test is highly versatile; a variety of stress and drainage conditions can be employed (Bishop and Henkel 1962). The cylindrical soil specimen is enclosed within a thin rubber membrane and placed inside a triaxial cell, as shown in Figure 12-5(a). The cell is then filled with a fluid. As pressure is applied to the fluid in the cell, the specimen is subjected to a hydrostatic stress ($\sigma_3$). Drainage from the specimen is provided through the porous stone at the bottom, and the volume change can be measured. Alternatively, if no drainage is allowed, the pore-water pressure can be measured. For partially saturated soils, the pore-water pressure is measured through a fine ceramic stone that prevents air entry. The pore-air pressure is measured through a screen that permits free air entry. Details on testing of partially saturated soils were given by Fredlund and Rohardjo (1993, 260-282).

In triaxial compression, the axial stress ($\sigma_3$) is increased by application of a load through the loading ram. From the known stresses at failure ($\sigma_1 = \sigma_2$ and $\sigma_3 = \sigma_4$), Mohr circles or other stress plots can be constructed. Results from several triaxial tests, each using a different cell pressure ($\sigma_3$), are
used to obtain the failure envelope. Typical plots of the principal stress difference versus axial strain are shown in Figure 12-5(c). The stress-strain behavior is influenced by the confining pressure, the stress history, and other factors. The sample can also be loaded to failure in triaxial extension by increasing the radial stress while maintaining the axial stress constant; then \( \sigma_1 = \sigma_2 = \sigma_3 \) and \( \sigma_3' = \sigma_3 \). Triaxial compression and extension simulate, respectively, the stress states beneath a loaded area, as shown in Figure 12-1(b), and beneath an excavation, as shown in Figure 12-1(c).

Principal stresses and pore pressure at failure are used to construct Mohr circles and to obtain the failure envelopes. Figure 12-6 shows a series of failure envelopes. The horizontal axis is \( \sigma - u_w \), which is the familiar pore pressure for saturated soils. For saturated soils \( (u_a - u_w) = 0 \). When the soil is partially saturated, \( (u_a - u_w) \) is not zero. A series of failure envelopes is obtained for different values of \( (u_a - u_w) \), such as those shown in Figure 12-6 for values of \( (u_a - u_w) \) equal to \( a \) and \( b \).

Tests with the following drainage conditions can be performed with the triaxial apparatus. Tests on saturated soils are considered first.

In the consolidated-drained test (also called a drained test or slow test), the soil is allowed to consolidate completely under an effective cell pressure \( \sigma_3' \). In the triaxial compression test, the axial stress is increased at a slow rate, and drainage is permitted. The rate should be slow enough that no excess pore pressure is allowed to build up. Since
the excess pore pressure is zero in the drained test, effective stresses are known throughout the test and at failure. The results of a series of drained tests can be used to evaluate the effective stress strength parameters in Equation 12.4.

In the consolidated-undrained test with pore-pressure measurement (also called the consolidated-quick test), the drainage valves are closed after the initial consolidation of the sample. The axial stress is increased without drainage, and the excess pore pressure is measured. The pore pressure is subtracted from the total axial and radial stresses to give the effective stresses. The effective stresses at failure from a series of tests are used to define the failure criterion, as in the drained test. The consolidated-undrained test is sometimes performed without pore-pressure measurement. Then the effective stresses at failure cannot be determined. The results could be used to estimate the undrained shear strength after consolidation under \( \sigma'_v \).

In the unconsolidated-undrained test (also called the undrained test or quick test), no drainage is allowed during any part of the test. When the cell pressure is applied, a pore-pressure change occurs in the soil. When the axial stress is applied, additional pore-pressure changes occur. If these pore-pressure changes are not measured, the test results can only be interpreted in terms of total stress. At failure, the undrained shear strength \( s_u \) is taken to represent the strength at the in situ water content. The unconsolidated-undrained test is then similar to the simple shear tests defined in Section 3.1.

The same three types of triaxial tests can be performed on partially saturated soils. However, because the air voids can be compressed even when there is no drainage, the simplifications derived above for undrained loading do not apply to partially saturated soils. For such soils, the pore-air and pore-water pressures must be measured in all tests in order to construct the failure envelope in terms of effective stress.

Triaxial tests are usually begun by increasing the cell pressure \( \sigma' \) to the desired stress level, thus applying an isotropic or hydrostatic stress to the sample. This initial condition may differ from the initial in situ condition [see Figure 12-1(a)], in which the vertical and horizontal principal stresses are different. In situ stresses can be simulated in a triaxial test by using an anisotropic stress state during consolidation. Experimental results that show the effect of stress state on strength properties were reviewed by Ladd et al. (1977).

### 3.3 Plane-Strain Test

The geometry of many geotechnical problems can be approximated by the condition of plane strain, in which the intermediate principal strain \( \varepsilon_z \) is zero. To simulate this condition, plane-strain tests have been developed (Henkel and Wade 1966) in which the sample is consolidated anisotropically with zero lateral strain \( \varepsilon_x = \varepsilon_y = 0 \). Then the sample is loaded to failure by increasing either \( \sigma_x \) or \( \sigma_y \); and maintaining \( \varepsilon_x = 0 \) to simulate, respectively, the stress conditions at Points A or C of Figure 12-2. Plane-strain tests can be conducted under undrained, consolidated-undrained, or drained conditions as described for triaxial tests.

### 3.4 Direct Shear Test

The direct shear test is shown in Figure 12-7. The soil specimen is enclosed in a box consisting of upper and lower halves; porous stones on the top and the bottom permit drainage of water from the specimen. If the loading is carried out slowly, no excess pore pressure develops and the drained condition is obtained. The potential plane of failure is a-a. A normal stress \( \sigma'_x \) is applied on plane a-a...
through a loading head, and the shear stress is increased until the specimen fails along plane \( a-a \). A stress-deformation curve is obtained by plotting the shear stress versus the displacement. Because the thickness of shear zone \( a-a \) is not precisely known, the shear strain cannot be determined. The test gives the value of \( \tau_z \) at failure. The average vertical stress \( (\sigma_z') \) and shear stress \( (\tau_{xz}) \) are known, but \( \sigma_z' \) is not known. The directions of the principal stresses for Point \( b \) [Figure 12-7(b)] are approximately as shown in Figure 12-7(c). Assuming that Point \( a \) [Figure 12-7(d)] represents the conditions at failure, a Mohr circle can be constructed. The failure envelope is obtained from several tests, each using a different effective normal stress, performed on specimens of the same soil. The values of \( \tau_z \) at failure are plotted against the values of \( \sigma_z' \). The foregoing represents the common interpretation of the direct shear test. More elaborate analyses were presented by Hill (1950), Morgenstem and Tchalenko (1967), and Jewell and Wroth (1987).

In saturated clays the direct shear test can be performed at a rapid rate so that the test duration is too short for any appreciable amount of water to flow into or out of the sample. This is an undrained condition, and an excess pore pressure of unknown magnitude is developed in the soil. Consequently, this is essentially a simple test, and the shear stress at failure represents the undrained shear strength \( (s_u) \).

Test procedures for partially saturated soils were given by Fredlund and Rohardjo (1993, 282–254).

### 3.5 Simple Shear Test

Several simple shear tests have been developed, but the one described by Bjerrum and Landva (1966) is the most commonly used for undisturbed samples. The cylindrical specimen is enclosed in a rubber membrane reinforced by wire. This enclosure allows the shear deformation to be distributed fairly uniformly through the sample, as shown in Figure 12-8(a). The sample is consolidated anisotropically under a vertical stress [Figure 12-8(a)] and sheared by application of stress \( \tau_{xz} \) [Figure 12-8(b)]. The simple shear test can be performed under undrained, consolidated-undrained, and drained conditions. Zero volume change during shear in an undrained test can be maintained by continuously adjusting the vertical stress \( \sigma_z' \) during the test. In the simple shear test, the initial principal axes are in the vertical and horizontal directions. At failure the horizontal plane becomes the plane of maximum shear strain. This condition approximates that at Point \( B \) of Figure 12-2.

### 4. IN SITU MEASUREMENT OF SHEAR STRENGTH

A variety of in situ tests are available for measurement of shear strength. Several of these are described in Chapter 10. Although theories have been proposed to interpret the test results, the stress state in most in situ shear tests is not precisely known. Hence empirical correlation is often relied upon for interpretation of the results. Various correlations have been published for different soils. For a comprehensive review of in situ tests, see the discussions by Orchant et al. (1988) and Lunne et al. (1989).

#### 4.1 Standard Penetration Test

The standard penetration test uses a split-spoon sampler, which is driven with a specified energy into the bottom of a borehole. The number of blows \( (N) \) required to advance the sampling spoon through a distance of 30 cm may be used to estimate the angle of internal friction \( \phi' \) of sands (Peck et al. 1974). More data are available on the correlation of \( N \) with relative density \( D_r \) (Gibbs and Holtz 1957; Marcuson and Bieganousky 1977). Correlation between \( D_r \) and \( \phi' \) was given by Schmertmann (1975). Correlation between \( N \) and shear strength of cohesive soils is not reliable.
4.2 Cone Penetration Test

In the cone penetration test a cone of specified diameter and shape is attached to the end of a drill rod and advanced at a controlled rate. The force required is measured. This test can provide a continuous record of the resistance. For cohesionless soils, bearing capacity equations can be used to compute $\phi'$ from the penetration resistance. Empirical correlations between cone resistance and $\phi'$ are also available. Different correlation equations can give very different values of $\phi'$ (Mitchell and Lunne 1978; Wu et al. 1987a). The undrained shear strength of cohesive soils can be estimated from the cone resistance by the following relation:

$$s_u = \frac{q_c - \sigma_d}{N_k}$$

where

- $s_u$ = undrained shear strength,
- $q_c$ = cone resistance,
- $\sigma_d$ = total overburden stress, and
- $N_k$ = an empirical constant.

The value of $N_k$ ranges between 10 and 20 and depends on the overconsolidation ratio and plasticity index (Aas et al. 1986).

4.3 Field Vane Test

The field vane test is similar to the laboratory vane test described in Section 3.1. It measures the shear strength along a vertical cylindrical surface and the top and bottom surfaces of the cylinder. An equation similar to Equation 12.9 is used to calculate the shear strength. The coefficient depends on the assumption for stress distribution on the cylindrical surface and the top and bottom surfaces (Donald et al. 1977). Since the rupture surface in a stability problem may be quite different from that in a vertical cylinder, the shear strength may also be different from that measured in the vane test because of stress and material anisotropy. Correction factors based on an analysis of the stress state were suggested by Wroth (1984), and empirical correction factors were suggested by Bjerrum (1973).

4.4 Pressuremeter Test

In the pressuremeter test (Menard 1965; Baguelin et al. 1972), the cylindrical instrument is expanded against the wall of the borehole until failure in the surrounding soil occurs. Elastic-plastic solutions for expansion of a cylindrical cavity by Gibson and Anderson (1961) and subsequent modifications are used to obtain the shear strength and stress-strain properties of the soil. Consistent results have been obtained for the undrained shear strength of saturated clays and drained shear strength of cohesionless soils (Wroth 1984).

4.5 Borehole Shear Test

The borehole shear test is analogous to the direct shear test. The two halves of a cylinder, which is split lengthwise, are pressed under a controlled pressure against the opposite walls of a borehole. The cylinder is then pulled vertically, shearing the soil (Handy and Fox 1967). The failure surface is not determined; hence the normal and shear stresses are not accurately known. For cohesionless soils with high permeability, the test may be considered a consolidated-drained test. For cohesive soils, the drainage condition is uncertain. The borehole shear test was analyzed by Lutenegger and Hallberg (1981) and Handy et al. (1985).

4.6 Dilatometer Test

The dilatometer is a flat blade that contains a flexible membrane on one side (Marchetti 1975). The blade is pushed into the soil to reach the desired depth, and the membrane is inflated by pressure and pushes back the adjacent soil. The pressures required to “lift off” the membrane and to displace the soil 1 mm are recorded. These pressures are used to estimate the horizontal in situ stress. Empirical correlation between the horizontal in situ stress and $s_u/\sigma_d$ is used to estimate the $s_u$ of clays (Marchetti 1980). The force required to advance the dilatometer is measured and used to estimate the bearing capacity and then $\phi'$ of cohesionless soils (Schmertmann 1982).

5. SHEAR STRENGTH PROPERTIES OF SOME COMMON SOILS

The strength characteristics of natural soils are strongly influenced by the geologic processes of soil formation. Hence, it is possible to identify strength characteristics that are common to soils within broadly defined groups. Groups with well-defined characteristics include saturated cohesionless soils, soft saturated cohesive soils, heavily overconsoli-
dated clays, sensitive soils, and residual soils and colluvium. More detailed discussions of slopes involving specific soil conditions are given in Chapters 19 through 25.

5.1 Saturated Cohesionless Soils

Cohesionless soils, such as gravel, sand, and non-plastic silts, have effective stress failure envelopes that pass through the origin. This means \( c' = 0 \) in Equation 12.4. The value of \( \phi' \) ranges from about 27 to 45 degrees or more and depends on several factors. For a given soil the value of \( \phi' \) increases as the relative density increases. For different soils at the same relative density, the value of \( \phi' \) is affected by particle-size distribution and particle shape. The value of \( \phi' \) for a well-graded soil may be several degrees greater than that for a uniform soil of the same average particle size and shape. The same is true when a soil composed of angular grains is compared with one made up of rounded grains. The effect of moisture on \( \phi' \) is small and amounts to no more than 1 or 2 degrees (Lambe and Whitman 1969, 147–149; Holtz and Kovacs 1981, 514–519).

The failure envelope, which is a straight line at low pressures, cannot be extended to high confining pressures. Tests with effective normal stresses above 700 kPa indicate that the failure envelope is curved, as shown in Figure 12-9 (Bishop 1966; Vesic and Clough 1968). The high normal stresses apparently cause crushing of grain contacts and result in a lower friction angle. This factor is particularly important in uncemented carbonate sands (Datta et al. 1982). Another important factor is the difference in the values of \( \phi' \) as measured by different types of tests. The value of \( \phi' \) measured in triaxial tests, which permit change in the radial strain, is 4 to 5 degrees smaller than that measured in plane-strain tests (Ladd et al. 1977).

In ordinary construction sandy and gravelly soils of high permeability can be considered to be loaded in the drained condition. Volume changes occur rapidly, and no excess pore pressures are developed. Without excess pore pressure, effective stresses can be estimated from the groundwater levels. Stability analyses can be performed by using effective stress strength parameters. For silty soils the permeability may be sufficiently low that excess pore pressure will develop during construction. When this is the case, the pore pressure must be measured or estimated if an effective stress analysis is to be performed.

The undrained response of fine sands and silts is important in some situations. Loose saturated sands and silts may develop large excess pore pressures after reaching peak strength. Because of the large pore pressure, the strength drops and the ultimate strength is well below the peak strength. Large displacements occur as a result of this loss of strength. This phenomenon was called liquefaction by Casagrande (1936). Large pore pressures may also develop in saturated sands of medium to high density under cyclic loading. In a triaxial test, if an axial stress is repeated for a number of cycles, the pore pressure may become equal to the confining pressure, thus reducing the effective minor principal stress \( (\sigma_3') \) to 0 (Seed and Lee 1967). Large strain increments will occur with each cycle of stress as the pore pressure approaches \( \sigma_3 \). If the soil dilates with strain, the pore pressure soon drops and the soil becomes stable. This phenomenon is called cyclic mobility (Castro 1975). The behavior of a sand under cyclic loading may range from liquefaction to cyclic mobility, depending on whether the sand is contractive or dilative.

Liquefaction and cyclic mobility are important considerations in the evaluation of slope stability under earthquake loadings. Lade (1992) and Sladen et al. (1985) formulated conditions for liquefaction in terms of the yield surface and the critical state, respectively. Methods for assessing the potential for liquefaction and cyclic mobility were reviewed by Casagrande (1976), Seed (1979), Poulos et al. (1985), and Seed et al. (1985).
5.2 Normally Consolidated and Lightly Overconsolidated Clays and Clayey Silts

Because of the low permeability of fine-grained soils, undrained or partially drained conditions are common in normal construction. The general characteristics of normally consolidated to lightly overconsolidated clays are described in this section. Very sensitive normally consolidated clays are described in Section 5.4.

A clay soil is considered to be normally consolidated if the consolidation pressure before shear is equal to or greater than the preconsolidation pressure $\sigma'_c$. When a series of drained triaxial tests is conducted on a normally consolidated soil, the failure envelope is a line that passes through the origin [Figure 12-10(a)]; thus, $c' = 0$. If consolidated-undrained tests are performed on a normally consolidated soil, positive excess pore pressures develop. As a result, the undrained shear strength $s_u = 1/2(\sigma_1 - \sigma_3)$ will be less than the drained shear strength of a sample initially consolidated under the same stresses. The respective stress paths of the drained and consolidated-undrained tests are shown as $ca$ and $cb$ in Figure 12-10(a). A typical relation between strength and water content is shown in Figure 12-10(b). The results of consolidated-undrained tests can also be used to obtain the ratio $s_u/\sigma'_c$, which is a constant for normally consolidated soils (Skempton 1948). For lightly overconsolidated soils, $s_u/\sigma'_c$ is a function of the overconsolidation ratio $\sigma'_c/\sigma'_p$ (Ladd and Foott 1974).

If the load or stress change in the field induces positive excess pore pressures, as may be the case for a fill, the undrained strength will be lower than the drained strength. A slope based on an initially stable design can be expected to increase in stability with time as the excess pore pressure dissipates and the strength increases. The increase in strength with consolidation makes possible the construction in stages of embankments over soft soils. The strength gained under each stage of loading permits the addition of the next load increment. The ratio $s_u/\sigma'_c$ is used to estimate the $s_u$ under a given $\sigma'_c$. When a slope is made by excavation, there is a simultaneous increase in shear stress due to the slope and a decrease in mean normal stress due to the unloading of the excavation. In a saturated, normally consolidated soil, the increase in shear stress produces a positive excess pore pressure, and the decrease in normal stress produces a negative excess pore pressure. The net excess pore pressure in various parts of the slope depends on the relative values of these two effects. If the excess pore pressure is negative, the strength will decrease with time and drainage. In this case, the long-term or drained stability will be critical for a normally consolidated clay. Bishop and Bjerrum (1960) described several examples.

Failures of real slopes are good sources of information on the reliability of theoretical models. In a number of careful investigations, the factor of safety of the slope that failed was compared with the measured shear strength. If the theory and soil properties used are correct, the computed safety factor of a slope at failure should be unity. Results from many case histories show that for normally consolidated or lightly overconsolidated homogeneous clays of low sensitivity, total stress analysis with undrained shear strength gives a reasonably accurate estimate of immediate stability. For long-term stability under drained conditions, effective stress analysis with $c'$ and $\phi'$ also gives satisfactory results. Comprehensive reviews and case histories were given by Bishop and Bjerrum (1960) and Bjerrum (1973), and more recent examples were
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presented by Ladd (1991), Pilot et al. (1982), and Tavenas and Leroueil (1980). For most of the reported failures in these case histories, the discrepancy between calculated and observed safety factors is less than 15 percent. Since most of the clays investigated are fairly uniform deposits, an accuracy of ±15 percent may be the best that can be achieved in practice.

It should be noted that earlier studies, such as that by Skempton and Golder (1948), used unconfined compressive strengths obtained from samples of small diameter. These conditions would tend to underestimate the in situ shear strength because of sample disturbance. By comparison, the study by Duncan and Buchignani (1973) used large-diameter samples and unconsolidated-undrained triaxial tests. The computed safety factor was 1.17 for the slope that failed. Various factors that could affect the strength were estimated, and the difference between observed strength and that measured in triaxial tests was attributed to the difference in strain rate. In cases reported by Ladd and Focht (1974), strength anisotropy was accounted for by performing triaxial compression and extension tests and direct simple shear tests. Hence, errors of different nature and magnitude are involved in the estimates of undrained shear strength in the different case histories.

Soft clays may also develop high pore pressures under cyclic loading (Thiers and Seed 1969). Sangrey et al. (1969) showed that a yield surface in effective stress space exists for cyclic stresses. When cyclic stresses reach the yield surface, large strains develop. Measurement and evaluation of strength losses due to complex states of static and cyclic stresses were described by Andersen et al. (1988).

5.3 Heavily Overconsolidated Clays

Most heavily overconsolidated clays show strain softening in their stress-strain curves (Figure 12-3, Curve A). The peak strengths of a series of heavily overconsolidated clay specimens give an effective stress failure envelope shown by Curve A in Figure 12-11(a). The failure envelope is approximately a straight line and if extrapolated to the axis at \( \sigma' = 0 \) gives a cohesion intercept \( (c') \). Laboratory tests should be performed using normal stresses that are close to the normal stresses in the field because research has shown that the failure envelope for the peak strength of heavily overconsolidated clays is curved in the low-stress region and passes through the origin.

When loaded in the drained condition, a heavily overconsolidated clay will absorb water, and the absorbed water leads to a softening of the clay. The water content will increase significantly as the strength is reduced to the fully softened strength [Figure 12-11(b)]. The failure envelope for fully softened strength is shown as Curve B in Figure 12-11(a). The fully softened strength is close to the strength of the same soil in the normally consolidated condition. The strain necessary to develop fully softened strength in a heavily overconsolidated clay varies from one soil to another, but is at least 10 percent.

When much larger shear displacements take place within a narrow zone, the clay particles become oriented along the direction of shear, and a polished surface, or slickenside, forms. In natural slopes, slickensides may be developed along rupture surfaces of old landslides, bedding surfaces, or zones of deformation caused by tectonic forces. Along these surfaces the shear strength may approach the residual strength. The failure envelope, Curve C in Figure 12-11(a), is a line passing through the origin, and the residual angle of internal friction is \( \phi' \). Results of laboratory direct-shear tests indicate that \( \phi' \) is dependent on soil miner-
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5.4 Very Sensitive Soils

Sensitivity is defined as the ratio of the peak undrained shear strength to the undrained shear strength of the same soil after remolding at constant water content. Causes of clay sensitivity were reviewed by Mitchell and Houston (1969). The most dramatic landslides in sensitive soils occur in...
Pleistocene marine clays in the Scandinavian countries and in the St. Lawrence River valley of eastern North America. High sensitivity is found in soils that have been subjected to leaching or natural cementation.

Effective stress failure envelopes for sensitive clays differ from those for soft saturated clays, described in Section 5.2. A sensitive clay, consolidated under the \( K_o \) condition, has a yield surface \( Y_o \) as shown in Figure 12-13. When the stress path for a point reaches the yield curve, such as at Point \( P \), the soil structure is destroyed. Then high excess pore pressures are produced, and the shear strength decreases to Point \( C \) on the failure envelope for large strains (Tavenas and Leroueil 1977), which corresponds to the critical state (Schofield and Wroth 1968). In the design of slopes in these soils, it is necessary to keep the stresses within the yield curve. Evaluation of slope stability in very sensitive clays is described in Chapter 24.

5.5 Residual Soil and Colluvium

The weathering of rock produces residual soil. In the initial stages of weathering, coarse rock fragments are produced; the ultimate product of weathering is clay. Between these extremes is a soil composed of a mixture of grain sizes. On flat topography residual soil remains where formed. On slopes the weathered material, composed of soil and rock debris, may move down the face of the slope under the force of gravity. The deposit formed by this process is called colluvium. Residual soils have a wide range of properties depending on the parent material and the degree of weathering (Deere and Patton 1971; Mitchell and Sitar 1982).

Residual soils frequently exist in the partially saturated state. Some residual soils have high porosity and high permeability. Large changes in moisture content may occur with dry and wet seasons. The shear strength in terms of total stress has been found to be strongly influenced by the moisture content (Foss 1977; O’Rourke and Crespo 1988). Data on shear strength parameters \( c' \), \( \phi' \), and \( \phi'' \) are scarce. Tests by Ho and Fredlund (1982) showed that the component \( c' + (u_w - u_a) \tan \phi'' \) in Equation 12.5 decreases rapidly with decreasing suction, and \( c' \) is generally small at saturation. On the other hand, residual soils that are composed of a mineral skeleton held together by cementation may have an undrained shear strength that is unaffected by the water content. Such soils may show appreciable strength in spite of high water content and high porosity (Wallace 1973).

Colluvium presents some particular problems. The extremely heterogeneous nature of the material makes sampling and testing difficult. Results of tests on the finer matrix are likely to underestimate the shear strength.

Failure of slopes on residual soils and colluvium most frequently occurs during wet periods when there is an increase in moisture content and a decrease in suction. Stability of slopes may be determined by means of effective stress analysis and \( c', \phi', \) and \( \phi'' \). It is necessary to estimate the suction \( u_w - u_a \) (Anderson and Pope 1984). In many cases in situ measurement of suction is necessary (Brand 1982; Krahn et al. 1989). If the soil is likely to be saturated, an effective stress analysis for the saturated condition provides a conservative estimate of the stability. If a total stress analysis is used, it is necessary to estimate the strength that corresponds to the in situ moisture content.
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Landslides: Investigation and Mitigation


Analyses of slopes can be divided into two categories: those used to evaluate the stability of slopes and those used to estimate slope movement. Although stability and movement are closely related, two different and distinct types of analyses are almost always used to evaluate them.

1. INTRODUCTION

Stability of slopes is usually analyzed by methods of limit equilibrium. These analyses require information about the strength of the soil, but do not require information about its stress-strain behavior. They provide no information about the magnitude of movements of the slope.

Movements of slopes are usually analyzed by the finite-element method. Understanding the stress-strain behavior of the soils is required for these analyses, and information regarding the strengths of the soils may also be required. Although these methods define movements and stresses throughout the slope, they do not provide a direct measure of stability, such as the factor of safety calculated by limit equilibrium analyses.

The focus in this chapter is on soil slopes and mechanisms involving shear failure within the soil mass. The methods described are applicable to landslides in weak rocks, where the location of the rupture surface is not controlled by existing discontinuities within the mass (see also Chapter 21). Analyses of slopes in strong rock, where instability mechanisms are controlled by existing discontinuities, are described in Chapter 15. Techniques for evaluating rock strength are discussed in Chapter 14, and those for evaluating soil strength are discussed in Chapter 12.

Limit equilibrium and finite-element analyses are described in subsequent sections of this chapter. Methods that are useful for practical purposes are emphasized, and their uses are illustrated by examples.

2. MECHANICS OF LIMIT EQUILIBRIUM ANALYSES

In limit equilibrium techniques, slope stability is analyzed by first computing the factor of safety. This value must be determined for the surface that is most likely to fail by sliding, the so-called critical slip surface. Iterative procedures are used, each involving the selection of a potential sliding mass, subdivision of this mass into a series of slices, and consideration of the equilibrium of each of these slices by one of several possible computational methods. These methods have varying degrees of computational accuracy depending on the suitability of the underlying simplifying assumptions for the situation being analyzed.

2.1 Factor of Safety

The factor of safety is defined as the ratio of the shear strength divided by the shear stress required for equilibrium of the slope:
\[ F = \frac{\text{shear strength}}{\text{shear stress required for equilibrium}} \quad (13.1) \]

which can be expressed as
\[ F = \frac{c + \sigma \tan \phi}{\tau_{\text{eq}}} \quad (13.2) \]

in which
- \( F \) = factor of safety,
- \( c \) = cohesion intercept on Mohr-Coulomb strength diagram,
- \( \phi \) = angle of internal friction of soil,
- \( \sigma \) = normal stress on slip surface, and
- \( \tau_{\text{eq}} \) = shear stress required for equilibrium.

The cohesive and frictional components of strength (\( c \) and \( \phi \)) are defined in Chapter 12.

The factor of safety defined by Equations 13.1 and 13.2 is an overall measure of the amount by which the strength of the soil would have to fail short of the values described by \( c \) and \( \phi \) in order for the slope to fail. This strength-related definition of \( F \) is well suited for practical purposes because soil strength is usually the parameter that is most difficult to evaluate, and it usually involves considerable uncertainty.

In discussing equilibrium methods of analysis, it is sometimes said that the factor of safety is assumed to have the same value at all points on the slip surface. It is unlikely that this would ever be true for a real slope. Because the assumption is unlikely to be true, describing this assumption as one of the fundamental premises of limit equilibrium methods seems to cast doubt on their practicality and reliability. It is therefore important to understand that Equation 13.1 defines \( F \), and it does not involve the assumption that \( F \) is the same at all points along the slip surface for a slope not at failure. Rather, \( F \) is the numerical answer to the question, By what factor would the strength have to be reduced to bring the slope to failure by sliding along a particular potential slip surface? The answer to this question can be determined reliably by limit equilibrium methods and is of considerable practical value.

To calculate a value of \( F \) as described above, a potential slip surface must be described. The slip surface is a mechanical idealization of the surface of rupture (see Chapter 3, Section 3.1 and Table 3-3). In general, each potential slip surface results in a different value of \( F \). The smaller the value of \( F \) (the smaller the ratio of shear strength to shear stress required for equilibrium), the more likely failure is to occur by sliding along that surface. Of all possible slip surfaces, the one where sliding is most likely to occur is the one with the minimum value of \( F \). This is the critical slip surface.

To evaluate the stability of a slope by limit equilibrium methods, it is necessary to perform calculations for a considerable number of possible slip surfaces in order to determine the location of the critical slip surface and the corresponding minimum value of \( F \). This process is described as searching for the critical slip surface. It is an essential part of slope stability analyses.

2.2 Equations and Unknowns

All of the practically useful methods of analysis are methods of slices, so called because they subdivide the potential sliding mass into slices for purposes of analysis. Usually the slice boundaries are vertical, as shown in Figure 13-1. Two useful simplifications are achieved by subdividing the mass into slices:

1. The base of each slice passes through only one type of material, and
2. The slices are narrow enough that the segments of the slip surface at the base of each slice can be accurately represented by a straight line.

The equilibrium conditions can be considered slice by slice. If a condition of equilibrium is sat-
isfied for each and every slice, it is also satisfied for the entire mass. The forces on a slice are shown in Figure 13-2.

The number of equations of equilibrium available depends on the number of slices (N) and the number of equilibrium conditions that are used. As shown in Table 13-1, the number of equations available is 2N if only force equilibrium is to be satisfied and 3N if both force and moment equilibria are to be satisfied. If only force equilibrium is satisfied, the number of unknowns is 3N – 1. If both force and moment equilibria are satisfied, the number of unknowns is 5N – 2. In the special case in which N = 1, the problem is statically determinate, and the number of equilibrium equations is equal to the number of unknowns. To represent a slip surface with realistic shapes, it is usually necessary to use 10 to 40 slices, and the number of unknowns therefore exceeds the number of equations. The excess of unknowns over equations is N – 1 for force equilibrium analyses and 2N – 2 for analyses that satisfy all conditions of equilibrium. Thus, such problems are statically indeterminate, and assumptions are required to make up the imbalance between equations and unknowns.

2.3 Characteristics of Methods

The various methods of limit equilibrium analysis differ from each other in two regards:

Table 13-1
Equations and Unknowns in Limit Equilibrium Analysis of Slope Stability

<table>
<thead>
<tr>
<th>EQUATIONS</th>
<th>UNKNOWNS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Methods That Satisfy Only Force Equilibrium</strong></td>
<td></td>
</tr>
<tr>
<td>N = horizontal equilibrium</td>
<td>N = normal forces on bases of slices</td>
</tr>
<tr>
<td>N = vertical equilibrium</td>
<td>N – 1 = side forces</td>
</tr>
<tr>
<td>2N total equations</td>
<td>N – 1 = side force angles, ( \theta )</td>
</tr>
<tr>
<td>3N total unknowns</td>
<td>1 = factor of safety</td>
</tr>
</tbody>
</table>

| **Methods That Satisfy Both Force and Moment Equilibria** | |
| N = horizontal equilibrium | N = normal forces on bases of slices |
| N = vertical equilibrium | N = locations of normal forces on bases |
| N = moment equilibrium | N – 1 = side forces |
| 3N total equations | N – 1 = side force angles, \( \theta \) |
| 5N – 2 total unknowns | N – 1 = locations of side forces on slices |
| 1 = factor of safety | |

FIGURE 13-2
Forces on slice \( i \).
These methods therefore involve fewer equations and unknowns than those shown in Table 13-1. The characteristics of various practically used methods with regard to the conditions of equilibrium that they satisfy, the assumptions they involve, and their computational accuracies are summarized in Table 13-2.

2.4 Computational Accuracy

"Computational accuracy" here refers to the inherent accuracy with which the various methods handle the mechanics of slope stability and the limitations on accuracy that result from the fact that the equations of equilibrium are too few to solve for the factor of safety without using assumptions. The computational accuracy involves only the accuracy with which the shear stress required for equilibrium \( (\tau_m) \) and the normal stress \( \sigma \) can be evaluated. Computational accuracy is thus distinct from overall accuracy, which involves also the accuracy with which site conditions and shear strengths can be evaluated. By separating issues that determine computational accuracy from the other issues, it is possible to answer the following important questions:

1. Do any of the various limit equilibrium methods provide accurate values of \( F \), and
2. How are the values of \( F \) affected by the assumptions involved in the various methods?

<table>
<thead>
<tr>
<th>Table 13-2</th>
<th>Characteristics of Commonly Used Methods of Limit Equilibrium Analysis for Slope Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Method</strong></td>
<td><strong>LIMITATIONS, ASSUMPTIONS, AND EQUILIBRIUM CONDITIONS SATISFIED</strong></td>
</tr>
<tr>
<td>Ordinary method of slices (Fellenius 1927)</td>
<td>Factors of safety low—very inaccurate for flat slopes with high pore pressures; only for circular slip surfaces; assumes that normal force on the base of each slice is ( W \cos \alpha ); one equation (moment equilibrium of entire mass), one unknown (factor of safety)</td>
</tr>
<tr>
<td>Bishop's modified method (Bishop 1955)</td>
<td>Accurate method; only for circular slip surfaces; satisfies vertical equilibrium and overall moment equilibrium; assumes side forces on slices are horizontal; ( N+1 ) equations and unknowns</td>
</tr>
<tr>
<td>Force equilibrium methods (Section 6.1.3)</td>
<td>Satisfy force equilibrium; applicable to any shape of slip surface; assume side force inclinations, which may be the same for all slices or may vary from slice to slice; small side force inclinations result in values of ( F ) less than calculated using methods that satisfy all conditions of equilibrium; large inclinations result in values of ( F ) higher than calculated using methods that satisfy all conditions of equilibrium; ( 2N ) equations and unknowns</td>
</tr>
<tr>
<td>Janbu's simplified method (Janbu 1968)</td>
<td>Force equilibrium method; applicable to any shape of slip surface; assumes side forces are horizontal (same for all slices); factors of safety are usually considerably lower than calculated using methods that satisfy all conditions of equilibrium; ( 2N ) equations and unknowns</td>
</tr>
<tr>
<td>Modified Swedish method (U.S. Army Corps of Engineers 1970)</td>
<td>Force equilibrium method, applicable to any shape of slip surface; assumes side force inclinations are equal to the inclination of the slope (same for all slices); factors of safety are often considerably higher than calculated using methods that satisfy all conditions of equilibrium; ( 2N ) equations and unknowns</td>
</tr>
<tr>
<td>Lowe and Karafiath's method (Lowe and Karafiath 1960)</td>
<td>Generally most accurate of the force equilibrium methods; applicable to any shape of slip surface; assumes side force inclinations are average of slope surface and slip surface (varying from slice to slice); satisfies vertical and horizontal force equilibrium; ( 2N ) equations and unknowns</td>
</tr>
<tr>
<td>Janbu's generalized procedure of slices (Janbu 1968)</td>
<td>Satisfies all conditions of equilibrium; applicable to any shape of slip surface; assumes heights of side forces above base of slice (varying from slice to slice); more frequent numerical convergence problems than some other methods; accurate method; ( 3N ) equations and unknowns</td>
</tr>
<tr>
<td>Spencer's method (Spencer 1967)</td>
<td>Satisfies all conditions of equilibrium; applicable to any shape of slip surface; assumes that inclinations of side forces are the same for every slice; side force inclination is calculated in the process of solution so that all conditions of equilibrium are satisfied; accurate method; ( 3N ) equations and unknowns</td>
</tr>
<tr>
<td>Morgenstern and Price's method (Morgenstern and Price 1965)</td>
<td>Satisfies all conditions of equilibrium; applicable to any shape of slip surface; assumes that inclinations of side forces follow a prescribed pattern, called ( f(x) ); side force inclinations can be the same or can vary from slice to slice; side force inclinations are calculated in the process of solution so that all conditions of equilibrium are satisfied; accurate method; ( 3N ) equations and unknowns</td>
</tr>
<tr>
<td>Sarma's method (Sarma 1973)</td>
<td>Satisfies all conditions of equilibrium; applicable to any shape of slip surface; assumes that magnitudes of vertical side forces follow prescribed patterns; calculates horizontal acceleration for barely stable equilibrium; by prefactoring strengths and iterating to find the value of the prefactor that results in zero horizontal acceleration for barely stable equilibrium, the value of the conventional factor of safety can be determined; ( 3N ) equations, ( 3N ) unknowns</td>
</tr>
</tbody>
</table>
Studies of computational accuracy have shown the following:

1. If the method of analysis satisfies all conditions of equilibrium, the factor of safety will be accurate within ±6 percent. This conclusion is based on the finding that factors of safety calculated using methods that satisfy all conditions of equilibrium never differ by more than 12 percent from each other or ±6 percent from a central value as long as the methods involve reasonable assumptions. The methods of Morgenstem and Price (1965), Spencer (1967), and Sarma (1973) and the generalized procedure of slices (GPS) (Janbu 1968) satisfy all conditions of equilibrium and involve reasonable assumptions. Studies have shown that values of $F$ calculated using these methods differ by no more than 6 percent from values calculated using the log spiral method and the finite-element method, which satisfy all conditions of equilibrium but are not methods of slices.

2. Bishop's modified method is a special case. Although it does not satisfy all conditions of equilibrium, it is as accurate as methods that do. It is limited to circular slip surfaces.

3. No matter what method of analysis is used, it is essential to perform a thorough search for the critical slip surface to ensure that the minimum factor of safety has been calculated.

### 2.5 Checking Accuracy of Analyses

When slope stability analyses are performed, it is desirable to have an independent check of the results as a guard against mistakes. Unfortunately, computations using methods that satisfy all conditions of equilibrium are lengthy and complex, too involved for hand calculation. It is therefore more practical to use other, simpler types of analyses that can be performed by hand to check computer analyses.

When analyses are performed using circular slip surfaces, the factor of safety for the critical circle can be checked approximately by using the ordinary method of slices or Bishop's modified method. The ordinary method of slices gives values of $F$ that are lower than values calculated by more accurate methods. For total stress analyses the difference is seldom more than 10 percent, but it may reach 50 percent for effective stress analyses under conditions involving high pore pressures. Bishop's modified method, only slightly more time-consuming than the ordinary method of slices, is as accurate as the methods that satisfy all conditions of equilibrium.

Charts provide a simple and effective means of checking slope stability analyses. Although approximations and simplifications are always necessary when charts are used, it is usually possible to calculate the factor of safety with sufficient accuracy to afford a useful check on the results of more detailed analyses. It is also useful to perform chart analyses before detailed computer analyses in order to get the best possible understanding of the problem.

When analyses are performed using noncircular slip surfaces, the results can be checked by hand for the critical slip surface using force equilibrium analyses. If Spencer's method is used for the computer analyses, the results for the critical slip surface can be checked by hand using force equilibrium analyses with the same side force inclination. If Morgenstem and Price's method or Janbu's GPS is used for the computer analyses, the force equilibrium hand calculations can be performed using an average side force inclination determined from the computer analyses.

Another means of checking computer analyses of slope stability is to perform independent analyses using another computer program and completely separate input. It is always desirable to have a different person perform the check analyses to make them as independent as possible.

### 3. DRAINED AND UNDRAINED CONDITIONS

Slope failures may occur under drained or undrained conditions in the soils that make up the slope. If instability is caused by changes in loading, such as removal of material from the bottom of the slope or increase in loads at the top, soils that have low values of permeability may not have time to drain during the length of time in which the loads are changed; thus they may contain unequilized excess pore pressures leading to slope failure. In that case, these low-permeability soils are said to be undrained. Under the same rates of loading, soils with higher permeabilities may have time to drain and will have no significant excess pore pressures.

One of the most important determinations needed for slope stability analyses is that of the
drainage conditions in the various soils that form the slope. A rational way of making this determination is to calculate the value of the dimensionless time factor $T$ using the following equation:

$$T = \frac{C_v t}{D^2}$$

where

- $T$ = dimensionless time factor,
- $C_v$ = coefficient of consolidation (length squared per unit of time),
- $t$ = time for drainage to occur (units of time), and
- $D$ = length of drainage path (units of length).

$D$ is the distance water would have to flow to drain from the soil zone. Usually $D$ is defined as half the thickness of the soil layer or zone. If the soil zone is drained on only one side, $D$ is equal to the thickness of the zone.

If the value of $T$ is 3.0 or more, the soil zone will drain as rapidly as the loads are applied, and the soil within the zone can be treated as fully drained in the analysis. If the value of $T$ is 0.01 or less, very little drainage will occur during the loading period, and the soil within the zone can be treated as completely undrained in the analysis. If the value of $T$ is between 0.01 and 3.0, partial drainage will occur during the period of time when the loads are changing. In that case both drained and undrained conditions should be analyzed to bound the problem.

For normal rates of loading, involving weeks or months, soils with permeabilities greater than $10^4$ cm/sec are usually drained, and soils with permeabilities less than $10^7$ cm/sec are usually undrained. Silts, which have permeabilities between $10^4$ and $10^7$ cm/sec, are often partially drained.

If instability in a slope is caused by increasing pore-water pressures within the slope, failure occurs under drained conditions by definition because adjustment of internal pore pressures in equilibrium with the flow boundary conditions is drainage. Changes in internal water pressures are often the cause of instability in natural slopes, where landslides almost always occur during wet periods. Such problems should be analyzed as drained conditions.

**4. TOTAL STRESS AND EFFECTIVE STRESS ANALYSES**

Stability of slopes can be analyzed using either effective stress or total stress methods:

- In effective stress analyses the shear strength of the soil is related to the effective normal stress on the potential slip surface by means of effective stress shear strength parameters. Pore pressures within the soil must be known and are part of the information required for analysis.
- In total stress analyses the shear strength of the soil is related to the total normal stress on the potential slip surface by means of total stress shear strength parameters. Pore pressures within the soil mass need not be known and are not required as input for analysis.

In principle, it is always possible to analyze stability by using effective stress methods because the strengths of soils are governed by effective stresses under both undrained and drained conditions. In practice, however, it is virtually impossible to determine accurately what excess pore pressures will result from changes in external loading on a slope (excavation, fill placement, or change in external water level). Because the excess pore pressures for these loading conditions cannot be estimated accurately, it is not possible to perform accurate analyses of stability for these conditions using effective stress procedures.

Total stress analyses for soils that do not drain during the loading period involve a simple principle: if an element of soil in the laboratory (a laboratory test specimen) is subjected to the same changes in stress under undrained conditions as an element of the same soil would experience in the field, the same excess pore pressures will develop. Thus, if the total stresses in the laboratory and the field are the same, the effective stresses will also be the same. Because soil strength is controlled by effective stresses, the strength measured in laboratory tests should be the same as the strength in the field if the pore pressures and total stresses are also the same. Thus, under undrained conditions, strengths can be related to total stresses, obviating the need to specify undrained excess pore pressures.

Although the principle outlined in the preceding paragraph is reasonably simple, experience has shown that many factors influence the pore pressures that develop under undrained loading. These factors include degree of saturation, density, stress history of the soil, rate of loading, and the magnitudes and orientations of the applied stresses. As a result, determining total stress-related undrained strengths by means of laboratory or in situ testing
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is not a simple matter; considerable attention to detail is required if reliable results are to be achieved. Shear strengths for use in undrained total stress analyses must be measured using test specimens and loading conditions that closely duplicate the conditions in the field. Still, using total stress procedures for analysis of undrained conditions is more straightforward and more reliable than trying to predict undrained excess pore pressures for use in effective stress analyses of undrained conditions.

If a slope consists of soils of widely differing permeabilities, it is possible that the more permeable soils would be drained whereas the less permeable soils would be undrained. In such cases it is logical and permissible in the same analysis to treat the drained soils in terms of effective stresses and the undrained soils in terms of total stresses.

4.1 Shear Strengths

Shear strengths for use in drained effective stress analyses can be measured in two ways:

1. In laboratory or field tests in which loads are applied slowly enough so that the soil is drained (there are no excess pore pressures) at failure, or
2. In laboratory tests such as consolidated-undrained (C-U) laboratory triaxial tests in which pore pressures are measured and the effective stresses at failure can be determined.

Effective stress strength envelopes determined using these two methods have been found to be, for all practical purposes, the same (Bishop and Bjerrum 1960).

Studies by Skempton and his colleagues (Skempton 1970, 1977, 1985) showed that peak drained strengths of stiff, overconsolidated clays determined in laboratory tests are larger than the drained strengths that can be mobilized in the field over a long period of time. Skempton recommended the use of “fully softened” strengths for stiff clays in which there has been no previous sliding. The fully softened strength is measured by remolding the clay in the laboratory at a water content near the liquid limit, reconsolidating it in the laboratory, and measuring its strength in a normally consolidated condition.

Once sliding has occurred in a clay, the clay particles become reoriented parallel to the slip surface, and the strength decreases progressively as sliding displacement occurs, eventually reaching a low residual value. Residual shear strengths should be used to analyze clay slopes in which slope failure by sliding has already occurred (Skempton 1970, 1977, 1985).

Morgenstern (1992) and others have pointed out that drained shear may cause structural collapse in certain sensitive or structured soils, resulting in development of excess pore pressures at a rate that is so rapid that drainage cannot occur. As a result, it is not possible to mobilize the full effective stress shearing resistance under drained conditions. These difficult soils (loose sands and sensitive and highly structured clays) deserve special attention (see Chapter 24 for sensitive clays).

For soils that are partly saturated, such as compacted clays or naturally occurring clayey soils from above the water table, undrained strengths should be measured using unconsolidated-undrained tests on specimens with the same void ratio and the same degree of saturation as the soil in the field. The undrained strength envelope for such soils is curved, and as a result the values of total stress c and \( \phi \) from such tests are not unique. It is important therefore to use a range of confining pressures in the laboratory tests that corresponds to the range of pressures to which the soil is subjected in the field and to select values of c and \( \phi \) that provide a reasonable representation of the strength of the soil in this pressure range. Alternatively, with some slope stability computer programs, it is possible to use a nonlinear strength envelope, represented by a series of points, without reference to c and \( \phi \).

For soils that are completely saturated, the undrained friction angle is zero (\( \phi = 0 \)). Undrained strengths for saturated soils can be determined from unconsolidated-undrained tests or from C-U tests by the Stress History and Normalized Soil Engineering Properties (SHANSEP) procedure (Ladd and Foott 1974).

Unconsolidated-undrained tests are performed on undisturbed test specimens from the field. These tests define the undrained strength of the soil in the field at the time and location where the samples were obtained, provided that the samples are undisturbed. Although some procedures provide samples that are called “undisturbed,” no sample is completely free of disturbance effects. For saturated clays, these effects usually cause the undrained strengths measured in laboratory tests to be smaller.
than the undrained strength in the field. As a result, unconsolidated-undrained triaxial tests usually give conservative values of undrained strengths.

Ladd and Foott (1974) and others have shown that the effects of disturbance on undrained strength can be compensated for by consolidating clay specimens to higher pressures in the laboratory. Because consolidation to higher pressures produces higher undrained shear strengths, the strengths measured using C-U tests are not directly applicable to field conditions. Ladd and Foott described procedures for determining values of \( S_j/p \) (the ratio of undrained strength divided by consolidation pressure) from such tests. The undrained strength in the field is estimated by multiplying the value of \( S_j/p \) by the field consolidation pressure. The same procedure can be used to estimate current undrained strengths (using current consolidation pressures) or future undrained strengths (using consolidation pressures estimated for some future condition by means of consolidation analysis).

C-U tests should not be used to determine values of \( c \) and \( \phi \) from "total stress" Mohr-Coulomb strength envelopes for use in total stress analyses. This procedure is not valid because the normal stresses used to plot the Mohr's circles of stress at failure are not valid total stresses. These stress circles are plotted using the effective stress at the time of consolidation plus the deviator stress at failure. This procedure is not consistent. The method described by Ladd and Foott avoids the inconsistencies of this method by relating undrained strengths measured in C-U tests to consolidation pressure without the use of \( c \)- and \( \phi \)-values. The values of undrained strength \( (S_u) \), determined as recommended by Ladd and Foott, are combined with \( \phi_u = 0 \), the correct undrained friction angle for saturated materials.

4.2 Unit Weights and Water Pressures

The primary requirement in slope stability analyses is to satisfy equilibrium in terms of total stresses. This is true whether the analysis is an effective stress analysis (in which shear strengths are related to effective stresses) or a total stress analysis (in which shear strengths are related to total stresses). In either case total stress is the prime variable in terms of the fundamental mechanics of the problem because a correct evaluation of equilibrium conditions must include both earth and water forces.

For analyses in terms of effective stress, pore pressures are subtracted from total stresses on the base of each slice to determine the values of effective stress, to which the soil strengths are related. For total stress analyses, it is not necessary to subtract pore pressures because the strengths are related to the total stresses.

Slope stability problems can be correctly formulated so that equilibrium is satisfied in terms of total stresses by using total unit weights and external boundary water pressures. Total unit weights are moist unit weights above the water table and saturated unit weights below the water table. When water pressures act on submerged external slope boundaries, these pressures are a component of total stress, and they must be included for correct evaluation of equilibrium in terms of total stresses.

For hydrostatic (no-flow) water conditions, it is possible to perform effective stress analyses by using buoyant unit weights below the water table and ignoring external boundary water pressures and internal pore pressures. Effective stress analyses of nonhydrostatic conditions can be performed in a similar way if seepage forces are also included. These procedures are not as straightforward as using total unit weights and boundary water pressures, however. They involve essentially the same amount of effort in calculation for hydrostatic conditions and much more calculation when seepage forces have to be evaluated. Thus, these procedures are not useful except for one purpose. Using buoyant unit weights and excluding external boundary water pressures and pore pressures for a hydrostatic condition afford a means of checking some of the functions of a computer program.

5. SLOPE STABILITY CHARTS

The accuracy of charts for slope stability analyses is usually at least as good as the accuracy with which shear strengths can be evaluated. Chart analyses can be accomplished in a few minutes, even when shear strengths and unit weights are carefully averaged to achieve the best possible accuracy. Charts thus provide a rapid and potentially very useful means for slope stability analyses. They can be used to good advantage to perform preliminary analyses, to check detailed analyses, and often to make complete analyses.
5.1 Averaging Slope Profile, Shear Strengths, and Unit Weights

For simplicity, charts are developed for simple homogeneous slopes. To apply them to real conditions, it is necessary to approximate the real slope with an equivalent simple and homogeneous slope.

The most effective method of developing a simple slope profile for chart analysis is to begin with a cross section of the slope drawn to scale. On this cross section, using judgment, the engineer draws a geometrically simple slope that approximates the real slope as closely as possible.

To average the shear strengths for chart analysis, it is useful to know, at least approximately, the location of the critical slip surface. The charts contained in the following sections of this chapter provide a means of estimating the position of the critical circle. Average strength values are calculated by drawing the critical circle, determined from the charts, on the slope. Then the central angle of arc subtended within each layer or zone of soil is measured with a protractor. The central angles are used as weighting factors to calculate weighted average strength parameters, \( c_{avg} \) and \( \phi_{avg} \):

\[
\begin{align*}
  c_{avg} &= \frac{\sum \delta_i c_i}{\sum \delta_i} \quad (13.4) \\
  \phi_{avg} &= \frac{\sum \delta_i \phi_i}{\sum \delta_i} \quad (13.5)
\end{align*}
\]

where
- \( c_{avg} \) = average cohesion (stress units);
- \( \phi_{avg} \) = average angle of internal friction (degrees);
- \( \delta_i \) = central angle of arc, measured around the center of the estimated critical circle, within zone \( i \) (degrees);
- \( c_i \) = cohesion in zone \( i \) (stress units); and
- \( \phi_i \) = angle of internal friction in zone \( i \).

The one condition in which it is preferable not to use these straightforward averaging procedures is the case in which an embankment overlies a weak foundation of saturated clay, with \( \phi = 0 \). Straightforward averaging in such a case would lead to a small value of \( \phi_{avg} \) (perhaps 2 to 5 degrees), and with \( \phi_{avg} > 0 \), it would be necessary to use a chart like the one in Figure 13-6, which is based entirely on circles that pass through the toe of the slope, often not critical for embankments on weak saturated clays. With \( \phi = 0 \) foundation soils, the critical circle usually goes as deep as possible in the foundation, passing below the toe of the slope. In these cases it is better to approximate the embankment as a \( \phi = 0 \) soil and to use a \( \phi = 0 \) chart of the type shown in Figure 13-3. The equivalent \( \phi = 0 \) strength of the embankment soil can be estimated by calculating the average normal stress on the part of the slip surface within the embankment (one-half the average vertical stress is usually a reasonable approximation) and determining the corresponding shear strength at that point on the shear strength envelope for the embankment soil. This value of strength is treated as a value of \( S_u \) for the embankment, with \( \phi = 0 \). The average value of \( S_u \) is then calculated for both the embankment and the foundation using the same averaging procedure as described above:

\[
(S_u)_{avg} = \frac{\sum \delta_i (S_u)_i}{\sum \delta_i} \quad (13.6)
\]

where \( (S_u)_{avg} \) is the average undrained shear strength (in stress units), \( (S_u)_i \) is \( S_u \) in layer \( i \) (in stress units), and \( \delta_i \) is as defined previously. This average value of \( S_u \) is then used, with \( \phi = 0 \), for analysis of the slope.

To average unit weights for use in chart analysis, it is usually sufficient to use layer thickness as a weighting factor, as indicated by the following expression:

\[
\gamma_{avg} = \frac{\sum \gamma_i h_i}{\sum h_i} \quad (13.7)
\]

where
- \( \gamma_{avg} \) = average unit weight (force per length cubed),
- \( \gamma_i \) = unit weight of layer \( i \) (force per length cubed), and
- \( h_i \) = thickness of layer \( i \) (in length units).

Unit weights should be averaged only to the depth of the bottom of the critical circle.

If the material below the toe of the slope is a \( \phi = 0 \) material, the unit weight should be averaged only down to the toe of the slope, since the unit weight of the material below the toe has no effect on stability in this case.

5.2 Soils with \( \phi = 0 \)

Stability charts for slopes in \( \phi = 0 \) soils are shown in Figure 13-3. These charts, as well as the related
ones in Figures 13-4, 13-5, and 13-6, were developed by Janbu (1968).

The coordinates of the center of the critical circle are given by
\[ \begin{align*}
X_0 &= x_0 H \\
Y_0 &= y_0 H
\end{align*} \]  
(13.8)  
(13.9)

where
\[ \begin{align*}
X_0, Y_0 &= \text{coordinates of critical circle center measured from toe of slope}, \\
x_0, y_0 &= \text{dimensionless numbers determined from charts at bottom of Figure 13-3, and} \\
H &= \text{height of slope}.
\end{align*} \]
FIGURE 13-4
Correction factors for slope stability charts for $\phi = 0$ and $\phi > 0$ soils for cases with surcharge, submergence, or seepage (modified from Janbu 1968).

**Correction Factors for Surcharge**

- **Key Sketch**

  

  ![Key Sketch](chart1)

- **a)**

  ![Correction Factors for Surcharge](chart2)

  - $\beta = 0^\circ$
  - $d = \infty$

  - Factor $\mu_q$
  - Ratio $q/\gamma H$

- **b)**

  ![Correction Factors for Surcharge](chart3)

  - $\beta = 0^\circ$
  - $d = \infty$

  - Factor $\mu_q$
  - Ratio $q/\gamma H$

**Correction Factors for Submergence ($\mu_w$) and Seepage ($\mu'_w$)**

- **Key Sketches**

  

  ![Key Sketches](chart4)

- **c)**

  ![Correction Factors for Submergence](chart5)

  - $\beta = 0^\circ$
  - $d = \infty$

  - Factor $\mu_w$ and $\mu'_w$
  - Ration $H_w/H$ and $H'_w/H$

- **d)**

  ![Correction Factors for Seepage](chart6)

  - $\beta = 0^\circ$
  - $d = \infty$

  - Factor $\mu_w$ and $\mu'_w$
  - Ration $H_w/H$ and $H'_w/H$
FIGURE 13-5
Correction factors for slope stability charts for $\phi = 0$ and $\phi > 0$ soils for cases with tension cracks (modified from Janbu 1968).

**Correction Factor for Tension Crack**

*No Hydrostatic Pressure in Crack*

![Graphs showing correction factors for tension crack with no hydrostatic pressure in crack.](image)

- **Key Sketch**
  - Tension cracks
  - Firm Base

- **Graphs**
  - (a) $\beta = 0^\circ$
  - (b) $d = \infty$

**Correction Factor for Tension Crack**

*Full Hydrostatic Pressure for Crack*

![Graphs showing correction factors for tension crack with full hydrostatic pressure.](image)

- **Key Sketch**
  - Tension cracks
  - Firm Base

- **Graphs**
  - (c) $\beta = 0^\circ$
  - (d) $d = \infty$
The radius of the critical circle is determined by the position of the center of the circle and the fact that the circle is tangent to a horizontal plane at depth $D$ below the bottom of the slope. Using the chart in Figure 13-3, it is possible to calculate factors of safety for a range of depths ($D$) to determine which is most critical. If the value of $S_u$ in the foundation does not vary with depth, the critical circle will extend as deep as possible, and only a circle extending through the full depth of the clay layer need be analyzed. If the strength of the foundation clay increases with depth, the critical circle may or may not extend to the base of the layer, and it is necessary to examine various depths to determine which is most critical.

The upper part of Figure 13-3 gives values of the stability number, $N_o$, which is related to the factor of safety by the expression

$$ F = N_o \frac{c}{P_d} \quad (13.10) $$

where

- $F$ = factor of safety (dimensionless),
- $N_o$ = stability number from Figure 13-3 (dimensionless), and
- $c$ = $S_u$ = undrained shear strength (in stress units).

The value of $P_d$ is given by the expression

$$ P_d = \frac{\gamma H + q - \gamma_w H_w}{\mu_q \mu_w \mu_t} \quad (13.11) $$

where

- $P_d$ = driving force term (in pressure units),
- $\gamma$ = unit weight (force per length cubed),
- $H$ = slope height (length),
- $q$ = surcharge pressure on top of slope (in stress units),
- $\gamma_w$ = unit weight of water (force per length cubed),
- $H_w$ = depth of water outside slope, measured above toe (length),
- $\mu_q$ = surcharge correction factor,
- $\mu_w$ = water pressure correction factor, and
- $\mu_t$ = tension crack correction factor.
The correction factors $\mu_\alpha$, $\mu_\omega$, $\mu_\eta$ are given in Figures 13-4 and 13-5.

5.3 Soils with $\phi > 0$

In most cases for slopes in soils with $\phi > 0$, the critical slip circle passes through the toe of the slope. The stability chart shown in Figure 13-6 is based on the assumption that this is true. The coordinates of the center of the critical toe circle are shown in the chart on the right side of Figure 13-6.

Cohesion values, friction angles, and unit weights are averaged using the procedures described at the beginning of this chapter. The factor of safety is calculated using the expression

$$F = N_{cf} \frac{c}{P_d}$$

(13.12)

where $N_{cf}$ is the stability coefficient from the chart on the left-hand side of Figure 13-6 (dimensionless), $c$ is the average cohesion intercept (in stress units), and $P_d$ is defined by Equation 13.11.

The values of $N_{cf}$ shown in Figure 13-6 are determined by the value of $b = \cot \beta$ and the value of the dimensionless parameter, $\lambda_{\phi}$. The latter is calculated using the expression

$$\lambda_{\phi} = \frac{P \tan \phi}{c}$$

(13.13)

where $c$ and $\tan \phi$ are the average values of cohesion intercept and friction angle. The value of $P$ is defined as

$$P = \frac{\gamma H + q - \gamma_w H'_w}{\mu_\eta H'_w}$$

(13.14)

where $H'_w$ is the effective average water level inside the slope measured above the toe of the slope (in length units), $\mu'_w$ is the seepage correction factor from the lower part of Figure 13-4, and $\gamma, H, q, \gamma_w$, and $\mu_\eta$ are as defined previously.

The value of $H'_w$, somewhat difficult to estimate using judgment, is related to $H_c$, the water level measured below the crest of the slope, as shown in Figure 13-7. When the value of $H'_w$ has been determined by field measurements or seepage analyses, the value of $H'_w$ can be determined using the curve given in Figure 13-7.
5.4 Infinite Slope Analyses

Conditions are sometimes encountered in which a layer of firm soil or rock lies parallel to the surface of the slope at shallow depth. In such conditions the slip surface is constrained to parallel the slope, as shown in Figure 13-8. When such slip surfaces are long compared with their depth, they can be approximated accurately by infinite slope analyses. Such analyses ignore the driving force at the upper end of the slide mass and the resisting force at the lower end. The resisting force is ordinarily greater, and infinite slope analyses are therefore somewhat conservative.

The factor of safety for infinite slope analyses can be expressed as

\[ F = A \frac{\tan \phi'}{\tan \beta} + B \frac{c'}{\gamma H} \]  

(13.15)

where

- \( A, B \) = dimensionless stability coefficients given in Figure 13-8,
- \( \phi', c' \) = effective stress strength parameters for slip surface,
- \( \beta \) = slope angle,
- \( \gamma \) = unit weight of sliding mass (force per length cubed), and

\[ r_u = \frac{X}{T} \frac{\gamma_w}{\gamma} \cos^2 \beta \]

\[ r_u = \frac{\gamma_w}{\gamma} \frac{1}{1 + \tan \beta \tan \phi} \]

---

**FIGURE 13-8**

Stability charts for infinite slopes (modified from Duncan et al. 1987).


\( H \) = depth measured vertically from slope surface to slip surface (in length units).

The charts shown in Figure 13-8 can be used for effective stress or total stress analyses. For effective stress analyses, the pore pressures along the slip surface are characterized by the dimensionless pore-pressure ratio, \( r_u \), as indicated in Figure 13-8. For total stress analyses, \( c \) and \( \phi \) (total stress shear strength parameters) are used instead of \( c' \) and \( \phi' \), and the value of \( r_u \) is equal to zero.

### 5.5 Soils with \( \phi = 0 \) and Strength Increasing with Depth

The undrained shear strengths of normally consolidated clays usually increase with depth. The strength profile for this condition can often be approximated by a straight line, as shown in Figure 13-9. The factor of safety for slopes in such deposits can be expressed as

\[
F = N \frac{c_b}{\gamma (H + H_o)}
\]  

(13.16)

**Steps:**

1. Extrapolate strength profile upward to determine value of \( H_o \), where strength profile intersects
2. Calculate \( M = H_o / H \)
3. Determine stability number \( N \) from chart below
4. Determine \( c_b \) = strength of bottom of slope
5. Calculate \( F = N \frac{c_b}{\gamma (H + H_o)} \)

Use \( \gamma = \gamma_{buoyant} \) for submerged slope

Use \( \gamma = \gamma_m \) for no water outside slope

Use reduced value of \( \gamma \) for partly submerged slope:

\[
\gamma_r = \frac{\gamma H - \gamma_w H_w}{H}
\]

**FIGURE 13-9**

Slope stability charts for \( \phi = 0 \) and strength increasing with depth (modified from Hunter and Schuster 1968).
where

\[ N = \text{dimensionless stability coefficient from Figure 13-9}, \]
\[ c_b = \text{undrained shear strength (S) at elevation of toe of slope (in stress units)}, \]
\[ \gamma = \text{unit weight of soil (force per length cubed)}, \]
\[ H = \text{slope height (length), and} \]
\[ H_0 = \text{height above top of slope where strength profile, projected upward, intersects zero strength (in length units)}. \]

Figure 13-9 can be used to analyze subaerial slopes or slopes that are submerged in water. For subaerial slopes the total (moist or saturated) unit weight is used. For submerged slopes the buoyant unit weight \( \gamma = \gamma_{buo} - \gamma_s \) is used. A reduced value of \( \gamma \), calculated using the following expression, can be used for partly submerged slopes:

\[ \gamma' = \frac{\gamma H - \gamma_{buo} H_0}{H} \]  

(13.17)

where \( \gamma' \) is the value of unit weight reduced for partial submergence, and the other terms are as defined previously.

6. DETAILED ANALYSES

Detailed analyses of slope stability are needed whenever it is necessary to include details of slope configuration, soil property zonation, or shape of the slip surface that cannot be represented in chart analyses. If a computer and slope stability computer program are available, detailed analyses can be performed efficiently, including a thorough search for the critical slip surface. If a computer is not available, detailed analyses can be performed manually using the procedures described in the following section. Even when analyses are performed using a computer, it is good practice to check the factor of safety for the critical slip surface using manual calculations. The U.S. Army Corps of Engineers (1970) requires such calculations for the critical slip surface for all important slope stability analyses.

6.1 Manual Calculations

It is convenient to use a tabular computation form to perform manual calculations of slope stability. Calculations that are well organized are easy to check. In the following sections, tabular computation forms are given for the ordinary method of slices, Bishop’s modified method, and a force equilibrium method with the same side force inclination on all slices.

6.1.1 Ordinary Method of Slices

A tabular form for the ordinary method of slices is presented in Figure 13-10, and example calculations made using this form are given in Figure 13-11. The slope to which the calculations apply is shown in Figure 13-12.

The slice weights in the second column were calculated on the basis of the dimensions of the slices and the unit weights of the soils within them. A simple method of calculating slice weights, shown in Figure 13-12, uses

\[ W = b \Sigma (\gamma_i h_i) \]  

(13.18)

where

\[ W = \text{slice weight (force per unit length)}, \]
\[ b = \text{width of slice (length)}, \]
\[ \gamma_i = \text{unit weight of soil } i \text{ (force per length cubed), and} \]
\[ h_i = \text{height of soil layer } i \text{ where it is subtended by slice (length)}. \]

Values of \( h_i \) are measured at the center of the slice. Equation 13.18 can be applied to triangular as well as quadrilateral slices.

The base length \( l \) and the base angle \( \alpha \) for each slice are measured on a scale drawing of the slope and slip surface. The values of \( c \) and \( \phi \) for each slice correspond to the type of soil at the bottom of the slice, and slices are drawn so that the base of each slice is in only one type of soil. The value of \( u \) for each slice is the average value at the middle of the base. Slices need not be of equal width.

The quantities in the last two columns \( (N_i \text{ and } N_e) \) can be calculated using the tabulated values for each slice. These two columns are summed, and the factor of safety is calculated as shown in the bottom right corner of the computation form (Figure 13-11). For the example shown, the ordinary method of slices factor of safety is 1.43.

6.1.2 Bishop’s Modified Method

A tabular computation form for Bishop’s modified method is shown in Figure 13-13, and calculations
W = weight of slice - kN/m

\( c = \) cohesion intercept - kN/m²

\( \phi = \) friction angle - degrees

\( u = \) pore pressure - kN/m²

\( \alpha = \) angle between base of slice and horizontal - degrees

\( l = \) length of slip surface segments measured along base of slice - m

\( \Sigma = \)

\( N_1 = W \sin \alpha \)

\( N_2 = [W \cos \alpha - ul] \tan \phi + cl \)

\( F = \frac{\Sigma (N_2)}{\Sigma (N_1)} = \)

for the example slope shown in Figure 13-12 are given in Figure 13-14. The first eight columns in the form are the same as those for the ordinary method of slices.

The value of the quantity \( N_2 \) for Bishop's modified method depends on the factor of safety, as shown by the expression for \( N_2 \) at the bottom of the form.

Because \( N_2 \) depends on the factor of safety and the factor of safety also depends on \( N_2 \), it is necessary to use repeated trials to calculate the factor of safety by Bishop's modified method. For this reason, four columns are shown for \( N_2 \), each corresponding to a different value of the assumed factor of safety, \( F_a \). The first value assumed for \( F_a \) was 1.43, the value calculated using the ordinary method of slices; this value is shown at the top of the ninth column (Figure 13-14). Using the resulting values of \( N_2 \) (the values in the ninth column), the value of \( F_c \) (the calculated factor of safety) was found to equal 1.51. When this value was used as \( F_a \), \( F \) was 1.52. When 1.52 was used as the value of \( F_a \), \( F_c \) was also 1.52, indicating that the assumed value was correct and no further iteration was needed.

It can be seen that the value of \( F \) calculated using Bishop's modified method (1.52) is larger than the value calculated using the ordinary method of slices (1.43), as is usually the case. For effective stress analyses with high pore pressures, the difference may be much larger than the 6 percent difference in this case, indicating significant inaccuracy in the ordinary method of slices for effective stress analyses with high pore pressures.
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<table>
<thead>
<tr>
<th>Slice No.</th>
<th>W</th>
<th>l</th>
<th>α</th>
<th>c</th>
<th>φ</th>
<th>u</th>
<th>N1</th>
<th>N2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>112</td>
<td>5.3</td>
<td>-32.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>-60</td>
<td>191</td>
</tr>
<tr>
<td>2</td>
<td>297</td>
<td>4.9</td>
<td>-22.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>-111</td>
<td>177</td>
</tr>
<tr>
<td>3</td>
<td>499</td>
<td>4.7</td>
<td>-13.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>-112</td>
<td>169</td>
</tr>
<tr>
<td>4</td>
<td>726</td>
<td>4.6</td>
<td>-4.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>-51</td>
<td>165</td>
</tr>
<tr>
<td>5</td>
<td>903</td>
<td>4.6</td>
<td>4.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>63</td>
<td>165</td>
</tr>
<tr>
<td>6</td>
<td>1,028</td>
<td>4.7</td>
<td>13.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>231</td>
<td>169</td>
</tr>
<tr>
<td>7</td>
<td>1,003</td>
<td>4.9</td>
<td>22.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>376</td>
<td>177</td>
</tr>
<tr>
<td>8</td>
<td>818</td>
<td>5.3</td>
<td>32.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>433</td>
<td>191</td>
</tr>
<tr>
<td>9</td>
<td>587</td>
<td>6.7</td>
<td>43.0</td>
<td>4.8</td>
<td>35.0</td>
<td>0</td>
<td>400</td>
<td>333</td>
</tr>
<tr>
<td>10</td>
<td>128</td>
<td>5.6</td>
<td>55.0</td>
<td>4.8</td>
<td>35.0</td>
<td>0</td>
<td>105</td>
<td>79</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\[ \sum = \begin{array}{c} 1274 \\ 1816 \end{array} \]

- \( W \) = weight of slice - kN/m
- \( c \) = cohesion intercept - kN/m²
- \( \phi \) = friction angle - degrees
- \( u \) = pore pressure - kN/m²
- \( \alpha \) = angle between base of slice and horizontal - degrees
- \( l \) = length of slip surface segments measured along base of slice - m

Numerical problems sometimes arise with Bishop's modified method. These difficulties arise at the top or bottom ends of the slip circle, where the bases of the slices are steep. When these numerical problems arise, the value of the factor of safety calculated by Bishop's modified method may be smaller than the value calculated by the ordinary method of slices, rather than larger. When this happens, it is reasonable to use the \( F \)-value determined by the ordinary method of slices rather than that determined by Bishop's modified method. To check for these numerical problems, it is useful to calculate \( F \) by the ordinary method of slices to determine whether it is smaller or larger than the value from Bishop's modified method.

6.1.3 Force Equilibrium with Constant Side Force Inclination

The ordinary method of slices and Bishop's modified method can only be used to analyze circular slip surfaces. It is useful to have a method that can be used for manual calculations of noncircular slip surfaces in order to check computer analyses or to perform analyses when a computer is not available. A tabular form for force equilibrium analyses with the same side force inclination on every slice is shown in Figure 13-15, and an example of the use of this form is shown in Figure 13-16. Figure 13-17 shows the slope analyzed in Figure 13-16, a sand embankment on a clay foundation.
The seven columns in the upper section of the form contain the same information regarding the slices as shown in the first seven columns of the form for the ordinary method of slices and Bishop's modified method. Note that the assumed value of $\theta$ is listed at the top of the upper section of the form. Values of $\theta$ must be assumed for all force equilibrium methods.

The calculations for $\Delta E$, the unbalanced force on each slice, involve the five quantities $N_0$, $N_1$, $N_2$, $N_3$, and $N_4$. Expressions for these terms are given in the lower part of the form. The values of all of these terms depend on the value of the factor of safety, and iteration is therefore needed to evaluate $F$. This involves assuming a value for $F$ and checking to see if the forces balance. The forces balance when $\Sigma \Delta E = 0$.

The middle section of the form is labeled Trial 1 and the lower section is labeled Trial 2. Each trial corresponds to a new value of $F_s$ (the assumed value of the factor of safety). The solution is achieved by assuming a value of $F_s$ and using the tabular form to calculate $\Sigma \Delta E$. If $\Sigma \Delta E$ is positive, the assumed factor of safety is too high, and a lower value is assumed for the next trial. If $\Sigma \Delta E$ is negative, a larger value of $F_s$ is assumed for the next trial. The assumed value of $F$ is the correct value when $\Sigma \Delta E = 0$. If more than two trials are needed to find the correct value of $F$, as is commonly the case, additional copies of the form are used for those calculations.

For the example shown in Figure 13-17, the factor of safety is 2.44 for $\theta = 10$ degrees. This is shown by the calculations in Figure 13-16. Other calculations, not shown, resulted in values of $F = 1.96$ for $\theta = 0$, and $F = 3.38$ for $\theta = 20$ degrees. The variation of $F$ with $\theta$ for this example is shown in Figure 13-18.

It is clear from the results shown in Figure 13-18 that the factor of safety from force equilibrium solutions varies significantly with the assumed value of $\theta$. In this particular example, the computed factor of safety increases by 72 percent (from 1.96 to 3.38) as the side force angle $\theta$ is varied from zero to 20 degrees. This illustrates the importance of having a reasonable estimate of the value of $\theta$ when the force equilibrium method is used.

The best way to determine the value of $\theta$ is by use of the condition of moment equilibrium. Spencer's method, like the method of analysis on which the computation form in Figure 13-15 is based, assumes a constant value of $\theta$. However,
### Soil Slope Stability Analysis

#### 6.2 Computer Analyses

As shown in the preceding sections, slope stability analyses involve lengthy calculations. Use of a computer for these calculations has great potential in two respects:

1. **Computer analyses make it possible to perform calculations by advanced methods that satisfy all conditions of equilibrium and that involved reasonable assumptions.**

   The trend of \( F \) with assumed value of \( \theta \) shown in Figure 13-18 is typical. As the assumed value of \( \theta \) for a force equilibrium solution increases, the calculated value of \( F \) also increases. It is almost always conservative to assume that \( \theta = 0 \) degrees, and it is almost always unconservative to assume that \( \theta \) equals the slope angle. Thus, although the method outlined by the form given in Figure 13-15 can be used to check Spencer's method calculations precisely, it has limited value as an independent method of calculating \( F \) because of the strong dependence of the calculated value of \( F \) on the assumed value of \( \theta \). The same is true of all force equilibrium methods.

### Tabular computation form for Bishop's modified method.

<table>
<thead>
<tr>
<th>Slice No.</th>
<th>( W )</th>
<th>( I )</th>
<th>( \alpha )</th>
<th>( c )</th>
<th>( \phi )</th>
<th>( u )</th>
<th>( N_1 )</th>
<th>( N_2 )</th>
<th>( N_2 )</th>
<th>( N_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
W = \text{weight of slice} - \text{kN/m} \quad c = \text{cohesion intercept} - \text{kN/m}^2
\]

\[
\phi = \text{friction angle} - \text{degrees} \quad u = \text{pore pressure} - \text{kN/m}^2
\]

\[
\alpha = \text{angle between base of slice and horizontal} - \text{degrees}
\]

\[
I = \text{length of slip surface segments measured along base of slice} - \text{m}
\]

\[
F_a = \text{assumed} F \quad F_c = \text{calculated} F
\]

\[
N_1 = W \sin \alpha
\]

\[
N_2 = \frac{W \left( \frac{1}{\cos \alpha} - \frac{ul \tan \phi}{\tan \alpha \tan \phi} \right)}{F_a}
\]

\[
F_c = \frac{\sum (N_2)}{\sum (N_1)}
\]

**FIGURE 13-13**

Tabular computation form for Bishop's modified method.
### Table 13-14

<table>
<thead>
<tr>
<th>Slice No.</th>
<th>W</th>
<th>I</th>
<th>α</th>
<th>c</th>
<th>φ</th>
<th>u</th>
<th>N1</th>
<th>N2</th>
<th>N2</th>
<th>N2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>112</td>
<td>5.3</td>
<td>-32.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>-60</td>
<td>192</td>
<td>192</td>
<td>192</td>
</tr>
<tr>
<td>2</td>
<td>297</td>
<td>4.9</td>
<td>-22.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>-111</td>
<td>177</td>
<td>177</td>
<td>177</td>
</tr>
<tr>
<td>3</td>
<td>499</td>
<td>4.7</td>
<td>-13.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>-112</td>
<td>170</td>
<td>170</td>
<td>170</td>
</tr>
<tr>
<td>4</td>
<td>726</td>
<td>4.6</td>
<td>-4.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>-51</td>
<td>165</td>
<td>165</td>
<td>165</td>
</tr>
<tr>
<td>5</td>
<td>903</td>
<td>4.6</td>
<td>4.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>63</td>
<td>165</td>
<td>165</td>
<td>165</td>
</tr>
<tr>
<td>6</td>
<td>1,028</td>
<td>4.7</td>
<td>13.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>231</td>
<td>170</td>
<td>170</td>
<td>170</td>
</tr>
<tr>
<td>7</td>
<td>1,003</td>
<td>4.9</td>
<td>22.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>376</td>
<td>177</td>
<td>177</td>
<td>177</td>
</tr>
<tr>
<td>8</td>
<td>818</td>
<td>5.3</td>
<td>32.0</td>
<td>35.9</td>
<td>0.0</td>
<td>0</td>
<td>433</td>
<td>192</td>
<td>192</td>
<td>192</td>
</tr>
<tr>
<td>9</td>
<td>587</td>
<td>6.7</td>
<td>43.0</td>
<td>4.8</td>
<td>35.0</td>
<td>0</td>
<td>400</td>
<td>408</td>
<td>415</td>
<td>416</td>
</tr>
<tr>
<td>10</td>
<td>128</td>
<td>5.6</td>
<td>55.0</td>
<td>4.8</td>
<td>35.0</td>
<td>0</td>
<td>105</td>
<td>108</td>
<td>111</td>
<td>111</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Σ = 1,275 1,925 1,934 1,935

\[
F_a = 1.43 \quad 1.51 \quad 1.52
\]

\[
F_c = 1.51 \quad 1.52
\]

W = weight of slice - kN/m
c = cohesion intercept - kN/m²
φ = friction angle - degrees
u = pore pressure - kN/m²
a = angle between base of slice and horizontal - degrees
N1 = W sin α
N2 = \( \left( \frac{W \cos \alpha - u \tan \phi + c}{1 + \tan \alpha \tan \phi} \right) \)
Fa = assumed F
Fc = calculated F

### Conditions of Equilibrium

Conditions of equilibrium. This advantage reduces the uncertainty resulting from the method of calculation to ±6 percent. Note that this is only the uncertainty due to the method of analysis. The overall uncertainty, including the uncertainty involved in the estimated values of shear strength, is almost always considerably larger.

2. Computer analyses make it possible to conduct a thorough search for the critical circle or critical noncircular slip surface. Because the calculations for a single slip surface take 1 to 3 hr by hand, it is not feasible to search for these values as thoroughly as it is using computer analyses.

### 6.2.1 Computer and Computer Program Selection

Practically any personal computer can be used for slope stability analyses. A thorough search for the critical slip surface can be accomplished in 10 min or so using a 286-class personal computer and in 1 min or so using a 486-class personal computer.

The most important aspect of computer analysis is the computer program. Programs are being developed continuously to provide a wider range of capabilities and to offer greater ease of use. The optimum computer program for slope stability analysis should have these features:

- It should be based on an advanced method of analysis that satisfies all conditions of equilibrium. It should also be capable of performing calculations using other methods, such as the ordinary method of slices, Bishop's modified method, and force equilibrium methods if the user needs them.
- It should be efficient in terms of the time required for input and output. The cost of com-
Soil Slope Stability Analysis

<table>
<thead>
<tr>
<th>Slice</th>
<th>Weight</th>
<th>l</th>
<th>α</th>
<th>c</th>
<th>φ</th>
<th>u</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**FIGURE 13-15**
Tabular computation form for force equilibrium method with constant $\theta$.

<table>
<thead>
<tr>
<th>Trial #1</th>
<th>$Fa =$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slice</td>
<td>$N_0$</td>
</tr>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trial #2</th>
<th>$Fa =$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slice</td>
<td>$N_0$</td>
</tr>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

$N_0 = \frac{\sin \alpha - \cos \alpha \tan \phi}{\cos \alpha + \sin \alpha \tan \phi}/F$

$N_1 = WN_0$

$N_2 = \frac{c}{F}(\cos \alpha + N_0 \sin \alpha)$

$N_3 = uI(\sin \alpha - N_0 \cos \alpha)$

$N_4 = \cos \theta + N_0 \sin \theta$

$\Delta E = (N_1 - N_2 + N_3)/N_4$

$\theta =$ side force angle - degrees

$W =$ weight of slice - kN/m

$\phi =$ friction angle - degrees

$\alpha =$ slice base angle - degrees

$u =$ pore pressure - kN/m²

$c =$ cohesion intercept - kN/m²

$I =$ length of slice base - m

Computer resources for slope stability analyses is usually very small when the cost of equipment and programs is spread over a large number of analyses. The cost of engineering time for input and output is far greater. Therefore it is important that the computer program be designed to minimize the personnel time required for analyses.

- It should be capable of analyzing all the conditions of interest to the user. These will always include undrained conditions, drained conditions, ponded water outside the slope, and internal
FIGURE 13-16
Example computation for force equilibrium.

<table>
<thead>
<tr>
<th>Slice</th>
<th>Weight</th>
<th>l</th>
<th>(a)</th>
<th>c</th>
<th>(\phi)</th>
<th>(u)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50.5</td>
<td>3.52</td>
<td>60.00</td>
<td>0.0</td>
<td>30.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>77.1</td>
<td>1.73</td>
<td>45.00</td>
<td>24.0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>189.2</td>
<td>3.66</td>
<td>0.00</td>
<td>24.0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>21.0</td>
<td>1.73</td>
<td>-45.00</td>
<td>24.0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ T = \frac{10}{l} \]

\[
\begin{array}{cccccc}
\text{Slice} & \text{N} & \text{N} & \text{N} & \text{N} & \Delta E \\
1 & 1.03 & 52.13 & 0.00 & 0.00 & 1.16 & 44.78 \\
2 & 1.00 & 77.10 & 25.42 & 0.00 & 1.16 & 44.61 \\
3 & 0.00 & 0.00 & 38.11 & 0.00 & 0.98 & -38.70 \\
4 & -1.00 & -21.00 & 25.42 & 0.00 & 0.81 & -57.22 \\
5 & & & & & & \\
6 & & & & & & \\
\end{array}
\]

\[ \Sigma \Delta E = -6.53 \]

<table>
<thead>
<tr>
<th>Slice</th>
<th>(N_0)</th>
<th>(N_1)</th>
<th>(N_2)</th>
<th>(N_3)</th>
<th>(N_4)</th>
<th>(\Delta E)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.06</td>
<td>53.61</td>
<td>0.00</td>
<td>0.00</td>
<td>1.17</td>
<td>45.86</td>
</tr>
<tr>
<td>2</td>
<td>1.00</td>
<td>77.10</td>
<td>23.91</td>
<td>0.00</td>
<td>1.16</td>
<td>45.91</td>
</tr>
<tr>
<td>3</td>
<td>0.00</td>
<td>0.00</td>
<td>35.85</td>
<td>0.00</td>
<td>0.98</td>
<td>-36.41</td>
</tr>
<tr>
<td>4</td>
<td>-1.00</td>
<td>-21.00</td>
<td>23.91</td>
<td>0.00</td>
<td>0.81</td>
<td>-55.36</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ \Sigma \Delta E = 0.00 \]

\[
N_0 = \frac{\sin \alpha - \cos \alpha \tan \phi}{\cos \alpha + \sin \alpha \tan \phi} \frac{F}{F}
\]

\[
N_1 = W N_0
\]

\[
N_2 = \frac{c l}{F} (\cos \alpha + N_0 \sin \alpha)
\]

\[
N_3 = u l (\sin \alpha - N_0 \cos \alpha)
\]

\[
N_4 = \cos \theta + N_0 \sin \theta
\]

\[
\Delta E = \frac{(N_1 - N_2 + N_3)}{N_4}
\]

\[
\theta = \text{side force angle - degrees}
\]

\[
W = \text{weight of slice - kN/m}
\]

\[
\phi = \text{friction angle - degrees}
\]

\[
\alpha = \text{slice base angle - degrees}
\]

\[
F_a = \text{assumed F}
\]

\[
c = \text{cohesion intercept - kN/m}^2
\]

\[
u = \text{pore pressure - kN/m}^2
\]

\[
l = \text{length of slice base - m}
\]
pore-water pressures. Other conditions that may be of interest include rapid drawdown, slopes with reinforcement, pseudostatic seismic loading, and concentrated or distributed loads on slopes.

Selection of a suitable computer program is an important matter, worthy of careful research and evaluation. It is important to bear in mind that the initial outlay for the computer program is less important than its capabilities, its reliability, and its efficiency as measured in terms of personnel time required to perform analyses. Program distributors and users can provide the information required to make a selection. Because computer programs for slope stability are being improved constantly, acquiring a new program from time to time is a logical method of improving efficiency and effectiveness. Suitable programs may be identified by recommendations of professional colleagues or by review of professional papers and advertisements in technical publications.

### 6.2.2 Example Computer Analyses

A cross section through Waco Dam, in Texas, is shown in Figure 13-19. When the embankment...
reached the height shown, a slide took place on the downstream slope (Wright and Duncan 1972). The key to the occurrence of the slide was the low undrained shear strength of the Pepper Shale (member of the Woodbine Formation) in the foundation. As shown in Figure 13-19(a), the Pepper Shale is highly anisotropic with respect to shear strength. The undrained strength on a horizontal plane (which was measured in laboratory tests using specimens trimmed so that their axes were 30 to 45 degrees from horizontal) was only about 40 percent of the strength measured on conventional vertical test specimens.

The rupture surface of the slide was located in the field by observation of the slide scarp and toe bulge and by inclinometers installed through the slide mass. As a result of the highly anisotropic strength of the Pepper Shale, the slip surface extended horizontally for a considerable distance downstream.

Postfailure analyses of this slide were complicated by two factors: (a) the anisotropic strength of the foundation soil and (b) the noncircular slip surface. As a result, it was not practical to perform postfailure analyses by hand. With a computer program using Spencer’s method, a wide variety of analyses were performed to examine the correspondence among the observed slide, the shear strengths measured in the laboratory, and the most critical slip surface determined by analysis. As shown in Figure 13-19(b), the calculated slip surface for $F = 1.00$ was quite similar to the observed slip surface.

A cross section through the Cucaracha landslide at the Panama Canal is shown in Figure 13-20. This slope, which had suffered landslides during excavation of the canal, suffered another slide in 1986 (Berman 1988). The slip surface shown in Figure 13-20 was estimated on the basis of surface observations and inclinometer measurements.

The slide was caused by changes in the groundwater level, with perhaps some influence of loading at the top of the slope, at a location away from the section shown in Figure 13-20. Because the slide was caused by changes in the seepage conditions that resulted in increased pore pressures, it was a drained failure. Therefore the postfailure analyses were performed using drained strengths and the piezometric level that was estimated for the time of the failure.

The slide movement appeared to coincide with bedding surfaces in the Cucaracha shale, which contains numerous slickensides. It therefore seemed appropriate to use residual shear strengths on these bedding surfaces. The residual drained shear strength along the bedding is shown by the lower of the two strength envelopes in Figure 13-20(a). The shear strengths on surfaces cutting across bedding were found to be considerably higher, as shown by the upper curve in Figure 13-20(a).

The strength envelopes for shear along and across the bedding are nonlinear, and they cannot be represented accurately by single values of $c$ and $\phi$. Therefore, each strength envelope was represented by a series of points without reference to values of $c$ and $\phi$.

Postfailure analyses of the 1986 Cucaracha landslide involved a number of complications: noncircular...
circular slip surfaces, nonlinear shear strength envelopes, and shear strengths that varied with the orientation of the slip surface. Thorough computer analyses of the slide were performed, confirming the applicability of the shear strengths, and other analyses were made to evaluate the effectiveness of repair schemes (Berman 1988). The results of one of these analyses are shown in Figure 13-20(b).

6.2.3 Benefits and Risks of Computer Analyses

Computers afford the most effective means of analysis of slope stability in soil. Computer analyses can be accomplished quickly when a suitable computer program is available; they can accommodate complex conditions of site geometry, seepage, and shear strength; they can be performed using advanced methods that satisfy all conditions of equilibrium; and they can be used to perform thorough analyses to locate the critical slip surface. However, it should be borne in mind that a computer can also propagate mistakes much faster than is possible by hand. Computer analysis must be checked and verified before the results can be relied upon. Analyses can be checked using charts, manual calculations for the critical slip surface, and independent analysis with another computer program using independent input. Common sense and judgment must always be used to ensure that analysis conditions and results are reasonable.

7. BACK ANALYSIS TO DETERMINE SOIL STRENGTHS

The strength properties of many types of natural soil are difficult to determine reliably by means of laboratory tests. In cases where a landslide has
occurred and repair measures are being evaluated, it is often most effective to determine soil strength by back analysis. This process involves three steps:

1. The best estimates possible must be made of the soil strengths and unit weights using the information at hand. Laboratory tests and strength correlations provide an effective basis for these estimates. The slope geometry and phreatic conditions at the time of failure must also be established.

2. The slide should be analyzed using the estimated properties. If the calculated factor of safety is equal to 1.00, the properties and conditions represent a reasonable model of the slide. If the calculated factor of safety is not equal to 1.00, the strengths are adjusted until \( F = 1.00 \). The adjustment ratio need not be the same for all soils involved in the slide. Logically, larger adjustments should be made for strengths that are considered to involve greater degrees of uncertainty.

3. When values of soil strength have been determined that give \( F = 1.00 \) for the conditions at the time of failure, these strengths are used to evaluate repair measures.

This process was used to develop mitigative schemes for the Waco Dam slide discussed previously (Figure 13-19) and the 1986 Cucaracha landslide (Figure 13-20). A further example of back analysis is shown by the Olmsted landslide on the Illinois shore of the Ohio River (Filz et al. 1992).

A cross section through the Olmsted landslide is shown in Figure 13-21. The slide occurred on June 4, 1988, when the river dropped to a low level. The location of the rupture surface was known from

<table>
<thead>
<tr>
<th>Soil</th>
<th>Unit weight (kN/m³)</th>
<th>Plasticity Index</th>
<th>Lab tests</th>
<th>Correlations</th>
<th>Trial values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alluvium</td>
<td>18.4</td>
<td>20 to 30</td>
<td>22 to 33</td>
<td>14 to 20</td>
<td>18</td>
</tr>
<tr>
<td>Colluvium</td>
<td>17.6</td>
<td>20 to 35</td>
<td>20 to 35</td>
<td>12 to 20</td>
<td>15</td>
</tr>
<tr>
<td>McNairy I</td>
<td>18.6</td>
<td>10 to 50</td>
<td>7 to 21</td>
<td>10 to 30</td>
<td>10 and 11 on bedding 25 across bedding</td>
</tr>
<tr>
<td>Potter’s Creek</td>
<td>16.5</td>
<td>50 to 80</td>
<td>5 to 12</td>
<td>6 to 10</td>
<td>8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \phi_r ) (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil</td>
</tr>
<tr>
<td>Alluvium</td>
</tr>
<tr>
<td>Colluvium</td>
</tr>
<tr>
<td>McNairy I</td>
</tr>
<tr>
<td>Potter’s Creek</td>
</tr>
</tbody>
</table>

\[ F = 1.05 \text{ for } \phi_r = 11^\circ \text{ in McNairy I} \]
\[ F = 0.99 \text{ for } \phi'_r = 10^\circ \text{ in McNairy I} \]
the position of the scarp at the top of the slide, from movements in inclinometers installed after the slide, and from locations of breaks in piezometer riser tubes. Over most of its length, the rupture surface passed through the McNairy I formation, a sedimentary deposit of flat-lying interbedded sands and clays. The thickness of the individual layers ranged from a few millimeters to nearly a meter.

Laboratory tests were performed on all of the soils involved in the slide, with the results shown in the table at the top of Figure 13-21. It can be seen that there is considerable scatter in the results for all of the soils owing to the variability of the materials, the difficulties involved in obtaining representative and undisturbed specimens for testing, and the layering in McNairy I. On the basis of the results of the tests and correlations with plasticity index, trial values of residual friction angle were established for all of the soils. These are shown in the last column of the table.

The first analysis was performed using Spencer's method with $\phi' = 11$ degrees in the McNairy I formation. The calculated factor of safety was 1.05. A second analysis, using $\phi' = 10$ degrees, gave $F = 0.99$. Only the value of $\phi'$ for McNairy I was changed for the second analysis because it was considered to have the greatest effect on the results and was therefore the most important parameter in the analyses. The same strength parameter values were also used to analyze four other sections through the slide, where the geometry and piezometric levels were different. The calculated values of $F$, with $\phi' = 10$ degrees in McNairy I, varied from 0.96 to 1.00 for the five sections. The parameters calculated by back analysis were considered to represent the behavior of the soils quite well and were utilized to analyze the effects of drainage and slope flattening to improve the stability of the slide area.

8. RAPID DRAWDOWN ANALYSIS

When the water level in a lake or stream adjacent to a slope drops, the stabilizing influence of the water pressure on the slope is lost. Many failures of dam slopes and submerged natural slopes have occurred during rapid drawdown. Analysis of rapid drawdown is therefore an important consideration for design of dams and other slopes that will be submerged and subject to such changes in water level.

Methods of analysis of stability during rapid drawdown have been evaluated by Duncan et al. (1990). On the basis of those studies, a method of analysis for rapid drawdown was developed that incorporates these features:

- Undrained strengths are used for soil zones that have values of $C_s$ so low that they are unable to drain during the period of drawdown. Criteria to determine whether a soil zone is drained or undrained are described in Section 3.
- Analyses are performed in three steps:
  - Anisotropic consolidation pressures are determined for each slice using stability and seepage analyses for the predrawdown steady seepage conditions.
  - Values of undrained strength are determined for each slice with its base in a zone of soil that will be undrained, drained strengths are determined for zones of soil that will be drained, and an analysis of stability after drawdown using these strengths is performed.
  - The after-drawdown analyses are repeated using drained strengths for slices where the drained strengths after drawdown are found to be smaller than the undrained strengths.

Thus, the method uses drained or undrained strengths, whichever are lower, for slices where drainage is not expected during drawdown. This technique ensures that the method will not yield unconservative results if the soil drains faster than anticipated.

This method of analysis is logical in its treatment of strengths and stability. Used with Spencer's method for stability computations, it was found to give satisfactory results for Walter Bouldin Dam in Alabama and Pilarcitos Dam in California, both of which suffered embankment slides during rapid drawdown (Duncan et al. 1990).

9. ANALYSIS OF REINFORCED SLOPES

Reinforcing materials, such as geotextiles, geogrids, and steel grids, are widely used to strengthen slopes. Considerable research has been done to evaluate the long-term behavior of these materials and to investigate the mechanisms of interaction by which they improve the stability of slopes. The principal mechanism of reinforcement is limitation of tensile strains at the locations of the reinforcement. Reinforcing materials are commonly placed horizontally within the soil.
Studies of soil reinforcement have shown that the stability of reinforced slopes can be analyzed using the following simple procedure:

1. The long-term ultimate strength of the reinforcing material is determined. This determination involves consideration of short-term strength, creep under load, and the allowable tensile strains considering the type of slope or embankment and the sensitivity of the underlying foundation soil. This long-term limit load is expressed in units of force per unit length of the reinforcement.

2. The long-term limit load is divided by a reinforcement factor of safety, $F_R$, to produce a factored limit load. The value of $F_R$ logically should depend on the reliability with which the limit load can be evaluated and the possible consequences of failure. Values of $F_R$ near 1.5 are suitable for normal conditions.

3. The factored limit loads are used as known values in conventional limit equilibrium analyses of slope stability. The forces are applied to the bases of slices in which a potential slip surface cuts across the reinforcement. Studies have shown that very flexible types of reinforcement may be reoriented if slip occurs and dragged down so that they parallel the slip surface where they cross it. If a method of analysis is used that satisfies all conditions of equilibrium, the orientation of the reinforcement force (horizontal or parallel to the slip surface) has essentially no effect on the factor of safety computed (Wright and Duncan 1991). The factor of safety computed in this type of analysis is the same as that discussed earlier in this chapter; it is the factor by which the soil strength would have to be divided to bring the soil into a state of barely stable equilibrium.

An example analysis of a reinforced slope is shown in Figure 13-22, in which cross sections through the St. Alban test embankment are used; this embankment was constructed on the sensitive Champlain Clay (Schaefer and Duncan 1988). To avoid uncertainties resulting from the sensitivity of the clay, the analyses described here were performed using the postpeak residual undrained shear strength of the crust and the normally consolidated clay beneath the crust. As defined by La Rochelle et al. (1974) and Trak et al. (1980), this "residual" undrained strength is measured at 15 percent axial strain in triaxial tests and is equal to about 90 percent of the undrained strength measured in field vane-shear tests.

The sand embankment was reinforced with two horizontal layers of Tensar SR-2 geogrid. Failure took place as the embankment was being raised about 20 days after construction began. For this load duration, the limit load corresponding to 10 percent strain is about 32 kN/m. Analyses were performed at this reinforcement magnitude using Bishop's modified method and Spencer's method. The results of the analyses are shown in Figure 13-22.

In both analyses the reinforcement force was assumed to act horizontally. It can be seen that both analyses resulted in minimum factors of safety very close to unity. For practical purposes, the values of $F$ calculated by the two analyses were the same. Considering the arbitrary choice of 10 percent strain as the failure strain in the reinforcing, the fact that the calculated factors of safety were so close to unity must be considered somewhat fortuitous.
10. THREE-DIMENSIONAL ANALYSES OF SLOPE STABILITY

Although the methods of slope stability analyses discussed in the previous sections are formulated in two dimensions, actual slope failures are three-dimensional. The question therefore arises as to the accuracy and reliability of two-dimensional (2D) analyses applied to three-dimensional (3D) problems. Research studies [for example, the work by Cavounidis (1987)] have shown clearly that factors of safety calculated using 3D analyses are larger than those calculated using 2D analyses, all other things being equal. Implicit in this conclusion is the notion that the 2D section analyzed is the most critical section through the 3D potential sliding mass.

An example is shown in Figure 13-23, which summarizes 2D and 3D analyses of an ellipsoidal slip surface (Hungr et al. 1989). As shown in Figure 13-23(a), the factors of safety for three 2D sections through the sliding mass are $F_2 = 1.10$, 1.00, and 1.19. The central section (Section 2) is the most critical, and the minimum 2D factor of safety is thus the value calculated for this section, $F_2 = 1.00$. Figure 13-23(b) shows the results of a 3D analysis performed by Hungr et al. (1989) using Bishop's modified method extended to three dimensions (Hungr 1987). The shape of the critical ellipsoidal slip surface is shown in Figure 13-23(c). The minimum 3D factor of safety for this case is $F_3 = 1.01$, which is only 1.0 percent higher than the minimum 2D factor of safety.

It is more difficult to perform 3D analyses than 2D analyses. Because 2D analyses give somewhat conservative results ($F_2 < F_3$, all other things being equal), they provide a reasonable and sufficiently accurate approach to most practical problems of stability of soil slopes. Use of 2D analyses requires that the section or sections analyzed be selected using judgment regarding which section will be most critical. In many cases, as in that shown in
Figure 13-23, the critical 2D section is the one where the slip surface can cut most deeply. In some cases other sections may be more critical. If there is doubt concerning which 2D section is most critical, several should be analyzed.

11. DEFORMATION ANALYSIS

Finite-element analyses have been used since the mid-1960s for analysis of stresses and movements in slopes. A recent review (Duncan 1992) described more than 100 examples of their application. Even though finite-element analyses have been used fairly often in recent years for evaluation of slope deformations, the procedure is not routine. Finite-element analyses are more difficult and time-consuming than slope stability analyses, and they require special expertise if they are to be done successfully and productively.

Experience with finite-element analyses has shown that they are most useful when performed in conjunction with field instrumentation studies. They can be valuable in planning instrumentation programs by showing where the largest movements would be expected to occur and how large they may be. They can also be used for interpreting the results of instrumentation studies. If calculated and measured movements are in agreement at the locations of the instruments, this suggests that the analytical results also may provide reasonable indications of behavior at other locations. Often the more complete finite-element results provide insight into the causes and significance of the measured movements.

An example of a finite-element analysis, summarized in Figure 13-24, concerns Otter Brook Dam in New Hampshire, which deformed considerably during construction (Kulhawy et al. 1969). The embankment, about 40 m high, is essentially homogeneous. It was constructed of compacted silt on a firm foundation of glacial till over rock. As shown in Figure 13-24, a bridge pier was constructed at about mid-height on the upstream slope of the dam. Because the embankment was constructed above the level of the bridge pier, the embankment deformed under the weight of the added material and the lower part bulged outward. Measurements were made of the movements of the bridge pier as the embankment was constructed. As shown in Figure 13-24(c), these measurements reached about 0.15 m vertically and about 0.9 m horizontally by the end of construction. Measurements at other elevations on the upstream slope, also shown in Figure 13-24(c), showed that the maximum horizontal movement occurred near mid-height of the embankment.

A finite-element analysis of Otter Brook Dam was performed by Kulhawy et al. (1969) using hyperbolic stress-strain properties determined from conventional laboratory tests. The tests had been performed in support of stability analyses of the dam. The calculated displacements of the upstream slope and the bridge pier are compared with the measured values in Figure 13-24(c). It can be seen that agreement is quite good, indicating that the finite-element analyses afford a reasonable representation of the actual behavior of the embankment.

Experience with finite-element analyses has shown that they are most useful when performed in conjunction with field instrumentation studies. They can be valuable in planning instrumentation programs by showing where the largest movements would be expected to occur and how large they may be. They can also be used for interpreting the results of instrumentation studies. If calculated and measured movements are in agreement at the locations of the instruments, this suggests that the analytical results also may provide reasonable indications of behavior at other locations. Often the more complete finite-element results provide insight into the causes and significance of the measured movements.

An example of a finite-element analysis, summarized in Figure 13-24, concerns Otter Brook Dam in New Hampshire, which deformed considerably during construction (Kulhawy et al. 1969). The embankment, about 40 m high, is essentially homogeneous. It was constructed of compacted silt on a firm foundation of glacial till over rock. As shown in Figure 13-24, a bridge pier was constructed at about mid-height on the upstream slope of the dam. Because the embankment was constructed above the level of the bridge pier, the embankment deformed under the weight of the added material and the lower part bulged outward. Measurements were made of the movements of the bridge pier as the embankment was constructed. As shown in Figure 13-24(c), these measurements reached about 0.15 m vertically and about 0.9 m horizontally by the end of construction. Measurements at other elevations on the upstream slope, also shown in Figure 13-24(c), showed that the maximum horizontal movement occurred near mid-height of the embankment.

A finite-element analysis of Otter Brook Dam was performed by Kulhawy et al. (1969) using hyperbolic stress-strain properties determined from conventional laboratory tests. The tests had been performed in support of stability analyses of the dam. The calculated displacements of the upstream slope and the bridge pier are compared with the measured values in Figure 13-24(c). It can be seen that agreement is quite good, indicating that the finite-element analyses afford a reasonable representation of the actual behavior of the embankment.

Because engineered fills are water conditioned and compacted with a reasonable degree of control of density and uniformity of the fill, stress-strain properties can be determined for these materials more precisely than for natural soil deposits, which may be less uniform and may have more complex behavior. As a result, the reliability of calculated movements is not as great for natural soil deposits as for embankments. Very often, even in the case of embankments, the agreement between calculated and measured movements is not as close as that shown in Figure 13-24.

12. USE OF CENTRIFUGE EXPERIMENTS

Centrifuge experiments have been used to study problems of slope stability and deformation behavior since the early 1970s (Schofield 1980). Techniques have been developed for constructing model slopes, varying water levels, measuring shear strengths, and measuring displacements in the models while they are rotating. The techniques were applied to studies of levee failures (Kusakabe et al. 1988), highway embankment settlement and stability (Feng and Hu 1988), settlement and cracking in dams (Shcherbina and Olympiev 1991; Zhang and Hu 1991; Zhu et al. 1991), stability of tailings dams (Liu et al. 1988), mechanisms of flow slides (Schofield 1980), and stabilization of slopes by drainage (Resnick and Znidaric 1990).

The method has the greatest value for qualitative studies of mechanisms of deformation and failure. Because centrifuge models can be constructed so that they simulate the geometry and
FIGURE 13-24
Finite-element analysis of Otter Brook Dam, New Hampshire.
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stresses in prototype slopes, they are capable, in principle, of simulating the modes of deformation and failure to be expected in the field. Thus, they are useful where mechanisms of deformation and failure are unknown.

Limitations on the use of centrifuge experiments to derive quantitative results stem from the difficulties inherent in constructing centrifuge models that accurately mimic the important details of the full-scale prototype and the loading conditions it will experience. These difficulties, plus the fact that the technique is costly and requires highly specialized equipment, appear to be the principal limitations on its use for practical studies of stability and deformation in soil slopes.
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Chapter 14

ROCK STRENGTH PROPERTIES AND THEIR MEASUREMENT

1. INTRODUCTION

The shear strength developed along potential rupture surfaces within a slope has an important influence on the stability of rock slopes. In carrying out stability analyses, it is usually assumed that the rock behaves as a Mohr-Coulomb material in which the shear strength is expressed in terms of the cohesion and friction angle along the rupture surface. The actual values of these two strength parameters are closely related to the geological conditions at each site, and any program to determine rock strength should start with a thorough examination of the geology. In this chapter the relationship between geology and rock strength is discussed, and methods are described that are used to determine shear strength values.

The relationship between the strength of samples that can be tested in the laboratory and the strength of the rock mass is particularly important in determining design strength values for stability analysis. Rock mass is the term used to describe the material along the rupture surface. The rock mass may consist of a continuous fracture, a combination of intact rock and fractures, or solely intact rock. It is rarely possible to test the rock mass in the laboratory because of difficulty in obtaining a large, undisturbed sample, and there are few machines available with the required load capacity. Therefore it is necessary to use a combination of laboratory testing of small samples, empirical analysis, and field observations to determine a strength value, or range of values, that is representative of the rock mass on the rupture surface.

1.1 Examples of Rock Masses

Figures 14-1 through 14-4 show four different geological conditions that are commonly encountered in the design and analysis of rock slopes. These are typical examples of rock masses in which the strength of laboratory-size samples may differ significantly from the shear strength along the overall rupture surface. In all four cases, instability occurs as a result of shear movement along a rupture surface that either lies along an existing fracture or passes partially or entirely through intact rock. Figures 14-1 through 14-4 also show that in fractured rock the shape of the rupture surface is influenced by the orientation and length of the discontinuities.

Figure 14-1 shows a strong, massive sandstone containing a set of continuous bedding surfaces that dip out of the slope face. Because the near-vertical cut face is steeper than the dip of the bedding, the bedding surfaces are exposed, or daylight, on the face and sliding has occurred, with a tension crack opening along the subvertical, orthogonal joint set. Under these circumstances the shear strength used in stability analysis is that of the bedding surfaces. The strength properties of fracture surfaces are discussed in Section 2 and methods of measuring the friction angle in the laboratory are discussed in Section 3.
Figure 14-2 shows a slope cut in a strong but closely jointed columnar basalt containing a sub-horizontal joint set and numerous vertical joints. Because the joint sets are discontinuous, no single joint controls the stability of the slope. However, if a rupture surface were to develop in this slope, it would follow a stepped path that would partly lie along fracture surfaces and partly pass through intact rock. The shear strength of this complex rupture surface cannot be determined analytically, so a set of empirical equations has been developed from which the cohesion and friction angle can be calculated with respect to the degree of fracturing and the rock strength. This procedure is described in Section 4.

Figure 14-3 shows a slope cut in a weathered rock in which the degree of weathering varies from residual soil in the upper part of the slope to slightly weathered rock near the toe. For these conditions, the rupture surface lies predominantly in the weaker materials in the upper part of the slope, and in the stability analysis it is necessary to use different strength parameters for the upper and lower portions of the rupture surface. Because the degree of degradation of weathered rock tends to be highly variable, the strength of the rock mass is also variable and can be difficult to determine. Consequently, a means of determining the strength of weathered rock is to carry out a back analysis of slopes in similar material; this approach is described in Section 4.

A fourth geological condition that may be encountered is that of a very weak but intact rock containing essentially no fractures. Figure 14-4 shows a cut face in tuff, a rock formed by the consolidation of volcanic ash. The photograph shows that a geological hammer can be embedded in the face easily, indicating the low strength of this rock. However, because the rock contains no fractures, it has a significant cohesive strength in addition to a moderate friction angle. Therefore, it was possible to cut a stable, vertical face to a height of
at least 10 m in this material, provided water pressures and erosion were controlled. Slope failure would tend to be restricted to shallow sloughing.

1.2 Mohr-Coulomb Materials

For most shear failures the rock can be assumed to be a Mohr-Coulomb material in which the shear strength of the sliding surface is expressed in terms of the cohesion \( c \) and the friction angle \( \phi \). When an effective normal stress \( \sigma' \) acts on the rupture surface, the shear stress \( \tau \) developed is

\[
\tau = c + \sigma' \tan \phi \tag{14.1}
\]

Equation 14.1 is expressed in Figure 14-5 as a straight line that shows the influence of both the effective normal stress and the characteristics of the fracture surface on the shear strength. The main component of the effective normal stress is the weight of the rock. However, if water pressures act on the potential rupture surface, the effective normal stress is diminished. Tensioned rock bolts can be installed across the fracture to increase the normal stress. These concepts are used in the analysis of rock slope stability and the design of rock slope stabilization measures, as discussed in Chapters 15 and 18, respectively.

Figure 14-5 illustrates typical strength parameters for five geological conditions that range from a low-strength infilled fracture to relatively high-strength fractured rock containing discontinuous fractures to weak intact rock. These five conditions may be described as follows:

1. **Infilled fracture**: If the infilling is a weak clay or fault gouge, the friction angle \( \phi_{\text{int}} \) is likely to be low, but there may be some cohesion if the infilling is undisturbed. Alternatively, if the infilling is a strong calcite, for example, which produces a healed surface, the cohesive strength may be significant (see Section 2.3).

2. **Smooth fracture**: A smooth, clean fracture has zero cohesion, and the friction angle is that of the rock surfaces \( \phi \). The friction angle of rock
is related to the grain size and is generally low in fine-grained rocks and higher in coarse-grained rocks (see Section 2.1).

3. Rough fracture: Clean, rough fracture surfaces have zero cohesion, and the friction angle consists of the rock-material friction angle ($\phi$), a component ($i$) related to the roughness (asperities) of the surface, and the ratio between the rock strength and the normal stress. As the normal stress increases, the asperities are progressively sheared off and the total friction angle diminishes (see Section 2.2).

4. Fractured rock mass: The shear strength of a fractured rock mass, in which the rupture surface partially lies on fracture surfaces and partially passes through intact rock, can be expressed as a curved envelope (Figure 14-2). At low normal stresses where there is little confinement of the fractured rock and the individual fragments may move and rotate, the cohesion is low but the friction angle is high because the sliding surface is effectively rough. At higher normal stresses, crushing of the rock fragments begins to take place, with the result that the friction angle diminishes. The shape of the strength envelope is related to the degree of fracturing and the strength of the intact rock (see Section 4.2).

5. Weak intact rock: Rock such as the tuff shown in Figure 14-4 is composed of fine-grained material that has a low friction angle. However, because it contains no fractures, the cohesion can be higher than that of a strong but closely fractured rock.

The range of shear strength conditions that may be encountered in rock slopes, as shown in Figures 14-1 through 14-5, clearly demonstrates the importance of examining both the characteristics of the fractures and the rock strength during the site investigation. Surface mapping of outcrops or existing cuts usually provides the most reliable data on rock-mass characteristics because the large exposures show the range of conditions that may be encountered. In contrast, diamond drilling samples only a very small area of the fractures, which may not be representative of the overall fracture characteristics. However, diamond drilling may be required when the potential rupture surface lies deep within the slope or there are limited surface outcrops. Investigation methods for rock are discussed in Chapter 10.

**2. SHEAR STRENGTH OF FRACTURES**

If geological mapping, diamond drilling, or both identify fractures in a slope on which shear or toppling failures may take place, it will be necessary to determine the friction angle and cohesion of the fracture surface in order to carry out stability analyses and design any necessary remedial work. The investigation program should also obtain information on characteristics of the fracture surface that may modify the shear strength parameters. Important fracture characteristics include continuous length, surface roughness, thickness and characteristics of any infilling material, as well as the effect of water on the properties of the infilling.

The shear strength properties of the various fracture types are described in the following sections.

**2.1 Friction Angle of Rock Surfaces**

For a planar, clean (no infilling) fracture, the cohesion is zero and the shear strength is defined solely by the friction angle. The friction angle of the rock material is related to the size and shape of the grains exposed on the fracture surface. Thus, a fine-grained rock and rock with a high mica content tend to have a low friction angle, whereas coarse-grained rock has a high friction angle. Table 14-1 shows typical ranges of friction
angles for a variety of rock types (Barton 1973; Jaeger and Cook 1976).

The friction angles in Table 14-1 should be used only as guidelines because actual values vary widely with site conditions. Laboratory testing procedures to determine the friction angle are described in Section 3.

### 2.2 Surface Roughness

The roughness of natural rock surfaces has a significant effect on their friction angle (Patton 1966). These surface irregularities, which are given the general term asperities, produce interlock between fracture surfaces that increases the resistance to sliding. Asperities can be considered in their simplest form as a series of sawteeth. When normal and shear forces are applied to a rock surface containing a clean, sawtooth fracture, the shear strength of the fracture is

\[
\tau = \sigma' \tan(\phi + i)
\]  

(14.2)

where \(i\) is the inclination of the sawteeth as shown in Figure 14-6. This relationship shows that the effective friction angle of a rough surface is equal to the sum of the basic friction angle of the rock and the roughness angle.

Figure 14-6 also shows that the asperities can be sheared off, with a consequent reduction in the friction angle. With increasing stress levels, there is a transition from dilation to shearing, and the degree to which the asperities are sheared off depends on both the magnitude of the normal force in relation to the compressive strength of the rock on the fracture surface and the displacement distance. A rough fracture that is initially undisturbed and interlocked will have a friction angle of \((\phi + i)\), known as the peak shear strength. With increasing normal stress and displacement, the asperities will be sheared off and the friction angle will progressively diminish to a minimum value of the basic, or residual, friction angle of the rock.

When the value of the roughness angle of a rock surface is measured, it is necessary to decide on the wavelength of the asperities that are important to design. Patton (1966) proposed that asperities be divided into two classes depending on their wavelength. Asperities with wavelengths of less than about 50 to 100 mm are termed second-order asperities and may have roughness angles \(i_2\) as high as 20 to 30 degrees (Figure 14-7). With increasing wavelength of the asperities, the roughness angle diminishes; asperities with a wavelength of about 500 mm or greater are termed first-order asperities and will have roughness angles \(i_1\) of not more than about 10 to 15 degrees.

The importance of asperity wavelength is shown in Figure 14-8. In rock slopes, stress relief and possibly blast damage can cause opening of fractures and dilation of the rock at the face. Also, the stress levels on the rupture surface may be high enough to cause some shearing of the second-order asperities [Figure 14-8(a)]. Under these conditions, the roughness angle corresponding to first-order asperities would be used in design. If, for example,
the rupture surface consisted of undulating bedding planes in fine-grained sandstone, the total friction angle may be about 30 degrees ($\phi = 25$, $i = 5$ degrees).

Second-order asperities can have an effect on the stability of reinforced slopes [Figure 14-8(b)]. If the rock mass can be prevented from movement and dilation by the installation of tensioned rock anchors or passive support such as dowels and buttresses (see Chapter 18), interlock along the rupture surface is maintained. Under these conditions the second-order asperities contribute to the shear strength of the potential sliding surface, and the total friction angle of the rough rock surface may be as high as 55 degrees ($\phi = 25$, $i = 30$ degrees).

In order to quantify the relationship among the total friction angle ($\phi + i$), the rock strength, and the normal stress acting on the rupture surface, Barton (1976) studied the shear strength behavior of artificially produced rough, clean "joints." The study showed that the shear strength of a rough rock surface can be defined by the following empirical equation:

$$
\tau = \sigma' \tan \left[ \phi + JRC \log_{10} \left( \frac{\sigma_1}{\sigma'} \right) \right]
$$

(14.3)

where

- $JRC =$ joint roughness coefficient,
- $\sigma_1 =$ compressive strength of the rock at the fracture surface, and
- $\sigma'$ = effective normal stress.

The roughness of the fracture surface is defined by the joint roughness coefficient, $JRC$. Barton carried out direct shear tests on a large number of natural discontinuities and calculated $JRC$ values corresponding to the surface roughness of the different shear-test specimens. From these tests a set of typical roughness profiles with specified $JRC$ values was prepared (Figure 14-9). By comparing a fracture surface with these standard profiles, the $JRC$ value can be determined (Barton 1976).

The term $[JRC \log_{10} (\sigma_1/\sigma')]$ is equivalent to the roughness angle $i$ in Equation 14.2. At high stress levels when $\sigma_1/\sigma' = 1$ and the asperities are sheared off, the term $[JRC \log_{10} (\sigma_1/\sigma')]$ equals zero. At low stress levels the ratio $(\sigma_1/\sigma')$ tends to infinity and the roughness component of the strength becomes very large. In order for realistic values of the roughness component to be used in design, the term $(\phi + i)$ should not exceed about
2.3 Measurement of Surface Roughness

If there are, at a project site, exposures of the fracture surfaces on which sliding may occur, measurements can be made of the surface roughness. If the exposure is extensive, the actual roughness angle \((i)\) can be measured and used in Equation 14.2 in determining the shear strength of the surface. If the exposures are more limited, measurements of the JRC value can be made for use in Equation 14.3. Methods of making these measurements are described below.

A direct measurement of the roughness angle can be made in the field by measuring the variation in the orientation of the fracture surface (Feckers and Rengers 1971; Wyllie 1992). This procedure consists of measuring, in the direction of sliding, the orientation of the surface with varying base lengths. For short base lengths there may be considerable variation in the dip representing a rough surface, whereas for longer base lengths the variation diminishes until the measurements equal the average orientation of the surface. As discussed in Section 2.2, the asperities that would usually be used in design are the second-order asperities with wavelengths of about 500 mm or greater. A plot of base length versus dip angle would show the relationship between these two parameters and provide a guideline for appropriate design values.

When the surface roughness is determined using Equation 14.3, the JRC value can be estimated by visual inspection of the fracture and comparison with standard profiles of known JRC values, as shown in Figure 14-9. However, because visual comparison with the standard profiles is somewhat subjective and prone to error, two quantitative methods of profile measurement have been established. Tse and Cruden (1979) described a method using a mechanical profilometer, and Mearz et al. (1990) developed a shadow profilometer that records the shape of the surface by means of a video camera and image analyzer.

The method developed by Tse and Cruden is shown in Figure 14-10. The profile is defined by measuring the distance \((y)\) of the surface from a fixed reference line at specified equal intervals \((\Delta x)\) over a length of \(M\) intervals. From these measurements the coefficient \(Z_2\) is defined as

\[
Z_2 = \left[\frac{1}{M(\Delta x)^2} \sum_{i=1}^{M} (y_{i+1} - y_i)^2\right]^{1/2} \tag{14.4}
\]

The coefficient \(Z_2\) is then used to calculate the JRC of the fracture surface using the following regression equation:

\[
JRC = 32.2 + 32.47 \log(Z_2) \tag{14.5}
\]

A study has also been carried out to assess the effect of the size of the sampling interval along the profile on the calculated value of JRC (Yu and Vayssade 1991). This study showed that the sampling interval should not exceed 1 mm, and greater accuracy can be achieved by sampling at an interval of 0.25 mm.

2.4 Fracture Infilling

In the preceding section, the surfaces discussed are rough, clean fracture surfaces with rock-to-rock contact and no infilling, in which the shear strength is derived solely from the friction angle of the rock material. However, if the fracture contains an infilling, the shear strength properties of the fracture are often modified, with both the cohesion and friction angle of the surface being influenced by the thickness and properties of the infilling. For example, for a clay-filled fault zone in granite, it would be assumed that the shear strength of the fracture would be that of the clay and not the granite. In the case of a healed, calcite-filled fracture, a high cohesion would be used in
design, but only if it was certain that the fracture would remain healed after any disturbance caused by blasting during excavation of the slope.

The presence of infillings along fracture surfaces can have a significant effect on stability. It is most important that infillings be identified in the investigation program and that appropriate strength parameters be used in design. For example, one of the contributing factors to the massive landslide into the Vaiont Reservoir in Italy that resulted in the deaths of about 2,000 people was the presence of low-shear-strength clay along the bedding surfaces of the shale (Trollope 1980).

The effect of the infilling on shear strength depends on both the thickness and strength properties of the infilling material. With respect to the thickness, if it is more than about 25 to 50 percent of the amplitude of the asperities, there will be little or no rock-to-rock contact, and the shear-strength properties of the fracture will be the properties of the infilling (Goodman 1970).

Figure 14-11 is a plot of the results of direct shear tests carried out to determine the peak friction angle of the amplitude of the asperities, there will be little or no rock-to-rock contact, and the shear-strength properties of the fracture will be the properties of the infilling (Goodman 1970).

![FIGURE 14-11 Shear strength of filled discontinuities (Barton 1974; Wyllie 1992).]
Landslides: Investigation and Mitigation

Examination of the test results shows that the infillings can be divided approximately into two groups, as follows:

- **Clays:** Montmorillonite and bentonitic clays and clays associated with coal measures have friction angles ranging from about 8 to 20 degrees and cohesion values ranging from 0 to about 200 kPa. Some cohesion values were measured as high as 380 kPa.
- **Faults, shears, and breccias:** The material formed in fault zones and shears in rocks such as granite, diorite, basalt, and limestone contains clay as well as granular fragments. These materials have friction angles ranging from about 25 to 45 degrees and cohesion values ranging from 0 to about 100 kPa. Fault gouge derived from coarse-grained rocks such as granites tends to have higher friction angles than those from fine-grained rocks such as limestones.

Some of the tests shown in Figure 14-11 also determined residual shear-strength values. It was found that the residual friction angle was only about 2 to 4 degrees less than the peak friction angle, whereas the residual cohesion was essentially zero.

Shear-strength and displacement behavior is an additional factor to consider regarding the shear strength of filled fractures. In the analysis of the stability of slopes, this behavior indicates whether there is likely to be a reduction in shear strength with displacement. In conditions where there is a significant decrease in shear strength with displacement, slope failure can occur suddenly following a small amount of movement.

Filled fractures can be divided into two general categories, depending on whether there has been previous displacement of the fracture (Barton 1974). These categories are further subdivided into either normally consolidated (NC) or over-consolidated (OC) materials (Figure 14-12).

**FIGURE 14-12**

Simplified division of filled discontinuities into displaced and undisplaced and NC and OC categories (modified from Barton 1974).
2.4.1 Recently Displaced Fractures

Recently displaced fractures include faults, shear zones, clay mylonites, and bedding-surface slips. In faults and shear zones, the infilling is formed by the shearing process, which may have occurred many times and produced considerable displacement. The gouge formed in this process may include both clay-size particles and breccia with the particle orientation and striations of the breccia aligned parallel to the direction of shearing. In contrast, the mylonites and bedding-surface slips are fractures that were originally clay bearing and along which slip occurred during folding or sliding.

For these types of fractures the shear strength is at or close to the residual strength (Figure 14-12, Graph I). Any cohesive bonds that existed in the clay because of previous overconsolidation will have been destroyed by shearing, and the infilling will be equivalent to the normally consolidated state. In addition, strain softening may occur, with increased water content resulting in a further reduction in strength.

2.4.2 Undisplaced Fractures

Infilled fractures that have undergone no previous displacement include igneous and metamorphic rocks that have weathered along fracture surfaces to form clay layers. For example, diabase weathers to amphibolite and eventually to clay. Other undisplaced fractures include thin beds of clay and weak shales that are found with sandstone in interbedded sedimentary formations. Hydrothermal alteration is another process that forms infillings that can include low-strength materials such as montmorillonite and high-strength materials such as quartz and calcite.

The infillings of undisplaced fractures can be divided into NC and OC materials that have significant differences in peak-strength values. This strength difference is illustrated in Figure 14-12 by Graphs II and III. Although the peak shear strength of OC clay infillings may be high, there can be a significant loss of strength due to softening, swelling, and pore-pressure changes on unloading. Unloading occurs when rock is excavated for a slope or foundation, for example. Strength loss also occurs on displacement in brittle materials such as calcite.

2.5 Effect of Water on Shear Strength

The most significant effect of groundwater on slope stability is the reduction in normal stress produced by water pressures acting within the slope. As shown in Equation 14.1, a reduction in the effective normal stress results in a corresponding reduction in the shear strength of the rupture surface. The effect of water pressures on slope design is described in Chapter 15. Generally, the strength properties of rock are the same whether the rock is wet or dry. However, some rocks, such as shales containing swelling clay and evaporites such as gypsum, exhibit a loss of strength in the presence of water.

3. LABORATORY TESTING OF SHEAR STRENGTH

The friction angle of a fracture surface can be determined in the laboratory using a direct shear box of the type shown in Figure 14-13. This is portable equipment that can be used in the field if required and is suited to testing samples with dimensions up to about 75 mm, such as NQ and HQ drill core. The most reliable values are obtained if a sample with a smooth, planar surface is used because it is found that with an irregular surface, the effect of surface roughness can make the test results difficult to interpret.

The test procedure consists of using plaster of paris or sulfur to set the two halves of the sample in a pair of steel boxes (International Society for Rock Mechanics 1981b). Particular care is taken to ensure that the two pieces of core are in their original, matched position and the fracture surface is exactly parallel to the direction of the shear force. A normal load is then applied using the cantilever, and the shear load is gradually increased until a sliding failure occurs. Measurement of the relative vertical and horizontal displacement of the upper block can be made most simply with dial gauges, whereas more precise, continuous displacement measurements can be made with linear variable differential transformers (Hencher and Richards 1989).

Each sample is usually tested three or four times with progressively higher normal loads. When the residual shear stress has been established for each normal load, the sample is reset, the normal load increased, and another shear test conducted. The
test results are expressed as plots of shear displacement against shear stress from which the peak and residual shear stress values are determined. Each test produces a pair of shear-stress—normal-stress values, which are plotted to determine the peak and residual friction angles of the surface.

Figure 14-14 shows a typical result of a direct shear test on a fracture with a 4-mm-thick sandy-silt infilling. The curves on the upper right are shear-stress—shear-displacement plots showing an approximate peak shear stress as well as a slightly lower, residual shear stress. The sample was undisplaced, so it exhibited a difference between peak and residual strengths (see Figure 14-12). The normal stresses at the peak and residual shear stress values are calculated from the applied normal load and the contact area. When the contact area is calculated, an allowance is made for the decrease in area as shear displacement takes place. For diamond drill core in an inclined hole, the fracture surface is in the shape of an ellipse and the formula for calculating the contact area is as follows (Hencher and Richards 1989):

\[
A = \pi ab - \left[ \frac{ub(4a^2 - u^2)}{2a} \right]^{1/2} - 2ab \sin^{-1} \left( \frac{u}{2a} \right) \tag{14.6}
\]

where

\[
A = \text{gross area of contact},
\]

\[
2a = \text{major axis of ellipse},
\]

\[
2b = \text{minor axis of ellipse},
\]

\[
u = \text{relative shear displacement}.
\]

As a result of the decrease in contact area with shearing, there will be a corresponding increase in the normal stress. This is shown in the upper left diagram of Figure 14-14, where the normal stress for the residual shear strength is greater than that for the peak shear strength.

The measured friction angle is the sum of the friction angle of the rock (\(\phi\)) and the roughness of the surface (\(i\)) at each normal stress level. The roughness of the surface is calculated from the plots of shear and normal displacement (\(\delta_s\) and \(\delta_n\), respectively, on the lower right side of Figure 14-14) as follows:

\[
i = \tan^{-1} \left( \frac{\delta_s}{\delta_n} \right) \tag{14.7}
\]

This value of \(i\) is then subtracted from the friction angle calculated from the plot of shear and normal stresses at failure to obtain the friction angle of the rock. Although the shear test can be conducted on a sawed sample so that there is no roughness component, there may be some polishing of the surface resulting in a low value of the friction angle compared with a natural surface.

As shown in Figure 14-14, it is usual, at a minimum, to test each sample at three normal stress levels, with the sample being reset to its original position between tests. When the tests are run at progressively higher normal stress levels, the total friction angle of the surface will diminish with each test if the asperities are progressively sheared. This produces a concave downward normal shear plot as shown in the upper left of Figure 14-14. The degree to which the asperities are sheared off will depend on the level of the normal stress in comparison to the rock strength, that is, the ratio \((\sigma_f/\sigma')\) in Equation 14.3. The maximum normal stress that is used in the test is usually the maximum stress level that is likely to develop in the slope.

It is also possible to measure the normal stiffness of the fracture infilling during the direct shear test, as shown in the lower left of Figure 14-14. Normal stiffness is the ratio of the normal stress to normal displacement, or

\[
k_n = \frac{\sigma}{\delta_n} \tag{14.8}
\]

The plot of \(\sigma\) against \(\delta_n\) is highly nonlinear and the value of \(\delta_n\) is the slope of the initial portion of
the curve. The normal stiffness of a fracture is not usually an issue in rock slope design and is more often used in the estimation of the deformation modulus of a rock mass (Wyllie 1992).

It can be difficult to measure the cohesion of a surface with the direct shear test because if the cohesion is very low, it may not be possible to obtain an undisturbed sample. If the cohesion is high and the sample is intact, the material holding the sample will have to be stronger than the infilling if the sample is to shear. When it is important that the cohesion of a weak infilling be measured, an in situ test of the undisturbed material may be required.

4. SHEAR STRENGTH OF FRACTURED ROCK MASSES

For the geological conditions shown in Figure 14-2, where a cut has been made in fractured rock, there is no distinct fracture surface on which sliding can take place. A rupture surface in this rock mass will comprise natural fractures aligned on the rupture surface together with some shear failure through intact rock. It is generally too difficult and expensive to sample and test large samples of fractured rock. Consequently, two empirical methods of determining the friction angle and cohesion of rock masses have been developed and are described in this section. In both methods it is necessary to categorize the rock mass in terms of both the intact rock strength and the characteristics of the fractures. Because this requires considerable judgment, it is advisable to compare the strength values obtained by both methods to improve the reliability of values used in design.

4.1 Strength Determination by Back Analysis of Failures

Probably the most reliable method of determining the strength of a rock mass is to back analyze a failed, or failing, slope. This procedure involves carrying out a stability analysis with the factor of safety set at 1.0 and using available information on the position of the rupture surface, the groundwater conditions at the time of failure, and any
external forces such as foundation loads and earthquake motion, if applicable. Methods of stability analysis of rock slopes are discussed in Chapter 15.

Figure 14-15(a) shows a back analysis of a slope failure in limestone in which sliding occurred on bedding planes dipping out of the face at an angle of 20 degrees (Hoek and Bray 1981). At the time of failure, the upper bench of the quarry was flooded and the tension crack was full of water, so the forces acting on the slope were known with some confidence.

In back analysis both the friction angle and the cohesion of the rupture surface are unknown, and their values can be estimated by the following method. By carrying out a number of stability analyses with a range of cohesion values, it is possible to calculate a corresponding value for the friction angle (at $F = 1$). From a plot of cohesion against friction angle [Figure 14-15(b)], it is possible to select values for the cohesion and friction angle that can be used in design. When the friction angle of the rock can be determined in a direct shear test and the roughness of the surface can be measured in the field, the cohesion of the rupture surface can be determined with some confidence.

In many cases it may not be feasible to carry out a back analysis of a slope in geological conditions similar to those in which the new slope is to be excavated. In these circumstances, published results of rock mass shear strength can be used in design. Figure 14-16 shows the results of back analyses of slope failures in a variety of geological conditions (as described in Table 14-2) and the shear-strength parameters ($\phi/c$ values) calculated at failure. By adding points to Figure 14-16 for local geological conditions, it is possible to draw up a readily applicable rock mass strength chart for shear failures.

### 4.2 Hoek-Brown Strength Criteria for Fractured Rock Masses

As an alternative to back analysis to determine the strength of fractured rock masses, an empirical method was developed by Hoek (1983) and Hoek and Brown (1988) in which the shear strength is represented as a curved envelope (Figure 14-17). This strength criterion was derived from the Griffith crack theory of rock fracture, as well as from observations of the behavior of rock masses in the laboratory and in the field (Marsal 1973; Jaeger 1970).

The three parameters defining the curved strength envelope of the rock mass are the uniaxial strength of the intact rock, $\sigma_u$, and two dimensionless constants $m$ and $s$. The values of $m$ and $s$ are defined in Table 14-3, in which rock types are shown in the columns, and the strength and degree of fracturing are shown in the rows. The rock types are grouped into five classes depending on the grain size and crystal structure. The quality of the rock mass is defined in Table 14-3 either by the brief descriptions of the geology or by rock-mass rating systems (Bieniawski 1974, 1976) that assign point scores to a number of characteristics of the rock mass.

The equation for the curved shear strength envelope is

$$\tau = (\cot\phi' - \cos\phi')\frac{m\sigma_u}{s}$$  \hspace{1cm} (14.9)

where $\tau$ is the shear stress at failure and $\phi'$ is the instantaneous friction angle at given values of $\tau$ and $\sigma'$. The value of $\phi'$ is the inclination of the
tangent to the Mohr failure envelope at the point \((a',\tau)\) as shown in Figure 14-17 and is given by

\[
\phi'_i = \arctan\left\{4h\cos\left[30 + \frac{1}{3}\arcsin(h^{-\frac{1}{2}})\right] - 1\right\}^{\frac{1}{2}}
\]

(14.10)

where

\[
h = 1 + \frac{16(m\sigma' + s\sigma)}{3m^2\sigma_z}
\]

(14.11)

The dimensionless constants \(m\) and \(s\) depend on the rock type and the degrees of fracturing of the rock mass and are defined in Table 14-3. The instantaneous cohesion \(c'_i\) is the intercept of the line defining the friction angle on the shear stress axis and is given by

\[
c'_i = \tau - \sigma'\tan\phi'_i
\]

(14.12)

The features of the curved shear-strength envelope are that at low normal-stress levels, the blocks of rock are interlocked and the instantaneous friction angle is high, whereas at higher normal-stress levels, shearing of the rock is initiated with the result that the friction angle diminishes. The instantaneous cohesion progressively increases with the normal stress as a result of the greater confinement and interlock of the rock mass.

The procedure for using the curved strength envelopes in stability analysis is, first, to determine the range of effective normal stresses acting along a potential rupture surface in the slope and, second, to calculate the instantaneous cohesion values and friction angles in this stress range. The stability analysis is carried out in the normal manner except that a number of values of \(c_i\) and \(\phi_i\)

Table 14-2
Sources of Shear-Strength Data Plotted in Figure 14-16

<table>
<thead>
<tr>
<th>POINT NUMBER</th>
<th>MATERIAL</th>
<th>LOCATION</th>
<th>SLOPE HEIGHT (m)</th>
<th>REFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Disturbed slates and quartzites</td>
<td>Knob Lake, Canada</td>
<td>—</td>
<td>Coates et al. (1965)</td>
</tr>
<tr>
<td>2</td>
<td>Soil</td>
<td>Any location</td>
<td>—</td>
<td>Whitman and Bailey (1967)</td>
</tr>
<tr>
<td>3</td>
<td>Jointed porphyry</td>
<td>Rio Tinto, Spain</td>
<td>50-110</td>
<td>Hoek (1970)</td>
</tr>
<tr>
<td>4</td>
<td>Ore body hanging wall in granite rocks</td>
<td>Grangesberg, Sweden</td>
<td>60-240</td>
<td>Hoek (1974)</td>
</tr>
<tr>
<td>5</td>
<td>Rock slopes with slope angles of 50 to 60 degrees</td>
<td>Any location</td>
<td>300</td>
<td>Ross-Brown (1973)</td>
</tr>
<tr>
<td>6</td>
<td>Bedding planes in limestone</td>
<td>Somerset, England</td>
<td>60</td>
<td>Roberts and Hoek (1972)</td>
</tr>
<tr>
<td>7</td>
<td>London clay, stiff</td>
<td>England</td>
<td>—</td>
<td>Skempton and Hutchinson (1969)</td>
</tr>
<tr>
<td>8</td>
<td>Gravelly alluvium</td>
<td>Pima, Arizona</td>
<td>—</td>
<td>Hamel (1970)</td>
</tr>
<tr>
<td>9</td>
<td>Faulted rhyolite</td>
<td>Ruth, Nevada</td>
<td>—</td>
<td>Hamel (1971a)</td>
</tr>
<tr>
<td>10</td>
<td>Sedimentary series</td>
<td>Pittsburgh, Pennsylvania</td>
<td>—</td>
<td>Hamel (1971b)</td>
</tr>
<tr>
<td>11</td>
<td>Kaolinitized granite</td>
<td>Cornwall, England</td>
<td>75</td>
<td>Ley (1972)</td>
</tr>
<tr>
<td>12</td>
<td>Clay shale</td>
<td>Fort Peck Dam, Montana</td>
<td>—</td>
<td>Middlebrook (1942)</td>
</tr>
<tr>
<td>13</td>
<td>Clay shale</td>
<td>Gardiner Dam, Canada</td>
<td>—</td>
<td>Fleming et al. (1970)</td>
</tr>
<tr>
<td>14</td>
<td>Chalk</td>
<td>Chalk Cliffs, England</td>
<td>15</td>
<td>Hutchinson (1972)</td>
</tr>
<tr>
<td>15</td>
<td>Bentonite/clay</td>
<td>Oahe Dam, South Dakota</td>
<td>—</td>
<td>Fleming et al. (1970)</td>
</tr>
<tr>
<td>16</td>
<td>Clay</td>
<td>Garrison Dam, North Dakota</td>
<td>—</td>
<td>Fleming et al. (1970)</td>
</tr>
<tr>
<td>17</td>
<td>Weathered granites</td>
<td>Hong Kong</td>
<td>13-30</td>
<td>Hoek and Richards (1974)</td>
</tr>
<tr>
<td>18</td>
<td>Weathered volcanics</td>
<td>Hong Kong</td>
<td>30-100</td>
<td>Hoek and Richards (1974)</td>
</tr>
<tr>
<td>19</td>
<td>Sandstone, siltstone</td>
<td>Alberta, Canada</td>
<td>240</td>
<td>Wyllie and Munn (1979)</td>
</tr>
<tr>
<td>20</td>
<td>Argillite</td>
<td>Yukon, Canada</td>
<td>100</td>
<td>Wyllie (unpublished data)</td>
</tr>
</tbody>
</table>
Undisturbed hard rock masses with no major structural patterns dipping out of cut face.

Disturbed material with rounded weakly cemented particles and appreciable clay mineral content.

Disturbed soil and fill containing hard clean angular interlocking particles and blocks.

Undisturbed jointed soft rock masses with few structures dipping out of cut face.

Soft rock masses or jointed hard rock disturbed by blasting or excess loading.

Weathered soft rock or discontinuities in hard rock.

Clay soil sand

FIGURE 14-16 (right) Relationship between friction angles and cohesive strength mobilized at failure for slopes analyzed in Table 14-2 (Hoek and Bray 1981).

Undisturbed hard rock masses with no through-going structures dipping out of cut face.

Soft rock masses or jointed hard rock disturbed by blasting or excess loading.

Weathered soft rock or discontinuities in hard rock.

Clay soil sand

FIGURE 14-17 (below) Typical curved shear strength envelope defined by Hoek-Brown theory for rock mass strength (Hoek 1983).

The following is an example of the use of the Hoek-Brown strength criterion to develop shear-strength values for a fractured rock mass. Consider the slope shown in Figure 14-3, where the rupture surface lies within the highly weathered rock. This material could be described as a "poor quality rock mass," and if the rock type is a limestone, then from Table 14-3, the values of the material constants are \( m = 0.029 \) and \( s = 0.000003 \). The compressive strength of the rock, as determined by inspection and simple field tests shown in Chapter 9 (Table 9-4), is estimated to be 35 MPa for "moderately weak rock." This strength, together with values for the parameters \( m \) and \( s \), is then substituted in Equations 14.10, 14.11, and 14.12 to cal-
Table 14-3
Approximate Relationship Between Rock-Mass Quality and Material Constants Used in Defining Nonlinear Strength (Hoek and Brown 1988).

<table>
<thead>
<tr>
<th>Empirical failure criterion</th>
<th>Material Constants m, s</th>
<th>Carbonate Rocks with Well Developed Crystal Cleavage</th>
<th>Lithified Argillaceous Rocks</th>
<th>Arenaceous Rocks with Poorly Developed Crystal Cleavage</th>
<th>Fine-Grained Polyminallic Rocks</th>
<th>Coarse-Grained Polyminallic Rocks</th>
<th>metamorphic</th>
<th>igneous</th>
<th>sedimentary</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma' = \sigma' + \sqrt{m \sigma_{uv} + \sigma' + s \sigma_{uv}} )</td>
<td>m</td>
<td>7.00</td>
<td>10.00</td>
<td>15.00</td>
<td>17.00</td>
<td>25.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Intact Rock Samples</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laboratory size specimens free from discontinuities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*CSIR rating: RMR = 100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NGI rating: Q = 500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Very Good Quality Rock Mass</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tightly interlocking undisturbed rock with unweathered joints at 1 to 3 m</td>
<td>m</td>
<td>2.40</td>
<td>3.43</td>
<td>5.14</td>
<td>5.82</td>
<td>8.56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s</td>
<td>0.082</td>
<td>0.082</td>
<td>0.082</td>
<td>0.082</td>
<td>0.082</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Good Quality Rock Mass</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fresh to slightly weathered rock, slightly disturbed with joints at 1 to 3 m</td>
<td>m</td>
<td>0.575</td>
<td>0.821</td>
<td>1.231</td>
<td>1.395</td>
<td>2.052</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s</td>
<td>0.00293</td>
<td>0.00293</td>
<td>0.00293</td>
<td>0.00293</td>
<td>0.00293</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Fair Quality Rock Mass</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several sets of moderately weathered joints spaced at 0.3 to 1 m.</td>
<td>m</td>
<td>0.128</td>
<td>0.183</td>
<td>0.275</td>
<td>0.311</td>
<td>0.458</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s</td>
<td>0.00009</td>
<td>0.00009</td>
<td>0.00009</td>
<td>0.00009</td>
<td>0.00009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Poor Quality Rock Mass</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Numerous weathered joints at 30-500 mm some gouge. Clean compacted waste rock</td>
<td>m</td>
<td>0.029</td>
<td>0.041</td>
<td>0.061</td>
<td>0.069</td>
<td>0.102</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s</td>
<td>0.000003</td>
<td>0.000003</td>
<td>0.000003</td>
<td>0.000003</td>
<td>0.000003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Very Poor Quality Rock Mass</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Numerous heavily weathered joints spaced &lt;50 mm with gouge. Waste rock with fines</td>
<td>m</td>
<td>0.007</td>
<td>0.010</td>
<td>0.015</td>
<td>0.017</td>
<td>0.025</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s</td>
<td>0.0000001</td>
<td>0.0000001</td>
<td>0.0000001</td>
<td>0.0000001</td>
<td>0.0000001</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*CSIR Commonwealth Scientific and Industrial Research Organization (Bieniawski 1974)
†NGI Norway Geotechnical Institute (Barton 1974)
calculate the cohesion and friction angle at each selected normal-stress value. Table 14-4 shows an example of these calculations using the approximate dimensions of the slope in Figure 14-3.

As part of the ongoing development of the Hoek-Brown strength criterion, a revised rockmass rating system called the Geological Strength Index (GSI) and revised equations for the strength envelope have been proposed (Hoek 1995). For this report the more familiar Norwegian Geotechnical Institute (NGI) and Commonwealth Scientific and Industrial Research Organization (CSIR) ratings have been retained because of their present wide use in practical applications.

These results demonstrate the variation in shear strength along the rupture surface. When a circular stability analysis of this slope is carried out, the effective normal stress at the base of each slice and the corresponding instantaneous shear strength parameters can be calculated as part of the input for the analysis.

### 5. Rock Durability and Compressive Strength

The strength parameters that are usually of greatest significance to the analysis of slope stability are the cohesion and friction angle on the rupture surface, as discussed previously in this chapter. However, both the durability and compressive strength of the rock may be of importance, depending on the geological and stress conditions at the site, as discussed below. Both the procedures discussed next are index tests best used to classify and compare one rock with another; if necessary, the index measurements can be calibrated by more precise tests.

#### 5.1 Slake Durability

A widely occurring class of rock materials, such as shales and mudstone, many of which have a high clay content, are prone to degradation when exposed to weathering processes such as wetting and drying cycles. The degradation can take the form of swelling, weakening, and disintegration and can occur within a period of minutes to years after exposure. The effect of degradation on slope stability can range from surficial sloughing and gradual retreat of the face to slope failures resulting from the loss of strength with time (Wu et al. 1981). In sedimentary formations comprising alternating beds of resistant sandstone and degradable shale, the weathering process can develop overhangs in the sandstone and produce a rock-fall hazard.

A simple index test of the tendency of rock to weather and degrade is the slake durability test (International Society for Rock Mechanics 1981a). It is important that undisturbed samples be used that have not been excessively broken in the sampling procedure or allowed to freeze. The test procedure consists of placing the sample in a wire mesh drum and drying it in an oven at 105°C for 2 to 6 hr. The drum is then partially submerged in water and rotated at 20 revolutions per minute for a period of 10 min. The drum is dried a second time and the loss of weight is recorded. The test cycle is repeated and the slake durability index is calculated as the percentage ratio of final to initial dry sample masses. A low slake durability index indicates that the rock is susceptible to degradation when exposed. For highly degradable rocks it is useful to carry out soil classification tests such as Atterberg limits and X-ray diffraction tests to identify clay mineral types and determine if swelling clays such as bentonites and montmorillonites are present.

<table>
<thead>
<tr>
<th>Table 14-4</th>
<th>Calculated Values of Instantaneous Cohesion and Friction Angle Using Hoek-Brown Strength Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>PARAMETER</td>
<td>DIMENSION AND UNITS</td>
</tr>
<tr>
<td>Depth of rupture surface</td>
<td>d (m)</td>
</tr>
<tr>
<td>Dip of rupture surface</td>
<td>( \psi ) (degrees)</td>
</tr>
<tr>
<td>Rock unit weight</td>
<td>( \gamma ) (MN/m(^3))</td>
</tr>
<tr>
<td>Normal stress</td>
<td>( d \cdot \gamma \cdot \cos \psi ) (MPa)</td>
</tr>
<tr>
<td>Instantaneous cohesion</td>
<td>( c' ) (MPa)</td>
</tr>
<tr>
<td>Instantaneous friction angle</td>
<td>( \phi' ) (degrees)</td>
</tr>
</tbody>
</table>
5.2 Compressive Strength

In many slopes in moderately strong to strong rock, the stress level due to gravity loads is significantly less than the strength of the rock. Therefore, there is little tendency for intact rock within the slope to fracture, and the compressive strength is a less important design parameter than the shear strength. The compressive strength of the rock on the rupture surface is only used indirectly in stability analysis when determining the roughness of a fracture (Equation 14.3) and in the application of the Hoek-Brown strength criteria (Equations 14.9 to 14.12). For both of these applications it is satisfactory to use an estimate of the compressive strength because the results are not particularly sensitive to the value of this parameter.

The point-load test is an appropriate method to estimate the compressive strength in which both core and lump samples can be tested (International Society for Rock Mechanics 1981c). The equipment is portable, and tests can be carried out quickly and inexpensively in the field. Because the point-load test provides an index value for the strength, the usual practice is to calibrate the results with a limited number of uniaxial compressive tests on prepared core samples.

If no equipment is available to measure the compressive strength, simple field observations can be used to estimate the strength with sufficient accuracy for most purposes. In Chapter 9 (Table 9-4) a series of field index tests and observations for estimating strength is described, and the corresponding range of compressive strengths is given.
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1. INTRODUCTION

Except for the rare case of a completely un-fractured rock unit, the majority of rock masses can be considered as assemblages of intact rock blocks delineated in three dimensions by a system of discontinuities. These discontinuities can occur as unique randomly oriented features or as repeating members of a discontinuity set. This system of structural discontinuities is usually referred to as the structural fabric of the rock mass and can consist of bedding surfaces, joints, foliation, or any other natural break in the rock. In most cases, engineering properties of fractured rock masses, such as strength, permeability, and deformability, are more dependent on the nature of the structural fabric than on the properties of the intact rock. For this reason, practitioners in the field of rock mechanics have developed the following parameters to characterize the nature of the discontinuities that make up the structural fabric:

- **Orientation**: The orientation of a discontinuity is best defined by two angular parameters: dip and dip direction.
- **Persistence**: Persistence refers to the continuity or areal extent of a discontinuity and is particularly important because it defines the potential volume of the failure mass. Persistence is difficult to quantify; the only reliable means is mapping of bedrock exposures.
- **Spacing**: The distance between two discontinuities of the same set measured normal to the discontinuity surfaces is called spacing. Together, persistence and spacing of discontinuities define the size of blocks. They also influence the dilatancy of the rock mass during shear displacement and determine the extent to which the mechanical properties of the intact rock will govern the behavior of the rock mass.
- **Surface properties**: The shape and roughness of the discontinuity constitute its surface properties, which have a direct effect on shear strength.
- **Infillings**: Minerals or other materials that occur between the intact rock walls of discontinuities are termed infillings. Their presence can affect the permeability and shear strength of a discontinuity. Secondary minerals, such as calcite or quartz, may provide significant cohesion along discontinuities. However, these thin infillings are susceptible to damage by blasting, resulting in total loss of cohesion.

For all but very weak rock materials, the analysis of rock slope stability is fundamentally a two-part process. The first step is to analyze the structural fabric of the site to determine if the orientation of the discontinuities could result in instability of the slope under consideration. This determination is usually accomplished by means of stereographic analysis of the structural fabric and is often referred to as *kinematic analysis* (Piteau and Peckover 1978). Once it has been determined that a kinematically possible failure mode is present, the second step re-
quires a limit-equilibrium stability analysis to compare the forces resisting failure with the forces causing failure. The ratio between these two sets of forces is termed the factor of safety, $FS$.

For very weak rock where the intact material strength is of the same magnitude as the induced stresses, the structural geology may not control stability, and classical soil mechanics principles for slope stability analysis apply. These procedures are discussed in Chapter 13.

2. TYPES OF ROCK SLOPE FAILURES

As shown in Figure 15-1, most rock slope failures can be classified into one of four categories depending on the type and degree of structural control:

- Planar failures are governed by a single discontinuity surface dipping out of a slope face [Figure 15-1(a)],
- Wedge failures involve a failure mass defined by two discontinuities with a line of intersection that is inclined out of the slope face [Figure 15-1(b)],
- Toppling failures involve slabs or columns of rock defined by discontinuities that dip steeply into the slope face [Figure 15-1(c)], and
- Circular failures occur in rock masses that are either highly fractured or composed of material with low intact strength [Figure 15-1(d)].

Recognition of these four categories of failures is essential to the application of appropriate analytical methods.

3. STEREOGRAPHIC ANALYSIS OF STRUCTURAL FABRIC

From a rock slope design perspective, the most important characteristic of a discontinuity is its...
orientation, which is best defined by two parameters: dip and dip direction [Figure 15-2(a)]. The dip angle refers to the inclination of the plane below the horizontal and thus ranges from 0 to 90 degrees. The dip direction of the plane is the azimuth at which the maximum dip is measured and ranges from 0 to 360 degrees. The dip direction differs from the strike direction by 90 degrees and is the preferred parameter to avoid ambiguity as to the direction of dip. These values are determined by compass measurements on rock outcrops (Chapter 9), oriented drilling techniques, or interpretation of geologic structural trends (Chapter 8).

Interpretation of these geologic structural data requires the use of stereographic projections that allow the three-dimensional orientation data to be represented and analyzed in two dimensions. The most commonly used projections are the equal-area net and the polar net, replications of which are shown in Appendix A.

The rock slope practitioner is referred to the work by Hoek and Bray (1981), Hoek and Brown (1980), and Goodman (1976) for in-depth treatment of the principles of stereographic analysis. A detailed presentation of the procedures for plotting, analyzing, and interpreting data on stereographic projections is beyond the scope of this report; however, these techniques are essential to rock slope design and to the following discussion.

Stereographic presentations remove one dimension from consideration so that planes can be represented by lines and lines represented by points. Stereographic analyses consider only angular relationships between lines, planes, and lines and planes. These analyses do not in any way represent the position or size of the feature.

The fundamental concept of stereographic projections consists of a reference sphere that has a fixed orientation of its axis relative to the north and of its equatorial plane to the horizontal [Figure...
FIGURE 15-2
Concepts for stereographic representation of linear and planar features (modified from Hoek and Bray 1981).

15-2(b)]. Linear features with a specific plunge and trend are positioned in an imaginary sense so that the axis of the feature passes through the center of the reference sphere. The intersection of the linear feature with the lower half of the reference sphere defines a unique point [Figure 15-3(a)]. Depending on the type of stereographic projection, this point is rotated down to a unique point on the stereonet. For the purposes of this discussion, only equal-area nets will be considered, although the reader should be aware that equal-angle projections can also be used. Linear features with shallow plunges plot near the circumference of the stereographic projection, whereas those with steep plunges plot near the center. Similarly, planar features are positioned so that the feature passes through the center of the reference sphere and produces a unique intersection line with the lower half of the reference sphere [Figures 15-2(b) and 15-3(b)]. The projection of this intersection line onto the stereographic plot results in a unique representation of that plane referred to as a great circle. Planes with shallow dips have great circles that plot near the circumference of the net, and those with steep dips plot near the center. Planes are used to represent both discontinuities and slope faces in stereographic analyses.

A useful alternative method of representing planes is to use the normal to the plane. This nor-
mal in a stereographic projection will be a unique point that is referred to as the pole to the plane [Figure 15-3(b)]. Structural mapping data of discontinuities are often plotted in the pole format rather than the great-circle format in order to detect the presence of preferred orientations, thus defining discontinuity sets, and to determine mean and extreme values for the orientations of these sets. As shown in Figure 15-4, this process can be facilitated by contouring to accentuate and distinguish the repetitive features from the random or unique features. Computerized graphical methods greatly facilitate the analysis of large amounts of structural data. However, when fewer than 50 data points are involved, manual plotting and analysis are probably more efficient.

The intersection of two planes defines a line in space that is characterized by a trend (0 to 360 degrees) and plunge (0 to 90 degrees). In stereographic projection, this line of intersection is defined at the point where the two great circles cross, and the trend and plunge of this point are determined by conventional stereographic principles. It is interesting to note that the line of intersection, represented by a point on a stereonet, is the pole to a great circle containing the poles of the two wedge-forming discontinuities.

4. PLANAR FAILURE

Planar failures are those in which movement occurs by sliding on a single discrete surface that approximates a plane [Figure 15-1(a)]. Planar failures are analyzed as two-dimensional problems. Additional discontinuities may define the lateral extent of planar failures, but these surfaces are considered to be release surfaces, which do not contribute to the stability of the failure mass. Alternatively, the planar failure may be located on a nose of rock so that the slope forms the lateral termination of the failure mass.

The size of planar failures can range from a few cubic meters to large-scale landslides that involve entire mountainsides. The K M Mountain landslide in the state of Washington (Lowell 1990), which involved an estimated 1.2 to 1.5 million m$^3$, was controlled by the bedding orientation within a siltstone sequence. The 1965 Hope landslide in southern British Columbia occurred along planar felsite dikes dipping subparallel to the slope and involved approximately 48 million m$^3$ of displaced material (Mathews and McTaggart 1969).

4.1 Kinematic Analysis

The four necessary structural conditions for planar failures can be summarized as follows:

1. The dip direction of the planar discontinuity must be within 20 degrees of the dip direction of the slope face, or, stated in a different way, the strike of the planar discontinuity must be within 20 degrees of the strike of the slope face.
2. The dip of the planar discontinuity must be less than the dip of the slope face and thereby must "daylight" in the slope face.
3. The dip of the planar discontinuity must be greater than the angle of friction of the surface.
4. The lateral extent of the potential failure mass

---

**FIGURE 15-3** Equal-area projections for linear and planar features (modified from Hoek and Bray 1981).
must be defined either by lateral release surfaces that do not contribute to the stability of the mass or by the presence of a convex slope shape that is intersected by the planar discontinuity.

Figure 15-5 illustrates the first three of these conditions; these are the only conditions that can be evaluated by stereographic analysis.

The presence of significant pore-water pressures along the failure surface can in some cases alter the kinematic possibility of planar failure. For example, the introduction of water pressure may cause a failure even though the dip of the failure plane is less than the frictional strength of the plane. Hodge and Freeze (1977) have presented an in-depth perspective of the influence of groundwater flow systems on the stability of interbedded sedimentary rock slopes.

4.2 Stability Analysis

If the kinematic analysis indicates that the requisite geologic structural conditions are present, stability must be evaluated by a limit-equilibrium
FIGURE 15-5
Kinematic analysis for planar failure.

CONDITIONS FOR PLANAR FAILURE
1. $\alpha_p = \alpha_t \pm 20^\circ$
2. $\psi_p < \psi_f$
3. $\psi_p > \phi_f$

(a) Plane Failure Model

(b) Great Circle Representation

Discontinuity planes that satisfy the inequalities $(\alpha_t - 20^\circ) \leq \alpha_p \leq (\alpha_t + 20^\circ)$ and $\phi_f < \psi_p < \psi_f$ are kinematically viable failure surfaces. The great circle representations of such planes plot within the shaded area.

Stability analysis for planar failure requires the resolution of forces perpendicular to and parallel to the potential failure surface. This resolution can be carried out in either two or three dimensions, but the most common case is the former, in which the stability formulation considers a unit thickness of the slope. Two geometric cases are considered (Figure 15-6), depending on the location of the tension crack relative to the crest of the slope:

- Tension crack present in slope face [Figure 15-6(a)], and
- Tension crack present in upper slope surface [Figure 15-6(b)].
The stability equations are as follows:

For Case a:
Depth of tension crack:
\[ Z = (H \cot \Psi_f - b) (\tan \Psi_f - \tan \Psi_p) \]
Weight of block:
\[ W = \frac{1}{2} \gamma H^2 [(1 - Z/H) \cot \Psi_p (\cot \Psi_f \tan \Psi_f - 1)] \]
Area of sliding plane:
\[ A = (H \cot \Psi_f - b) \sec \Psi_p \]

For Case b:
Depth of tension crack:
\[ Z = H + b \tan \Psi_f - (b + H \cot \Psi_f) \tan \Psi_p \]
Weight of block:
\[ W = \frac{1}{2} \gamma H^2 (H^2 \cot \Psi_f X + bHX + bZ) \]
Area of sliding plane:
\[ A = (H \cot \Psi_f + b) \sec \Psi_p \]

For either Case a or b:
Uplift water force:
\[ U = (\gamma_w Z_w A) \]
Driving water force:
\[ V = (\gamma_w Z_w) \]

Factor of safety:
\[ FS = \frac{cA + [W(\cos \Psi_p - a \sin \Psi_p) - U - V \sin \Psi_p + T \cos \theta \tan \phi]}{[W(\sin \Psi_p + a \cos \Psi_p) + V \cos \Psi_p - T \sin \theta]} \]

where
\[ H = \text{height of slope face}; \]
\[ \Psi_f = \text{inclination of slope face}; \]
\[ \Psi_p = \text{inclination of upper slope face}; \]
\[ \Psi_p = \text{inclination of failure plane}; \]
\[ b = \text{distance of tension crack from slope crest}; \]
\[ a = \text{horizontal acceleration, blast or earthquake loading}; \]
\[ T = \text{tension in bolts or cables}; \]
\[ \phi = \text{friction angle of failure surface}; \]
\[ \gamma = \text{density of rock}; \]
\[ \gamma_w = \text{density of water}; \]
\[ Z_w = \text{height of water in tension crack}; \]
\[ Z = \text{depth of tension crack}; \]
\[ U = \text{uplift water force}; \]
\[ V = \text{driving water force}; \]
\[ W = \text{weight of sliding block}; \text{ and } \]
\[ A = \text{area of failure surface}. \]

A simplified groundwater model consists of a measured depth of water in the tension crack defining a phreatic surface that is assumed to decrease linearly toward and exit at the toe of the slope. Other configurations of the phreatic surface can be assumed with consequent modification to the forces U and V (Figure 15-6). The stability equations also incorporate external stabilizing forces, for example, those due to bolts or cables, and destabilizing forces such as those due to seismic ground accelerations.

Of particular note in Figure 15-6 is the location of the tension crack, expressed by the di-
In most cases, small-magnitude antecedent movements will define the location of the tension crack so that the geometry for slope analysis can be ascertained. However, in some cases these movements may not have occurred or the tension crack may be covered with surficial soils. In such circumstances, an approximation incorporating the most probable or "critical" tension crack location is as follows (Hoek and Bray 1981):

\[
b/H = \sqrt{(\cot \psi_f \cot \psi_p) - \cot \psi_f}
\]

The derivation of this equation assumes a dry slope and a horizontal upper slope surface, but as a first approximation, it is probably adequate for most cases. Sensitivity analyses should be carried out when the geometric or other parameters are not well defined.

For either of the two cases shown in Figure 15-6, the factor of safety, FS, is expressed as shown in the box below:

\[
FS = \frac{[cA + (W \cos \psi_p - a \sin \psi_p) - U - V \sin \psi_p + T \cos \theta] \tan \phi}{[W (\sin \psi_p + a \cos \psi_p) + V \cos \psi_p - T \sin \theta]}
\]

This expression can be simplified in a number of successive cases as follows:

External forces not present \( (a = T = 0) \):

\[
FS = \frac{[cA + (W \cos \psi_p - U - V \sin \psi_p)] \tan \phi}{(W \sin \psi_p + V \cos \psi_p)}
\] (15.3)

Dry slope \( (U = V = 0) \) and external forces not present \( (a = T = 0) \):

\[
FS = \frac{(cA + W \cos \psi_p \tan \phi)}{(W \sin \psi_p)}
\] (15.4)

Cohesionless surface \( (c = 0) \), dry slope \( (U = V = 0) \), and external forces not present \( (a = T = 0) \):

\[
FS = \frac{(\tan \phi)}{(\tan \psi_p)}
\] (15.5)

In this simplest case, the factor of safety for the slope is unity when the inclination of the failure surface equals the angle of friction for the surface. This relationship forms the basis of tilt tests, which are used to estimate base friction angles using blocks of rock or intact pieces of core (Franklin and Dusseault 1989).

Alternative methods of stability analysis for planar failures include limit-equilibrium analyses, which incorporate the method of slices to approximate the slope and failure-surface geometry. As an example, Sarma (1979) presented a method that can be applied to both circular and noncircular sliding surfaces. Hoek and Bray (1981) developed graphical solutions for planar failures for the case in which the external forces are zero and the upper slope surface is horizontal.

4.3 Case Example of Planar Failure

Methods of stability analysis for planar failures can be best explained by the use of a case example.

4.3.1 Problem Description

Structural mapping of an existing highway cut reveals the existence of well-developed foliation with a mean orientation of 30 degrees/145 degrees (dip/dip direction). The slope face is 30 m high with an orientation of 70 degrees/135 degrees. Further examination of the 11-degree upper slope indicates the presence of a tension crack 15 m behind the slope crest with water in the tension crack 9 m deep, as shown in Figure 15-7(a). Because of infilling and roughness along the foliation planes, the surfaces are characterized by shear strength parameters that include a friction angle of 25 degrees and a cohesion of 96 kPa. The rock mass is estimated to have a unit weight of 25 kN/m³. The slope designer is required to perform analyses to demonstrate the existing factor of safety. If this evaluation indicates a factor of safety less than 1.5, a slope-stabilization program must be designed to provide this value. The sensitivity of the slope stability to groundwater fluctuations and to seismic accelerations must also be determined.

4.3.2 Solution

A stereographic analysis of the slope and discontinuity orientations indicates that the three conditions necessary for a kinematically possible failure surface are present [Figure 15-7(b)]:

- The dip direction of the foliation and that of the slope face are within 20 degrees,
(a) Slope Geometry

(b) Kinematic Analysis

Three conditions for planar failure are met:
1. $\phi_p = \phi_f \pm 20^\circ$
2. $\psi_p < \psi_f$
3. $\psi_p > \phi_p$

Great circle representing slope face
Great circle representing foliation plane
Friction cone for $\phi_p = 25^\circ$
$\psi_f = 70^\circ$ dip
$\psi_p = 30^\circ$ dip
$\phi_p = 145^\circ$
dip directions

(c) Sensitivity to Groundwater Conditions

With slope reinforcement $T=1.52$ MN/m slope face installed at $\theta=50^\circ$
Without slope reinforcement

Unstable conditions

Water Depth/Tension Crack Depth ($Z_w/Z$)

(d) Sensitivity to Acceleration

With slope reinforcement $T=1.52$ MN/m slope face installed at $\theta=50^\circ$
Without slope reinforcement

Unstable conditions

Horizontal Acceleration (%g)

FIGURE 15-7
Case example of planar failure.
The dip of the foliation is less than the dip of the slope face, and
- The dip of the foliation exceeds its angle of friction.

Having determined that a planar failure is possible, the next step is to determine the degree of stability (or instability) by calculating the factor of safety. Evaluation of the stability of the slope requires the solution of the equations represented by Figure 15-6(b). The computations are shown in the box below.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth of tension crack:</td>
<td>$Z = 30 + 15(\tan 11^\circ) - [15 + 30(\cot 70^\circ)]\tan 30^\circ = 18 \text{ m}$</td>
</tr>
<tr>
<td>Weight of block:</td>
<td>$W = \frac{1}{2} [30^2 \cot 70^\circ (X) + 15(30)(X) + 15(18)]$ where $X = (1 - \tan 30^\circ \cot 70^\circ) = 0.79$</td>
</tr>
<tr>
<td>then</td>
<td>$W = 11.05 \text{ MN/m}$</td>
</tr>
<tr>
<td>Substituting these values into Equation 15.3 for the case where external forces are not present yields</td>
<td>$FS = \frac{[(0.096)(29.9) + [(11.05)(\cos 30^\circ) - 1.35 - (0.41)(\sin 30^\circ)](\tan 25^\circ)]}{[(11.05)(\sin 30^\circ + (0.41)(\cos 30^\circ)]}$</td>
</tr>
<tr>
<td>$FS = 6.61/5.88 = 1.12$</td>
<td></td>
</tr>
</tbody>
</table>

The calculated factor of safety for the existing condition is 1.12, which corresponds to a tension crack half-filled with water ($Z_{cr}/Z = 0.5$). This factor of safety would be considered unacceptable for the long-term performance of the slope, and therefore stabilization should be undertaken.

To analyze stabilization alternatives, it is useful to perform sensitivity analyses that illustrate the dependence of slope stability on various parameters of interest. These analyses are most easily accomplished by programming the stability equations given in Section 4.2 into a commercially available spreadsheet program that enables the development of stability graphs such as those in Figure 15-7(c) and (d). As an example, to examine the feasibility of stabilization through slope drainage, the accompanying sensitivity graph [Figure 15-7(c)] demonstrates that the factor of safety ranges from a high of 1.32 for a dry slope to a low of 0.82 for a fully saturated, unreinforced slope. Even if measures to promote permanent drainage of the slope were implemented, a factor of safety of 1.32 would probably be marginal (in most design circumstances), and other stabilization methods should be considered.

Equation 15.2 can be used to calculate the bolting force, $T$, necessary to provide the required factor of safety of 1.5. For illustrative purposes, the inclination of the bolting force will be set at $\theta = 50^\circ$. Although this is not the optimal orientation, practical considerations would dictate that the anchor holes be drilled below horizontal to facilitate grouting. Substituting these values into Equation 15.2 produces the computations below:

<table>
<thead>
<tr>
<th>Expression</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.5 = \frac{[(0.096)(29.9) + [(11.05)(\cos 30^\circ) - 1.35 - (0.41)(\sin 30^\circ)](\tan 25^\circ)]}{(11.05)(\sin 30^\circ + (0.41)(\cos 30^\circ) - T(\sin 50^\circ)]}$</td>
<td></td>
</tr>
<tr>
<td>$1.5 = \frac{[2.87 + (8.01 + 0.64T)(\tan 25^\circ)]}{(5.88 - 0.77T)}$</td>
<td></td>
</tr>
<tr>
<td>$T = 1.52 \text{ MN/m}$</td>
<td></td>
</tr>
</tbody>
</table>
It is important to note that \( T \) is computed in terms of the force per unit of slope length. This value combined with the selected bolt or anchor capacity defines the required bolt spacing. The slope designer should verify that the reinforced slope will be stable under the saturated slope extreme \( (Z_s/Z = 1) \). For the case example, the sensitivity analysis in Figure 15-7(c) indicates an acceptable factor of safety of 1.08 under this condition.

The stability of the reinforced slope for a design horizontal acceleration, \( a = 0.15g \), is verified using Equation 15.2 according to the computation shown in the box below.

The variation of stability of the reinforced slope with seismic acceleration is shown in the sensitivity graph of Figure 15-7(d). For the case example, a factor of safety of 1.5 under static conditions with a corresponding factor of safety of 1.09 for a design acceleration of 0.15g would generally be considered prudent engineering practice. Figure 15-7(d) also indicates a limiting acceleration equivalent to 0.19g for the reinforced slope.

\[
FS = \frac{(0.096)(29.9) + [(11.05)(\cos30^\circ) - (0.15)(\sin30^\circ) - 1.35 - (0.41)(\sin30^\circ) + (1.52)(\cos50^\circ)](\tan25^\circ)}{(11.05)[\sin30^\circ + (0.15)(\cos30^\circ) + (0.41)(\cos30^\circ) - (1.52)(\sin50^\circ)]}
\]

\[
FS = \frac{6.68}{6.15} = 1.09
\]

5. WEDGE FAILURE

Wedge failures result when rock masses slide along two intersecting discontinuities both of which dip out of the cut slope at an oblique angle to the cut face, forming a wedge-shaped block [Figures 15-1(b) and 15-8]. Commonly, these rock wedges are exposed by excavations that daylight the line of intersection that forms the axis of sliding, precipitating movement of the rock mass either along both planes simultaneously or along the steeper of the two planes in the direction of maximum dip.

Depending upon the ratio between peak and residual shear strengths, wedge failures can occur rapidly, within seconds or minutes, or over a much longer time frame, on the order of several months. The size of a wedge failure can range from a few cubic meters to very large slides from which the potential for destruction can be enormous (Figure 15-8). Figure 15-9 illustrates schematically the development of a classic wedge failure. Figure 15-9(a) shows a typical rock cut along a highway in which the geologic structure is conducive to wedge failure, resulting in an unstable slope condition. Incipient development of the wedge, defined by intersecting planes of fracture, cleavage, bedding, or all three, results in the formation of a V-shaped wedge of unstable rock with fully developed failure scarps, as shown in Figure 15-9(b). Figure 15-9(c) shows the rapid movement of the rock wedge failure, and its aftermath is shown in Figure 15-9(d).

The formation and occurrence of wedge failures are dependent primarily on lithology and structure of the rock mass (Pithee 1972). Rock masses with well-defined orthogonal joint sets or cleavages in
addition to inclined bedding or foliation generally are favorable situations for wedge failure (Figure 15-10). Shale, thin-bedded siltstones, claystones, limestones, and slaty lithologies tend to be more prone to wedge failure development than other rock types. However, lithology alone does not control development of wedge failures.

5.1 Kinematic Analysis

A kinematic analysis for wedge failure is governed by the orientation of the line of intersection of the wedge-forming planes. Kinematic analyses determine whether sliding can occur and, if so, whether it will occur on only one of the planes or simultaneously on both planes, with movement in the direction of the line of intersection.

The necessary structural conditions for wedge failure are illustrated in Figure 15-11(a) and can be summarized as follows:

1. The trend of the line of intersection must approximate the dip direction of the slope face.
2. The plunge of the line of intersection must be less than the dip of the slope face. Under this
5.2 Stability Analysis

Once a kinematic analysis of wedge stability using stereographic methods [Figure 15-11(b)] has been performed indicating the possibility of a wedge failure, more detailed stability analyses may be required for the design of stabilization measures. The common analytical technique is a rigid-block analysis in which failure is assumed to be by linear sliding along the line of intersection formed by the discontinuities or by sliding along one of the discontinuities. Toppling or rotational sliding is not considered in the analysis.

The analysis of wedge stability requires that the geometry of the wedge be defined by the location and orientation of as many as five bounding surfaces. These include the two intersecting discontinuities, the slope face, the upper slope surface, and, if present, the plane representing a tension crack [Figure 15-12(a)]. The size of the wedge is defined by the vertical distance from the crest of the slope to the line of intersection of the wedge-forming discontinuities. If a tension crack is present, the location of this bounding plane relative to the slope crest must be specified to analyze the wedge size.

The stability of the wedge can be evaluated using the factor-of-safety concept by resolving the forces acting normal to the discontinuities and in the direction parallel to the line of intersection. These forces include the weight of the wedge, external forces such as foundation loads, seismic accelerations, tensioned reinforcing elements, forces generated by water pressures acting on the surfaces, and the shear strength developed along the sliding plane or planes.

The completely general formulation of wedge stability calculation requires adherence to a strict system of notation. Hock and Bray (1981) presented the equations for the general analysis as well as a methodology to undertake the calculation in a systematic manner. Because the calculation is extended, this general analysis is best adapted to computer solution. However, in most cases, assumptions can be made that significantly simplify the controlling stability equations so that simple calculator or graphical methods can provide a good indication of the sensitivity of the wedge stability to alternative strength and load combinations. Figure 15-12 (a-e) defines the calculation of wedge stability under various simplifying assumptions.
CONDITIONS FOR WEDGE FAILURE
1. $\alpha_1 = \alpha_f \pm (\text{to daylight slope face})$
2. $\psi_l < \psi_f$
3. $\phi < \psi_l$

MARKLAND'S TEST
If $\alpha_a$ or $\alpha_b$ is between $\alpha_1$ and $\alpha_f$ then sliding will occur on the steeper of planes $a$ and $b$ in the direction of maximum dip; otherwise sliding occurs along line of intersection.

Combinations of discontinuity planes with a line of intersection that "daylights" the slope face, $\alpha_1 = \alpha_f \pm$, and that satisfy the inequality $\phi < \psi_l < \psi_f$ represent kinematically viable wedge failures. The lines of intersection of such planes plot within the shaded area.
Stability equations for wedge failure (modified from Hoek and Bray 1981).

(a) General Case

Use comprehensive solution by Hoek and Bray (1981)

Note: This solution required if external loads to be included.
Typically solved using computer program.

(b) Tension Crack Not Present

Note: Saturated slope assumed.

FS = \frac{3}{\gamma_H} (c_a \cdot X + c_b \cdot Y) + \left( A \cdot \frac{\gamma_W}{2 \gamma_r} \right) \tan \phi_a + \left( B \cdot \frac{\gamma_W}{2 \gamma_r} \right) \tan \phi_b

PARAMETERS:
- \( c_a \) and \( c_b \) are the cohesive strengths of planes a and b
- \( \phi_a \) and \( \phi_b \) are the angles of friction on planes a and b
- \( \gamma_r \) is the unit weight of the rock
- \( \gamma_W \) is the unit weight of water
- \( H \) is the total height of the wedge
- \( X, Y, A, \) and \( B \) are dimensionless factors which depend upon the geometry of the wedge
- \( \psi_a \) and \( \psi_b \) are the dips of planes a and b
- \( \psi_i \) is the plunge of the line of intersection

\[
X = \frac{\sin \psi_{13}}{\sin \psi_{145} \cdot \cos \theta_{n a}^2}
\]

\[
Y = \frac{\sin \psi_{14}}{\sin \psi_{145} \cdot \cos \theta_{n b} \cdot \sin \theta_{n b} \cdot \sin \theta_{n a}^2}
\]

\[
A = \frac{\cos \psi_a \cdot \cos \psi_b \cdot \cos \theta_{n a} \cdot \gamma_W}{\sin \psi_i \cdot \sin \theta_{n a} \cdot \gamma_r} - \frac{\cos \psi_a \cdot \cos \theta_{n a} \cdot \gamma_W}{\sin \psi_i \cdot \sin \theta_{n a} \cdot \gamma_r}
\]

\[
B = \frac{\cos \psi_b \cdot \cos \theta_{n b} \cdot \gamma_W}{\sin \psi_i \cdot \sin \theta_{n b} \cdot \gamma_r}
\]

(See Figure 15-14 for definition of angles)
(c) Fully Drained Slope

\[ FS = \frac{3}{\gamma_r H} (c_a X + c_b Y) + A \tan \phi_a + B \tan \phi_b \]

PARAMETERS:
- \( c_a \) and \( c_b \) are the cohesive strengths of planes \( a \) and \( b \)
- \( \phi_a \) and \( \phi_b \) are the angles of friction on planes \( a \) and \( b \)
- \( \gamma_r \) is the unit weight of the rock
- \( H \) is the total height of the wedge
- \( X, Y, A, \) and \( B \) are dimensionless factors which depend upon the geometry of the wedge
- \( \psi_a \) and \( \psi_b \) are the dips of planes \( a \) and \( b \)
- \( \psi_i \) is the plunge of the line of intersection

(See Figure 15-14 for definition of angles)

\[ X = \frac{\sin \theta_{24}}{\sin \theta_{45} \cdot \cos \theta \_\text{na} \_2} \]
\[ Y = \frac{\sin \theta_{13}}{\sin \theta_{35} \cdot \cos \theta \_\text{nb} \_1} \]
\[ A = \frac{\cos \psi_a \_\cos \psi_b \_\cos \theta \_\text{na} \_\text{nb}}{\sin \psi_i \_\sin^2 \theta \_\text{na} \_\text{nb}} \]
\[ B = \frac{\cos \psi_b \_\cos \psi_a \_\cos \theta \_\text{na} \_\text{nb}}{\sin \psi_i \_\sin^2 \theta \_\text{na} \_\text{nb}} \]

(d) Friction Only Shear Strengths

\[ FS = A \tan \phi_a + B \tan \phi_b \]

Parameters as above

Note: Hoek and Bray (1981) have presented graphs to determine factors \( A \) and \( B \).

(e) Friction Angle Same for Both Planes

\[ FS = \frac{\sin \beta \_\tan \phi}{\sin (\xi/2) \_\tan \psi_i} \]

PARAMETERS:
- \( \phi \) = friction angle
- \( \psi_i \) = plunge of line of intersection
- \( \beta \) = see sketch
- \( \xi \) = angle between wedge - forming planes
5.3 Case Example of Wedge Failure

Structural mapping of outcrops in the vicinity of a proposed highway cut indicates the presence of five discontinuity sets as follows:

<table>
<thead>
<tr>
<th>Feature</th>
<th>Dip/Dip Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bedding</td>
<td>48 degrees/168 degrees</td>
</tr>
<tr>
<td>Joint set 1</td>
<td>53 degrees/331 degrees</td>
</tr>
<tr>
<td>Joint set 2</td>
<td>64 degrees/073 degrees</td>
</tr>
<tr>
<td>Joint set 3</td>
<td>42 degrees/045 degrees</td>
</tr>
<tr>
<td>Joint set 4</td>
<td>45 degrees/265 degrees</td>
</tr>
</tbody>
</table>

The proposed cut is to be excavated at 0.25H:1V (dip of 76 degrees) with a dip direction of 196 degrees. It is estimated that the average angle of friction of the discontinuities is 30 degrees subject to confirmation by subsequent direct-shear testing.

A kinematic analysis of these data is shown in Figure 15-13. The shaded area is formed by the great circle representing the cut slope face and the friction circle for \( \phi = 30 \) degrees. As previously shown in Figure 15-11, the lines of intersection of kinematically possible wedges plot as points within this shaded area. For the case example, Figure 15-13 shows that the intersection of the great circles representing bedding and joint set 2 (B-J2) and the intersection of the great circles representing bedding and joint set 4 (B-J4) plot...
within the shaded area and therefore form kinematically possible wedge failures. To determine the factor of safety of the wedge formed by the intersection of bedding and joint set 4 (B-J4), the following additional information is obtained:

- Orientation of upper slope surface (based on mapping): 10 degrees/196 degrees dip/dip direction;
- Total wedge height (based on cross-section analysis): \( H = 30 \text{ m} \);
- Strength of plane a (Joint set 4) (based on laboratory testing): friction angle, \( \phi_a = 35 \text{ degrees} \); cohesion, \( c_a = 20 \text{ kPa} \);
- Strength of plane b (bedding) (based on laboratory testing): friction angle, \( \phi_b = 25 \text{ degrees} \); cohesion, \( c_b = 10 \text{ kPa} \);
- Unit weight of rock (based on laboratory testing): \( \gamma = 25 \text{ kN/m}^3 \); and
- Fully drained slope (based on piezometric measurements).

As shown in Figure 15-12(c), the applicable equation for a wedge without a tension crack is as follows:

\[
FS = \frac{3}{(\gamma H)} (c_a X + c_b Y) + A \tan \phi_a + B \tan \phi_b \tag{15.6}
\]

The values for the factors \( X, Y, A, \) and \( B \) are determined from a number of angular relationships measured on a stereographic projection as illustrated in Figure 15-14. The computations are shown in the box on the next page.

![Figure 15-14](image)

**KEY**

<table>
<thead>
<tr>
<th>Joint set 4 = Plane a</th>
<th>Bedding = Plane b</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_{24} = 58^\circ )</td>
<td>( \theta_{nb+1} = 54^\circ )</td>
</tr>
<tr>
<td>( \theta_{45} = 42^\circ )</td>
<td>( \theta_{na+2} = 26^\circ )</td>
</tr>
<tr>
<td>( \theta_{35} = 41^\circ )</td>
<td>( \theta_{na+nb} = 66^\circ )</td>
</tr>
<tr>
<td>( \theta_{13} = 81^\circ )</td>
<td>( \psi_i = 35^\circ )</td>
</tr>
</tbody>
</table>
Flexural toppling in hard rock slopes with well developed steeply dipping discontinuities.

Block toppling in a hard rock mass with widely spaced orthogonal joints.

Block-flexure toppling characterized by pseudo-continuous flexure of long columns by accumulated motions along numerous cross joints.

410 Landslides: Investigation and Mitigation

FIGURE 15-15
Primary toppling modes (Hoek and Bray 1981).

\[ X = \frac{(\sin\theta_4)}{(\sin\theta_{45} \cos\theta_{(0a2)})} = \frac{(\sin58^\circ)}{(\sin42^\circ \cos26^\circ)} = 1.41 \]
\[ Y = \frac{(\sin\theta_{13})}{(\sin\theta_{35} \cos\theta_{(0b1)})} = \frac{(\sin81^\circ)}{(\sin41^\circ \cos54^\circ)} = 2.56 \]
\[ A = \frac{[\cos\Psi_a - \cos\Psi_b \cos\theta_{(0a-bb)}]}{[\sin\Psi_5 \sin^2\theta_{(m-a-b)}]} \]
\[ = \frac{(\cos45^\circ - \cos48^\circ \cos66^\circ)}{(\sin35^\circ \sin^266^\circ)} = 0.91 \]
\[ B = \frac{[\cos\Psi_a - \cos\Psi_b \cos\theta_{(0a-bb)}]}{[\sin\Psi_5 \sin^2\theta_{(m-a-b)}]} \]
\[ = \frac{(\cos48^\circ - \cos45^\circ \cos66^\circ)}{(\sin35^\circ \sin^266^\circ)} = 0.80 \]

Substituting these values into Equation 15.6 gives

\[ FS = \frac{3[(20)(1.41) + (10)(2.56)]}{[(25)(30)]} \]
\[ + (0.91) \tan35^\circ + (0.80) \tan25^\circ \]
\[ FS = 0.22 + 0.64 + 0.37 = 1.23 \]

This computed factor of safety is at the lower bound for most geotechnical engineering practice, and consideration should be given to reinforcement of the slope with tensioned rock anchors (see Chapter 18).

If poor blasting practices were utilized in the excavation process, it is possible that the cohesion along the discontinuities could have been destroyed. In this case, the first term of Equation 15.6 would be zero and the resultant factor of safety would be equal to 1.01. The wedge would probably fail during excavation; this analysis illustrates the importance of carefully controlled blasting in the creation of stable permanent slopes (see Chapter 18).

6. TOPPILING FAILURE

Toppling failures most commonly occur in rock masses that are subdivided into a series of slabs or columns formed by a set of fractures that strike approximately parallel to the slope face and dip steeply into the face [Figure 15-1(c)]. In a toppling failure the rock column or slab rotates about an essentially fixed point at or near the base of the slope at the same time that slippage occurs between the layers. A rarer case of toppling is that of a single column defined by a unique discontinuity such as a fault.
Rock types most susceptible to this mode of failure are columnar basalts and sedimentary and metamorphic rocks with well-developed bedding or foliation planes [Figure 15-1(c)]. As described by Hoek and Bray (1981), there are several types of toppling failures, including flexural, block, or a combination of block and flexural toppling (Figure 15-15). Toppling can also occur as a secondary failure mode associated with other failure mechanisms such as block sliding. Examples of these various types of secondary toppling failure are shown in Figure 15-16.

In order for toppling to occur, the center of gravity of the column or slab must fall outside the dimension of its base. Toppling failures are characterized by significant horizontal movements at
the crest and very little movement at the toe. To accommodate this differential movement between the toe and crest, interlayer movement must occur. Thus, shear strength between layers is crucial to the stability of a slope that is structurally susceptible to toppling. Another characteristic of toppling movements is the antecedent development of major tension cracks behind the crest and parallel to the strike of the layers. Failure does not occur until there is shear failure of the slabs at the base of the slope. Slopes with rock structure that is susceptible to toppling can be induced to fail by increased pore-water pressures or by erosion or excavation at the toe of the slope.

6.1 Kinematic Analysis

Figure 15-17 indicates the slope parameters that define an analytical model for toppling analysis and the kinematic analysis of toppling using stereonet projection. The slope parameters necessary for analysis of Goodman and Bray's (1976) model of toppling failures are defined in Figure 15-17(a). Of particular note is the presence of a stepped failure base assumed to develop along cross fractures between the columns. The necessary conditions for toppling failure can be summarized as follows:

1. The strike of the layers must be approximately parallel to the slope face. Differences in these orientations of between 15 and 30 degrees have been quoted by various workers, but for consistency with other modes of failure, a value of 20 degrees seems appropriate.

2. The dip of the layers must be into the slope face. Using the dip direction convention, conditions 1 and 2 can be stated as follows: the dip direction of the layers must be between 160 and 200 degrees to the dip direction of the slope face.

3. As stated by Goodman (1980), in order for interlayer slip to occur, the normal to the toppling plane must have a plunge less than the inclination of the slope face less the friction angle of the surface. This condition can be formulated as follows:

\[
(90^\circ - \Psi_p) \leq (\Psi_f - \phi_p)
\]  

where

\[ \Psi_p = \text{dip of geologic layers (planes)}, \]
\[ \Psi_f = \text{dip of slope face}, \] and
\[ \phi_p = \text{friction angle along planes}. \]

On the basis of extensive development of nomograms for analysis of toppling, Choquet and Tanon (1985) proposed the following modification to this kinematic condition:

\[
(90^\circ - \Psi_p) \leq (\Psi_f - \phi_p + k)
\]  

where \( k = 0 \) for \( \phi_p < 20 \) degrees and \( k = 3/5(\phi_p - 20 \) degrees) for \( \phi_p \geq 20 \) degrees.

Analogous to planar failures, some limitation to the lateral extent of the toppling failure is a fourth condition for a kinematically possible failure. Because the analysis is two-dimensional, it is usually assumed that zero-strength lateral release surfaces are present or that the potential failure mass is defined by a convex slope in plan.

6.2 Stability Analysis

The analysis of toppling failures has been investigated by several researchers, including Goodman and Bray (1976), Hittinger (1978), and Choquet and Tanon (1985). The analytical procedures are not as clearcut as for other methods of rock slope failure, particularly the concept of factor of safety. In general terms, the techniques check that the center of gravity for a specific column of rock lies within the base area of that column. Columns in which the center of gravity lies outside the base are susceptible to toppling.

The method developed by Goodman and Bray (1976) considers each column in turn proceeding from the crest of the slope to the toe and determines one of three stability conditions: stable, plane sliding, or toppling. The stability condition depends on the geometry of the block, the shear strength parameters along the base and on the sides of the column, and any external forces. Those columns that are susceptible to either sliding or toppling exert a force on the adjacent column in the downslope direction. The analysis is carried out for each column in the slope section so that all the intercolumnar forces are determined. The stability of the slope generally cannot be explicitly stated in terms of a factor of safety. However, the ratio between the friction value required for limiting equilibrium and that available along the base of the columns is often used as a factor of safety for toppling analyses. Figure 15-18 demonstrates the method of analysis for a toppling failure. The reader is referred to Hoek and Bray (1981) for a more comprehensive summary.
KEY:

$\alpha_f$ = face dip direction
$\alpha_p$ = plane dip direction
$\psi_b$ = base dip
$\psi_f$ = face dip
$\psi_p$ = plane dip
$\phi_b$ = base friction angle
$\phi_p$ = plane friction angle
$\Delta x$ = width of columns

CONDITIONS FOR TOPPLING FAILURE

1. $\alpha_p = (\alpha_f \pm 180^\circ) \pm 20^\circ$
2. $(90^\circ - \psi_p) \leq (\psi_f - \phi_p)$

Discontinuity planes that satisfy the inequalities $(\alpha_f + 160^\circ) \leq \alpha_p \leq (\alpha_f + 200^\circ)$ and $(90^\circ - \psi_p) \leq (\psi_f - \phi_p)$ are kinematically viable toppling planes. The poles of such planes plot within the shaded area.

(a) Toppling Failure Model

(b) Great Circle Representation

FIGURE 15-17
Kinematic analysis for toppling failure.
Toppling of nth block
\[ P_{n-1} = \frac{P_n(M_n \Delta x \tan \phi) + (W/2) (Y_n \sin \psi_b - \Delta x \cos \psi_b)}{L_n} \]

where \( M_n = y_n \)

Sliding of nth block
\[ P_{n-1} = P_n \cdot \frac{W_n (\tan \phi \cos \psi_b - \sin \psi_b)}{1 - \tan^2 \phi} \]

\[ L_n = y_n^{a_1} \]

FIGURE 15-18
Stability equations for toppling failure (Hoek and Bray '1981).
of this technique or to Hittinger (1978) for a computer solution of toppling analyses. Wyllie (1992) has expanded this analysis to include external loads and water pressures.

Choquet and Tanon (1985) utilized the computer solution developed by Hittinger (1978) to derive a series of nomograms for the assessment of toppling failures. Unique nomograms were developed based upon the interlayer angle of shearing resistance, $\phi_x$. A nomogram for $\phi_x = 30$ degrees is given in Figure 15-19(a). Inherent in these nomograms are the following assumptions:

1. The columns in the model have a constant width, defined as $\Delta x$ [Figure 15-17(a)].
2. The base of each column forms a stepped failure base with an inclination assumed at +15 degrees [$\Psi_b = 15$ degrees in Figure 15-17(a)].
3. No pore-water pressures are present within the slope.

An example of the use of this method of analysis is illustrated in Figure 15-19. Note that the formulation yields the limiting column width, $\Delta x_e$, at which toppling failure occurs. The input variables for the example are

Friction angle for plane = $\phi_p = 30$ degrees,
Dip of face = $\Psi_f = 64$ degrees,
Dip of plane = $\Psi_p = 60$ degrees.

From Figure 15-19(a), the ratio of $H/\Delta x_e$ is 10 at the onset of toppling or limiting equilibrium (see the point indicated by the star). Thus, for a slope height of $H = 20$ m, $\Delta x_e = 2$ m. If the column width is less than 2 m, the slope will be unstable with respect to toppling. This result is illustrated in Figure 15-19(b). Similarly, for a slope height of $H = 10$ m, the limiting column width would be 1 m.

Choquet and Tanon (1985) suggested that the factor of safety be evaluated by the ratio of the actual column width, $\Delta x$, to the theoretical limiting column width, $\Delta x_e$, according to

$$FS = \frac{(\Delta x)}{(\Delta x_e)}$$ (15.9)

where for $FS > 1$, the slope is stable against toppling and for $FS < 1$, the slope is unstable against toppling.

Figure 15-19(c) shows a sensitivity curve for the dip of the slope face, $\Psi_f$, as a function of the limiting column width, $\Delta x_e$, for a constant dip of plane, $\Psi_p = 60$ degrees, and slope height $H = 15$ m. This curve is developed from the nomogram in Figure 15-19(a) by determining the corresponding $H/\Delta x_e$ values for each of the $\Psi_f$ curves. The sensitivity curve demonstrates that a slope with a face angle of 67 degrees has a limiting column width of 2 m. If the actual width is greater than this value, the slope will be stable against toppling, and conversely if it is less, the slope will be unstable. By comparison, if the actual column width was 4 m, the slope would be stable at a face angle of 82 degrees.

Stabilization of toppling failures can be accomplished by reducing the aspect ratio of the columns in one of two ways: by reducing the slope height so that column height is reduced or by bolting layers together to increase the base width of the columns. Both of these methods change the column geometry so that the centers of gravity of the columns are within their bases.

7. CIRCULAR FAILURE

For the purposes of this discussion, a circular failure is defined as a failure in rock for which the failure surface is not predominantly controlled by structural discontinuities and that often approximates the arc of a circle [Figure 15-1(d)]. It should be recognized that there is a complete spectrum of structural control of rock failures ranging from completely structurally controlled, to those that are in part structurally controlled and in part material failures, to those in which structure has little or no influence. Rock types that are susceptible to circular failures include those that are partially to highly weathered and those that are closely and randomly fractured. In either case the rock mass is so highly fragmented that the failure surface can avoid passing through the stronger intact rock material. In this sense, a circular failure in rock can be considered much like that through a soil mass with a very large grain size.

The characteristics of circular failure in rock are similar to those for a classical rotational failure in soil except that the failure surface in rock tends to form a shallow, large-radius circle. Figure 15-1(d) illustrates an example of such a failure in a highly weathered basalt. Slope movement at the crest of the slope tends to be very steep, whereas movement at the toe tends to be subhorizontal. In general, signs of slope distress precede a rotational
Nomogram for $\phi_p = 30$ deg.

For $\psi_p = 60^\circ$, $\psi_f = 64^\circ$

If actual width of columns, $\Delta x$, greater than 2m, slope is stable.

(a) Nomogram for $\phi_p = 30$ deg.

For $\psi_p = 60^\circ$, $H = 15m$

If actual width of columns, $\Delta x$, greater than 2m, slope is stable.

(b) Constant Dip of Plane

(c) Constant Slope Height

FIGURE 15-19
Nomogram analysis of toppling stability (Choquet and Tanon 1985).
failure in rock. These signs of distress include arcuate tension cracks near the crest of the slope, bulging in the toe area of the slide, and longitudinal cracks parallel to the inclination of the slope face. Before failure there usually is a period of accelerating movement, which generally can be monitored in order to predict failure.

7.1 Kinematic Analysis

The kinematic analysis for the circular mode of failure is in reality an analysis to exclude other modes of structurally controlled failure that have been discussed in the foregoing sections. In general, the structural discontinuities do not form distinct patterns and the dominant structures are not oriented with respect to the proposed slope configuration to develop a kinematically possible failure mode. An example of the latter case is the instance of a sedimentary sequence in which the bedding planes dip into the slope. Assuming that no other persistent structures are present, a circular failure model with appropriate allocation of rock-mass strength parameters would be suitable for slope design.

7.2 Stability Analysis

Appropriate methods of analysis for a circular failure in rock depend upon the shear-strength criterion used to characterize the rock-mass material. If the rock mass is assumed to obey the Mohr-Coulomb criterion, any of the analytical techniques developed for soil can be applied. These include stability charts as presented by Duncan (see Chapter 13) and Hoek and Bray (1981) and analytical techniques such as those presented by Janbu (1954), Bishop (1955), Morgenstern and Price (1965), and Sarma (1979). Details of the methodology for applying these various analytical techniques are considered in Chapter 13.

Because of the strong intact strength of the individual blocks and the high degree of interlock inherent in rock masses, it is more often the case that the material is very dilatant as it is sheared. For this reason, many investigators have found it appropriate to characterize the rock mass with a nonlinear shear-strength criterion. Several criteria have been proposed, including those by Landanyi and Archambault (1970) and by Hoek and Brown (1980). If criteria such as these are utilized, an analytical method similar to that presented in Chapter 14 must incorporate the ability to determine shear strength as a function of normal stress for each slice along the failure surface.

Several workers have presented useful failure charts for the rapid solution of simplified stability problems involving the circular failure mechanism. Each specific chart is applicable to a particular location of the phreatic surface ranging from fully drained to fully saturated. The solutions vary in technique but generally involve the calculation of one or more dimensionless ratios. These values in combination with the slope angle graphically determine corresponding dimensionless ratios from which the factor of safety can be calculated. The reader should refer to Chapter 13 for examples of stability charts for circular failures.

Such stability charts are very useful in rapidly carrying out sensitivity analyses of any of the parameters affecting stability and are also used to back analyze circular slope failures. Typical limitations of such charts include the following:

- A single material type is present throughout the slope,
- The slope inclination is uniform or can be approximated by a single value,
- The upper slope surface is horizontal,
- Pore-water pressures can be treated as a simple phreatic surface (i.e., there is no capability for modeling piezometric surfaces),
- The critical circle is assumed to exit through the toe of the slope or to be bounded by a firm base layer, and
- External loads such as earthquakes or reinforcement cannot be incorporated.

To analyze stability problems where conditions may preclude the use of stability charts generally requires the utilization of a computer program such as XSTABL (Sharma 1994), PC-STABL5 (Carpenter 1986), and LISA (Hammond et al. 1990), and the method developed by Sarma (1979) and adapted by Hoek (1986). The Sarma program is particularly useful because it allows the slope to be subdivided into slices, the boundaries of which can correspond to known geologic structures (i.e., slice boundaries are not constrained to be vertical). The Sarma program also allows distinct strength parameters to be applied to each segment of the sliding surface and to each slice boundary. This program is amenable to analyses with nonlinear shear strength criteria because it allows the user to determine the
interslice stresses and to assign appropriate apparent friction and apparent cohesion values from the failure envelope. For examples of this type of analysis, the reader is referred to McCreath (1991) and Wyllie (1992, Chapter 6).

8. OTHER FAILURE MODES AND ANALYTICAL TECHNIQUES

The preceding sections have dealt with the four most common methods of stability analysis for rock slopes. Two additional failure modes that require specific structural fabric are column buckling and the bilinear wedge. For completeness, these failure modes are described next. The balance of this section deals with the issue of slope design under dynamic loading and with specialized analytical techniques based on probabilistic and distinct-element methods.

8.1 Column Buckling Failure

Slopes that contain steeply dipping repetitive discontinuities, such as bedding surfaces that parallel the slope face, may be susceptible to column buckling. Such a slope face is often referred to as a dip slope. The failure mode involves planar movement along the discontinuity and a material failure near the toe of the slope by buckling (Figure 15-20).

The necessary structural conditions that cause this failure mode to be kinematically feasible are similar to those for planar failure with the exception that the discontinuity forming the failure surface does not daylight the slope face but is parallel to it. As with the toppling failure mode, buckling failure is most probable in rocks with thin slabs.

This mode of failure is typically analyzed using the classical methods for column stability in which the stress parallel to the axis of a column is equal to Euler's critical stress for buckling (Goodman 1980; Cavers 1981). Parameters in the analysis include the length, \( l \), and thickness, \( t \), of the column; the length of the buckling zone, \( L \); the inclination of the columns, \( \Psi \); the shear strength along the columns; and the compressive rock strength (Figure 15-20). Buckling failures have occurred in high-footwall mine slopes in coal-measure sequences. Slopes that have experienced this type of failure are usually more than 200 m high. Only under unusual circumstances involving high-dip slopes in thinly bedded weak rock does buckling failure represent a design consideration for slopes along transportation corridors.

8.2 Bilinear Wedge Failure

In some situations a combination of discontinuities may define a failure mass composed of two blocks as shown in Figure 15-21. The upper active block is separated from the lower passive block by steeply dipping discontinuities that allow interblock movements to occur. The failure surface is usually defined by major planar structures such as faults. The upper block is unstable and exerts a force on the passive block.

The kinematic conditions for the two structures that form the bilinear failure surface are similar to those previously discussed for planar failure. The dip of the upper plane must exceed its angle of friction, and the dip of the lower plane must be less than the angle of friction for that surface. Although the most common configuration of this failure mode is for the lower failure surface to have a dip toward the slope face, a case has been reported by Calder and Blackwell (1980) in which the lower plane dipped into the slope. Survey monitoring demonstrated that at this site, movement of the passive block actually included an upward component.

The unique kinematic condition for this failure mode is that a geologic structure must be present that will allow differential movement between the blocks. At the intersection of the active and pas-
sive blocks on the failure surface, movements probably result in local rock crushing so that a failure arc develops between the two planar segments of the failure surface.

With reference to Figure 15-21, the stability of a bilinear wedge is evaluated by calculating the resultant force, $R_3$, which is transferred from the active block to the passive block across Plane 3. The force $R_3$ is the minimum to just resist sliding along Plane 1. The factor of safety is calculated by resolving the following forces:

- Resultant force, $R_3$;
- Weight of the passive block, $W_p$;
- Shear force, $R_2$; and
- Any uplift or driving forces due to water pressures along Plane 2.

The factor of safety of the bilinear wedge is the ratio of the total resisting force to the total driving force along this plane (CANMET 1977).

This type of failure is relatively uncommon; the reader is referred to the Pit Slope Manual (CANMET 1977) and Introduction to Rock Mechanics (Goodman 1980) for more detailed discussions.

8.3 Analysis of Earthquake Effects on Rock Slope Stability

Dynamic forces introduced in rock slopes should be considered in slope design analyses for areas susceptible to earthquakes. Design accelerations for a particular site are estimated from consideration of the Maximum Credible Earthquake (MCE) along each fault in the vicinity of the site. For each MCE and fault combination, distance-attenuation relationships are used to develop the resultant acceleration, expressed as a fraction of gravitational acceleration, for the site. The critical MCE-fault combination produces the highest or design acceleration for the site. In critical situations design accelerations can be developed using such seismological techniques. In most cases, seismic zoning maps provide adequate baseline data for design accelerations.

Pseudostatic analysis and Newmark analysis (Newmark 1965) are two commonly used engineering design methods that incorporate the forces due to earthquakes. In theory these methods can be applied to all the failure mechanisms for rock slopes previously discussed.

8.3.1 Pseudostatic Analysis

In the pseudostatic method, a force is applied to the unstable block equal to the product of the design acceleration and the weight of the block. This force is usually applied horizontally so as to decrease stability (Case i, Figure 15-22). Other investigators (e.g., Mayes et al. 1981) have suggested that the earthquake force be applied in two components, a horizontal component due to the design acceleration and a vertical component acting in an upward direction and equal to two-thirds of the horizontal component. The resultant force is 1.2 times the horizontal force and acts in a direction 34 degrees above the horizontal (Case ii, Figure 15-22). The latter formulation is obviously more conservative than the former.

Although the pseudostatic method is the most common way to include forces due to earthquakes in stability calculations, the method is inherently conservative because the cyclic loading due to the earthquake is replaced by a constant force equal to the maximum transient force. This conservatism is accounted for in the analyses by designing for a factor of safety that is lower for the pseudostatic analysis than for the static analysis. For example, whereas an acceptable static factor of safety for a rock slope may be 1.25 to 1.5, an acceptable factor of safety under pseudostatic conditions may be 1.0 to 1.1.

8.3.2 Newmark Analysis

Newmark’s method (Newmark 1965) predicts the displacement of the slope under an acceleration-
the time record appropriate for the site. In the first step of the analysis, permanent displacement of the slope is assumed to occur only when the earthquake acceleration exceeds the critical acceleration for the geometry and preexisting stability condition of the slope (Jibson 1993). The cumulative permanent displacement of the slope is the sum of those portions of the acceleration-time history that exceed the critical acceleration value (Figure 15-23).

\[ a_c = (FS - 1)g \sin\Psi_p \]  

(15.10)

where

- \( a_c \) = critical acceleration,
- \( g \) = acceleration due to earth’s gravity,
- \( FS \) = static factor of safety, and
- \( \Psi_p \) = angle from the horizontal that the center of mass of the slide first moves (equal to inclination of failure plane).

Thus a slope with a static \( FS \) close to unity has a critical acceleration close to zero and experiences movement under any earthquake motion.

The second step in the Newmark analysis is to calculate the displacement for the ground motion record selected for the site by double integration of those portions of the record that lie above the critical acceleration, as shown in Figure 15-23. Jibson (1993) has presented both rigorous and simplified methods to calculate the Newmark displacement.

Interpretation of the results of a Newmark analysis requires knowledge of the relationship between shear strength and shear strain for the material along the failure surface. Materials that show ductile behavior may accommodate the calculated displacement with little effect, whereas in brittle materials the displacement may lead to rapid strength loss and failure. For most rock slope design situations, and particularly for reinforced rock slopes, the strength-strain relationship is unknown and the Newmark method is difficult to apply.

### 8.4 Probabilistic Analysis

General engineering design practice has evolved the concept of factor of safety to determine the margin of conservatism that should be explicitly incorporated into a design. Typical factor-of-safety values used in geotechnical engineering
practice for static design in transportation projects are as follows:

Slopes with potential impact on permanent structures: \( FS = 1.5 \) to 2.0;
Slopes with no potential impact on permanent structures: \( FS = 1.25 \) to 1.5.

The factor-of-safety concept is appropriate where material properties can be specified and stresses accurately computed. In geotechnical engineering these requisites are not generally present. It is often necessary to perform a testing or field measurement program of limited scope and to use engineering judgment to assign so-called “design values.” Because the design analysis incorporates many such variables, each with its own degree of uncertainty, the cumulative impact upon the calculated factor of safety is difficult to assess.

An alternative approach that is beginning to gain broad acceptance is an index to the factor of safety referred to as the coefficient of reliability or alternatively as the probability of failure. These indexes are expressed as a decimal fraction of unity, and their sum is 1.0. Although either can be used in probabilistic analysis, the adoption of one over the other is an issue of perception. Not surprisingly, the former is more readily accepted by property owners than is the latter.

In this analysis process, the uncertainty in each variable is incorporated into the analytical process by assigning a probability distribution function (PDF) to each variable instead of a single design value. For example, multiple measurements of the angle of friction of a joint surface may yield a mean value of 32 degrees with a standard deviation of 5 degrees. This mean value can be incorporated into the probabilistic analysis as a normal distribution with the stated parameters. The range of all the variables in the analysis can be similarly defined by PDFs, although the type of distribution can be triangular, normal, lognormal, beta, or other (Wyllie 1992). For example, PDFs can be assigned to water levels, discontinuity inclination, unit weight, and cohesion.

The analysis requires selection of a value from each of the PDFs on a random basis and then calculation of a factor of safety. Typically, a Monte Carlo simulation is used to generate random numbers from which each of the variable values is assigned. By repeating this process a large number of times (100 or more), a cumulative distribution function (CDF) for the factor of safety can be developed. An example of this process is shown in Figure 15-24. As a result of such an analysis, the slope practitioner is in a position to state that the coefficient of reliability is \( x \) percent (or that the probability of failure is \( 100 - x \) percent). This probability of failure can be evaluated in conjunction with the consequences of failure to determine an optimum course of action. In cases where all of the consequences of failure can be expressed in monetary terms, the optimum course of action will be the one that is most cost-effective. Applications of this methodology to transportation corridors have been described by Wyllie et al. (1979) and Roberts (1990, 1991) and an illustrative application to an open pit mine slope by Piteau and Martin (1977).

8.5 Three-Dimensional Analyses

Two-dimensional analyses evaluate geometric, material, and loading conditions along a vertical section aligned normal to the slope. Thus, lateral forces are not considered. In most cases the analysis of a unit thickness of the slope provides an acceptable factor of safety. Three-dimensional
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Probabilistic slope stability analysis.

**INPUT**

Consider Equation 15-4 for planar failure:

\[
FS = \frac{(cA + W\cos \Psi_p \tan \phi)}{(W \sin \Psi_p)}
\]

**Stochastic Variables:** (cumulative probability distributions for each variable defined by testing or measurement and fitted to standard distribution type such as normal, log-normal etc.)

**METHOD**

Monte Carlo Analysis

1. *For the "nth" FS calculation:*
   - Generate random numbers \( P_1, P_2, P_3 \) between 0 and 1.
   - From distributions calculate \( \phi_n, c_n, \psi_{pn} \).
   - Calculate \( FS_n \).
2. Repeat procedure until \( n = 100, 200, \text{etc.} \)

**RESULT**
analyses may be warranted where the assumption of uniformity in the transverse direction cannot be made, for example, on slopes with sharp convex or concave curvatures in plan. Two-dimensional analyses of such configurations can either underestimate or overestimate the factor of safety.

Hungr et al. (1989) developed an application of Bishop's simplified method for three-dimensional limit-equilibrium analysis referred to as CLARA. The method subdivides the failure mass into a series of columns rather than slices as is the case in the two-dimensional formulation. The vertical intercolumnar shear forces are neglected in the analysis, which can lead to conservative results when applied to some asymmetrical failure masses in which the energy required to overcome internal deformation of the failure mass contributes to stability. However, for rotational or symmetrical sliding surfaces for which the internal strength can be neglected, the method is useful (Hungr et al. 1989). Hungr et al. (1989) also presented applications of the model to rotational, wedge, and bilinear sliding surfaces.

8.6 Distinct-Element Method

Methods of analysis other than limit equilibrium have been utilized to analyze slopes in which kinematically feasible failure modes are not present, yet observation and monitoring indicate that displacements are occurring. One such method is the distinct-element method described by Cundall (1987) and Lorig et al. (1991). This method does not require a prescribed failure surface in order to reach a solution. The iterative calculation procedure models the progressive failure of slopes, a process that generates a surface of demarcation between a group or groups of stable blocks and a group or groups of unstable blocks.

As stated by Lorig et al. (1991), the three attributes of the distinct-element method that distinguish it from other numerical methods are as follows:

1. The rock mass is composed of individual blocks that can undergo large rotation and large displacements relative to one another,
2. Interaction forces between blocks arise from changes in their relative geometrical configuration, and
3. The solution scheme is explicit in time.

The distinct-element method utilizes a calculation procedure that solves the equations of motion and contact force for each modeled rigid block at each time step [Figure 15-25(a)]. Block interaction at contact points is modeled by strength and deformation parameters. As shown in Figure 15-25(b), the analysis provides the sequential positions and velocities of each block and thus is useful when predictions of slope displacement are required. The method can also be used to incorporate reinforcing elements, to analyze foundation loading on rock, and to carry out dynamic analyses using earthquake velocity records. Computer programs have been formulated for both two-dimensional and three-dimensional distinct-element analyses.

FIGURE 15-25
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1. INTRODUCTION

Many slopes are designed to perform specific functions, chiefly to provide safe access with acceptable maintenance, economy, and appearance. The complete design process is likely to involve five stages (Norris and Wilbur 1960):

1. Preparation of a general layout to meet functional requirements;
2. Consideration of possible solutions to satisfy the functional requirements;
3. Formulation of preliminary design incorporating possible solutions;
4. Selection of the optimum solution by comparing the economy, functionality, and appearance of the possible solutions; and
5. Provision of detailed design of the optimum solution.

The chief responsibility of the engineer is to design the optimum solution. Analyses of the slope geometry and response to loading are the means by which the alternative solutions are evaluated. Thus, the details of analysis are important considerations in the slope design process.

Slopes generally are evaluated in terms of the factor of safety against sliding. The design team must define adequate factors of safety for both constructed and natural slopes. Defining an adequate factor of safety poses a philosophical problem of considerable magnitude.

In many branches of engineering, the engineer can specify materials whose performance under particular stress-strain conditions is known with considerable precision. Furthermore, construction procedures can be specified to prevent overstressing components during assembly. Usually the chief uncertainty concerns the assessment of loads to which the completed structure will be subjected while in service. This difficulty is overcome by the use of tabulated loadings, which are usually much greater than any probable loadings but have been approved by engineers as representing extreme conditions. Thus, economical designs are produced with suitably conservative features.

In contrast, the geotechnical engineer and engineering geologist responsible for assessing slope conditions are faced with much greater uncertainties. The materials forming the slope may be highly variable and exhibit a range of material properties. The inherent variability and uncertainty concerning material distribution and properties make adequate characterization of natural slopes especially troublesome and focus attention on the need for an accurate geologic model. However, even in constructed embankments, these uncertainties can lead to slope instabilities. Slope performance may be adversely affected by undetected variations in material properties and environmental conditions or by changes in material properties over time caused by weathering or erosion of the materials or changes in climate conditions.
The geotechnical engineering approach to slope stability evaluation involves the assessment of shear strength (i.e., capacity) rather than of loads (i.e., demand). Except when subjected to external loading caused by earthquake shaking, increased potentiometric conditions, or human activities, slopes are exposed to relatively constant loads due to the weight of the soil and rock materials of which the slope is composed, and changes in loading are not a significant factor controlling slope stability.

The shear strength of the soil and rock materials composing slopes may have a considerable effect on slope stability. Thus, a factor of safety based on the ratio of available shear strength to that which is required to initiate undesired slope movement forms a suitable measure of slope stability. The shear-strength values forming the numerator and denominator of this factor-of-safety ratio may change over time in response to changing environmental conditions. The shear strength of the materials changes with changing moisture conditions or because of changing physical-chemical properties of the materials because of weathering, strain-softening phenomena, fabric changes, or even initial shearing. Even more critical in many cases is the reduction in the effective shear strength caused by increased pore-water pressure. Changes in slope geometry due to natural erosion or human modification may adversely increase the shear stresses favoring slope movement.

In contrast to the factor-of-safety approach, the application of probability theory and statistical methods to determine the probability of slope failure or unacceptable performance is emerging as a potentially useful alternative (Sharp et al. 1981; Bowles and Ko 1984). Quantifying the variability in material properties of geologic formations and discontinuities is a major challenge for the engineering geologist. The properties of constructed embankments, of course, can be controlled and tested to provide a basis for evaluating slope performance.

Bromhead (1992) stated that the critical slope-destabilizing factors, in order of importance for most cases, are

1. Increase in pore-water pressures,
2. Removal of support at the toe either by erosion or by excavation,
3. Changes in soil or rock shear-strength properties,
4. Seismic loading, and
5. Loading at the head of the slope, most often by other mass movements but occasionally by placement of fill or other "live loading."

Very conservative slope configurations would result if slopes were required to have factors of safety of 1.0 when conditions included maximum conceivable pore-water pressures, conservative (low or residual) shear-strength material properties, excavation at the toe of the slope, additional loading at the top of the slope, and seismic loading. Such a design would not be justifiable on economic grounds. Each of the many factors listed above involves conservative assumptions; thus, the resulting factor of safety is genuinely overconservative.

Furthermore, the individual assumptions must become increasingly conservative in cases where the conditions are poorly understood. This conservatism can result in the extreme situation in which a small, insignificant slope subjected to minimum field investigation can receive a higher factor of safety than a larger, more important slope subjected to extensive and expensive investigation. Finally, large increases in the factor of safety may be unachievable, either economically or physically, in the cases of large slopes. In such situations, acceptance of lower factor-of-safety values may be the only course of action.

These considerations emphasize the importance of careful selection of slope design parameters, which must reflect

1. Site-specific environmental conditions potentially affecting slope stability,
2. Strength properties of the materials forming the slope,
3. Economic considerations, and
4. Other facility design constraints.

2. ENVIRONMENTAL CONDITIONS AFFECTING SLOPE STABILITY

Environmental conditions affecting slope stability include external loads, probable earthquake accelerations, climate conditions, and volcanic eruptions.

2.1 External Loads

The effect of external loads, which may be natural or human-induced, must be incorporated into engineering analyses on which slope design is based.
2.1.1 Natural External Loads

Natural external loads on slopes may change because of erosion and deposition that cause the toe of a slope to become oversteep or material to accumulate on the crest of the slope. An engineering geologic assessment of the slope should reveal the potential for natural erosion and deposition processes. If these processes can be expressed in quantitative terms, their effects may be included in the analysis. If these processes are not quantifiable, their potential may be recognized but no basis exists for including them in the analysis.

2.1.2 Human-Induced Modifications to External Loads

Human activity in the vicinity of a slope, particularly a marginally stable slope, may increase the forces tending to cause failure. In some circumstances, these activities may improve the stability of some slopes. For example, slope improvement measures, such as rock bolts and buttress fills, result in positive forces on slopes. Many common slope improvements are viewed as providing external forces to a slope.

Human-induced modifications that may adversely affect external loads are (a) grading of the existing slope or of adjacent slopes, (b) adjacent construction, (c) construction blast damage, and (d) vibrations of passing vehicles.

Slope regrading may result in a condition similar to that caused by natural erosion and deposition in which the toe becomes oversteep or material is accumulated on the crest. Construction adjacent to the crest of a slope, particularly of heavy facilities such as railroads or stockpiles, can surcharge a slope. Grading adjacent to a slope can consist of excavation or filling; excavation would create oversteepened slopes, whereas filling would create a surcharge. These conditions must be anticipated or prevented so that an appropriate stability analysis can be made.

Excavation blasting can cause excessive fracturing of otherwise reasonably intact rock material. Improper blasting loosens the rock, decreases the density and strength, and increases the permeability. These conditions must be recognized in the field so that slope remediation can be carried out during or shortly after construction. Alternatively, they must be anticipated or prevented so that an appropriate stability analysis can be made.

Most vibrations of passing vehicles impose small loads on adjacent slopes, but some vibrations can influence slope stability. For example, a freight train moving on tracks a short distance from a steep slope with shallow groundwater may induce vibrations at a frequency and amplitude that could cause permanent deformation or failure of the slope. Such dynamic loads should be assessed and incorporated in the design.

2.2 Earthquake Accelerations

In seismically active regions, design of slope remediation may be controlled by expected earthquake accelerations. These accelerations may be mapped as a probabilistic approach to determining earthquake hazard (Krinitsky et al. 1993). Maps have been prepared for the United States showing earthquake hazard in terms of the peak horizontal acceleration that has a 10 percent probability of being equalled or exceeded in periods of 50 and 250 years (Algermissen et al. 1990). Generalized maps showing levels of earthquake shaking that have a 10 percent probability of occurring in a period of 50 years are also included in building codes, such as the Uniform Building Code (ICBO 1994) and the Standard Building Code (SBCCI 1991).

In the deterministic approach, an earthquake scenario, such as the maximum earthquake conceivable in the region or a specific-magnitude earthquake on a specific fault, is presented. Earthquake hazard should be considered in the context of the acceptable risk of damage due to other types of hazards, such as flooding. It may not make sense for a slope repair to be designed for a 5,000-year earthquake acceleration, whereas an adjacent section of highway would be washed out in a 500-year flood. Alternatively, the earthquake-induced damage may be judged to be much more costly to repair than flood-induced damage. In such a case, it would be appropriate to select a larger, less likely design earthquake scenario.

Design earthquake values normally are used in limit-equilibrium stress analyses in which the earthquake accelerations are commonly applied to the slope as continuous (pseudostatic) forces acting in a downslope direction, either horizontally or parallel to the slope. This approach is conservative because earthquake shaking is vibratory
in nature. About half of the time the forces act into the slope, tending to make it more stable, as, for example, in earth materials that have strain-independent strength (materials that do not lose strength with strain, such as liquefiable sand). The conservatism is increased when a maximum earthquake acceleration is applied to a slope with worst-case piezometric conditions. Although the maximum earthquake might occur under such conditions, the probability that both conditions would occur simultaneously may be very small. This issue may become even more important if conservative values are also used for the material strength parameters.

The resulting computations may provide design solutions that are unreasonable for the economy of the project. Thus, the design earthquake must be selected with knowledge of the acceptable risk for the project (see Section 4.2).

2.3 Climate Conditions

The importance of climate in slope design has three aspects. First, the influence of precipitation on groundwater is critical for the stability of most slopes. In some instances, precipitation and runoff estimates can be important in predicting the potential and frequency of slope failures, for example, in evaluating the potential for debris flows in some canyons susceptible to these processes. Second, precipitation and runoff estimates are also important in assessing volumes of discharge from irrigation systems in rural areas and from storm-water drains in urban areas. Third, estimates of the cyclic variation of moisture and temperature conditions may also be important in assessing slope stability designs in some situations.

2.3.1 Precipitation and Runoff

Precipitation and runoff estimates often are used to design the optimum size of drainage collection systems on slopes. The most reasonable approach to providing suitable precipitation and runoff parameters for slope stability analysis is to assume a shallow depth to groundwater and a storm recurrence interval that corresponds to the economic importance of preventing a slope failure. Generally, precipitation values should not be used to estimate the probable occurrence of high piezometric levels in the slope.

Regions with steep slopes and high-intensity rainfall may be susceptible to shallow soil slides that have the potential to mobilize into debris flows. Dietrich et al. (1986) identified geologic and geomorphic conditions favorable for shallow soil slides leading to debris flows. Keefer et al. (1987) developed a warning system for debris flows based on relationships between rainfall intensity and duration. Kramer and Seed (1988) discussed static loading conditions leading to soil liquefaction. The potential for damaging debris flows originating on slopes adjacent to a project must be recognized and incorporated into design provisions.

2.3.2 Irrigation and Urban Storm-Water Discharge

Agricultural or landscape irrigation can be a significant source of water that may cause slope failure some distance away, depending on the subsurface geologic conditions (Schuster et al. 1987). Fractured and layered materials with lateral permeability exceeding vertical permeability (except at fractures) can allow groundwater to migrate long distances, build up hydrostatic pressures, and emerge as springs. Material adjacent to the irrigated site that would otherwise remain unsaturated can become saturated also. In those instances in which the designer of a slope has no control over the application of irrigation water, it may be prudent to assume that fully saturated conditions will occur.

Urban storm water and other types of urban water sources (leaking water mains and sewer lines) pose conditions similar to that discussed above for irrigation water. If storm water is discharged on a slope rather than into a stream channel at the base of a slope, erosion is likely to occur. This condition is common on some highways and railroads where storm water is collected on the upslope side of the right-of-way, conveyed under the right-of-way in a buried conduit, and discharged on the downhill slope. After a few storm events, particularly if the events result in flash floods, substantial erosion gullies form on the slope. The oversteepened erosion gullies lead to localized slope failure, ultimately threatening the highway or railroad. In some cases, initial movement of a slope distresses buried water mains or sewer lines, causing them to leak; the leakage in turn promotes instability, which further distresses the buried pipelines.
Pipeline trenches backfilled with free-draining material can act as conduits for subsurface water, directing it to places that otherwise might remain relatively dry (Keaton 1992). Such introduction of water can be an important factor in the design of stable slopes. Backfill with hydraulic properties similar to those of the surrounding soil can alleviate the potential for such trenches to act as conduits. Storm-water culverts can become plugged with sediment, causing backup of water that can overtop and erode embankments (Anderson et al. 1984).

2.3.3 Cyclic Moisture and Temperature Loads

Cyclic loads involving moisture and temperature can cause a gradual change in the strength of earth materials that may become important in stability analyses.

In cold climates freezing and icing are important processes in slope stability evaluations because ice is effectively impermeable and can cause the buildup of hydrostatic pressures that otherwise would not develop. The stability of slopes in permafrost regions is addressed in Chapter 25 of this report. In environments where significant freezing can occur, it is important either to assume full hydrostatic pressure or to provide for a drainage system that will not become blocked by the formation of ice at the discharge points. Rapid melting of a frozen slope can create an equivalent rapid drawdown condition causing slope movement.

A dramatic example of thermal cycles that caused increased slope instability was the failure of a steep cut slope in the South American Andes in which material overlying an undulating bedding plane surface expanded during the heat of the day (Sowers and Carter 1979). The expansion separated the bedding plane so that the undulations at the base of the slide block were no longer seated in the undulations on the underlying rock mass. Failure occurred through intact rock at the “peaks” of the undulations, resulting in loss of life and damage to property.

2.4 Volcanic Eruptions

In areas with active or potentially active volcanoes, eruptions can influence slope stability by ejecting large volumes of volcanic material or by causing regional or local deformation. Volcanic eruptions can generate large volumes of volcanic ash and other ejecta that can bury landscapes or flow long distances. Volcanic ash and ash-derived debris flows can clog drainage devices or create natural dams that can change groundwater flow patterns. Such changes can make significant differences in the parameters used in stability analyses. Volcanic eruptions also can cause regional and local tilting of the ground surface, resulting in steeper slopes than before the volcanic activity. Stresses associated with regional deformation can fracture weakly cemented materials, changing their physical properties.

3. MATERIAL PROPERTIES AND SITE CHARACTERISTICS

Samples collected in the field and submitted for testing in a laboratory often are assumed to be representative of the geologic unit in the field. However, such samples clearly can represent only the intrinsic properties of the material itself, not the properties of the rock or soil mass, including joints, fractures, and other defects. The problem of representativeness becomes even more difficult with materials that cannot be sampled or do not produce samples suitable for laboratory testing. Field tests may be substantially more expensive than laboratory tests. Nevertheless, the results of field tests often are more representative of the geologic conditions. An additional challenge with field tests is interpreting the results to reflect individual geologic units rather than contributions from several geologic units.

3.1 Identification of Properties of Soil or Rock Masses

Complete characterization of a site must include the mass properties of the earth materials. The mass properties include both intrinsic material properties and defects. Material properties consist of soil or rock texture (grain size), mineralogy (including organic material), degree of weathering, porosity, water content, specific gravity, unit weight, and strength of intact material (cohesion intercept and friction angle). Mass properties consist of permeability, slaking, drill-core rock-quality designation, defect condition (orientation, spacing, roughness, openness, and infilling), mass strength, and groundwater conditions. Not all
parameters may be necessary for specific analyses. Investigations to identify geologic conditions are discussed in Chapters 8, 9, and 10. Strength properties of soils are discussed in Chapter 12, and those of rocks are discussed in Chapter 14.

3.2 Engineering Analysis of Site Conditions

Engineering analysis of slope systems usually requires information concerning three basic elements: topography, subsurface conditions, and external loads. The identification and assessment of external loads are discussed in Section 2.1.

3.2.1 Topography

Most engineering analyses evaluate simplified two-dimensional models of slope systems. Analyses can be performed on existing topography or on proposed construction geometry. In many computer-aided analyses, the topography is simplified and lateral boundary conditions for the landslide are ignored. The longitudinal profile of an existing landslide commonly is taken to be representative of the slope.

3.2.2 Subsurface Conditions

Accurate assessment of subsurface conditions is fundamental to engineering analysis. The geometry of existing or potential slide surfaces, boundaries of subsurface material units, and piezometric levels, along with the mass properties of the geologic units, including slide surfaces, constitute the most important design parameters. The geometry of slide surfaces and boundaries of geologic units are based on surface mapping and subsurface investigation, discussed in Chapters 9 and 10. The importance of an accurate geologic model on which to base engineering analyses and slope designs cannot be overstated. Design piezometric levels should represent the most extreme condition possible under which the slope must remain stable. The design mass properties of the geologic units should be reasonable but not overly conservative. If worst-case parameters are selected at each opportunity, excessive conservatism in the estimated factor of safety, and hence the anticipated risk of failure, is likely to result.

4. ECONOMIC CONSTRAINTS

Design parameters must be selected to reflect the characteristics of the site under so-called “design conditions.” For most sites where slope stability is a primary issue, the design conditions may include cut slopes, fill slopes, earth reinforcement, full saturation of the slope, and earthquake shaking. Mass properties of the earth materials at a site must be based on geologic descriptions of the site and results of field and laboratory tests. Engineering analyses must reflect the inherent geologic uncertainties, acceptable levels of risk, and appropriate conservatism in design.

4.1 Geologic Uncertainties

A characteristic of natural materials is variability. The goal of the geologic evaluation of a site is to describe the nature and distribution of the materials present. Geologic information pertains to surficial and bedrock materials, geologic structures, surface-water features, and correlation of surface and subsurface observations (see Chapter 9). The geologic uncertainties include variabilities in identification of geologic units, material properties, locations of boundaries separating geologic units, and correlation of geologic units across a site or slope area.

Geologists use the principle of multiple working hypotheses to continuously synthesize the geologic information as it is obtained. Even after extensive data collection, several equally valid hypotheses may exist to explain the available data. This aspect of geologic investigation often is frustrating to engineers responsible for designing a specific solution to a complex problem. However, if sufficient information is available, a statistical analysis can be made to develop a mean value and standard deviation of the material properties.

To address the problem that all details concerning subsurface conditions will never be fully known, geologists adopt one of two mapping strategies. Some geologists subdivide the geologic materials into a large number of mappable units, whereas others group the geologic conditions into a few mappable units. Large numbers of subdivided units may exhibit differences so minor that their behavior will be very similar and the mean values of their material properties will be less than one standard deviation apart. Grouped units may
show a larger standard deviation, but their mean values may adequately represent the material properties. The engineer may find more utility in the geologic description of fewer units grouped by material properties and may choose to deal with geologic uncertainties in the factor of safety.

4.2 Acceptable Risk

National or local risk standards can be prescribed in the form of design life, average annual number of occurrences, or average return period. The design life of most structures ranges from about 20 to about 50 years, occasionally as much as 100 years. The design life has major economic implications for two reasons. First, it is the time period over which capital expenditures can be amortized or loans repaid. Second, the reliability of the structure over the design life must be reflected in the conservatism incorporated into the design. In simple terms, structures with short design lives may be designed with some appropriate economical shortcuts, whereas long-design-life structures must have more substantial components throughout.

Acceptable risk for a structure may be defined as the ability to withstand an event that is reasonably likely to occur within its design life but to sustain some damage due to a larger event that is unlikely to occur. This is the concept of dual-level design, which provides a rationale for decisions related to economic issues. If the consequence of some level of damage is not tolerable, acceptable risk will be associated with the event or force at the threshold of "tolerable" damage. Acceptable risk can be expressed in terms directly related to the length of the design life. For example, a facility can be designed for an event with an average return period equal to some multiple of the facility’s design life. Thus, a facility with a design life of 50 years can be planned for acceptable damage from an event with a return period of 500 years (10 times the design life).

4.3 Design Conservatism

The assessment of landslides and slope stability provides numerous opportunities for conservatism to be introduced. This is particularly true because geology and engineering often are independent activities, so conservative assumptions may be made without being recognized as such by the design engineer. Geologists and engineers tend to describe uncertainty and apply conservatism in different ways. Geologists consider a variety of possible explanations for a given set of facts and select the most reasonable interpretation. Too often, however, the set of facts may be interpreted equally well in two or more ways. Unless the geologist provides the engineer with a succinct discussion of the reasonable interpretations and then makes a best guess as to which is correct, the engineer will be forced to make the guess.

Engineers, on the other hand, use the factor-of-safety method to deal with uncertainty and conservatism. Uncertainty is encountered in many factors of a stability analysis, and the engineer may be unable to accurately quantify the uncertainty. Rather than adjusting each factor to account for the uncertainty, it may be prudent to use average parameters for each factor and apply a single factor to the final result to express the uncertainty. In this way acceptable stability often is described as a factor of safety equal to or greater than 1.5. This factor of safety expresses the ratio between the forces tending to maintain stability and those tending to create instability. An alternative might be to use a value equal to the mean minus one standard deviation for individual parameters, such as the coefficient of friction, the cohesion intercept, or joint roughness. The cumulative effect of conservatism at several points during an analysis might be excessive conservatism.

5. OTHER DESIGN CONSTRAINTS

Selection of design parameters for repair of a slope failure can be influenced by several other considerations, such as location, size, costs, and design standards. An additional consideration that can influence selection of design parameters is the urgency for repair of the slope. A slope failure on a busy section of Interstate highway may have considerably more urgency for repair than a similar slope failure on a less important highway.

5.1 Location

Repair of slope failures in urban settings where public safety is the primary concern may warrant stricter design parameters than those for otherwise similar slope failures in rural or remote settings. However, in many cases, public safety issues may be
addressed adequately in rural areas without some of the provisions that may be deemed necessary in urban areas. Slope appearance also may be more important in urban settings than in remote areas. Remote areas, particularly along low-volume roads, provide challenges to produce efficient designs that can be constructed economically. A number of issues are important in controlling or guiding selection of design parameters for a specific location; these issues include the design life, desirability of scheduled maintenance, tolerability of interruption of service during construction, and the importance of the facility.

5.2 Dimensions

Road geometrics such as grades, curve radii, and lane and shoulder widths are factors that control the design of repair schemes for slope failures. Design parameters often are influenced by the scale of the facility and of the existing or potential slope movement. A simple retaining wall and control of surface drainage may be adequate to repair and stabilize a thin, slab-type landslide occurring above a highway, whereas a deep-seated, rotational slide mass with a slide surface that passes under a highway requires a much more elaborate scheme.

5.3 Design Standards

A variety of guidelines are in common use for the design of transportation and other facilities (e.g., AASHTO 1990). Common highway standards include those for minimum lane width, maximum grade, and minimum curve radius. Additional standards exist for designing drainage culverts and pavement sections and for more unusual aspects such as vibrations due to construction blasting. Design manuals exist for general aspects of soil mechanics, including the design of slopes in soils (NAVFAC 1986; USBR 1980), and for geologic investigations (USBR undated; McCauley and Gamble 1981).

5.4 Costs

Costs of facilities include planning, design, construction, and maintenance. If costs are paid from a general pool (usually tax revenue), users may have free access to the facilities. Alternatively, users may be required to pay a fee for the privilege or convenience of using the facilities. The source of revenue should not be a major factor in design. However, if funds are limited at the time of design, a plan may be formulated in which some simple components are treated with the intention of passing on to maintenance more of the burden of correcting a slope failure. Challenges of this type require accurate understanding of the causes of slope movement and careful attention to design so that each design element provides a foundation for the next element until repair has been completed.

Maintenance can be a significant cost issue. It must be understood at the design phase what constitutes tolerable maintenance. This definition may be difficult because the design team and the maintenance team often are totally independent of each other. Rock-fall catchment ditches, for example, must be cleaned periodically or their effectiveness will be lost. However, access to the ditches must be included as part of the design, or the maintenance team will be unable to fulfill their part of the rock-fall remediation without costly additional effort.

5.5 Landscape Aesthetics

The sensitivity to scars created by access road cuts or excavations for a highway or facility is greater in some areas than in others. The degree to which scars, the size of cuts and fills, and other aesthetic issues need to be considered is a fundamental component of the design concept that must be dealt with at an early phase. If blasting is needed on a steep slope, an early decision must be made regarding how much blasted rock can be allowed to fall down the slope without being retrieved. Similarly, if excavated slopes must be treated to make them look like natural slopes, such as the cut slopes along Interstate 70 in Glenwood Canyon, Colorado, the designer must know early enough to evaluate the geologic feasibility and plan for the aesthetic work.

5.6 Balancing Cut and Fill

In many stability evaluations, the resulting recommendations include the placement in fill embankments of material excavated from cut slopes. The volume of a mass of in-place material, particularly rock, is significantly less than that of the same mass of excavated and recompacted material. Often this increase in volume is underestimated. A broader area of detailed topographic information may be
needed to evaluate fill volumes than that for a specific slope stability assessment.

5.7 Disposal of Waste Rock or Soil

Providing suitable locations for disposal of waste rock or soil constitutes a significant project design requirement. The disposal may be an environmental issue as well as an economic one, particularly if the waste rock or soil contains some material considered hazardous, such as lead or sulfide minerals that could generate acid drainage or asbestos minerals that are subject to air-quality and health regulations (Dusek and Yetman 1993).

5.8 Roadside Hazards

One of the project requirements may be that the highway remain open to traffic during investigation and construction for repair or stabilization of slope failures. Traffic patterns and tolerable delays must be incorporated into the design scheme. In addition, the risk to motorists following completion of the repair or stabilization of the slope must be specified so that the appropriate level of construction-slope reliability and the need for signs can be planned.
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1. INTRODUCTION

The basic principles for design and construction of stable slopes in soils are quite well known. The engineering properties of soils as they relate to slope stability are generally understood. Analysis capabilities for slope stability have improved markedly in recent years because of the digital computer. In this report Parts 2, Investigation, and 3, Strength and Stability Analysis, provide important background information for this chapter. Specifically, Chapter 12 (Soil Strength Properties and Their Measurement) gives the procedures for determination of the appropriate soil parameters utilized in the stability analyses that are discussed in detail in Chapter 13. In this chapter the basic principles established in Parts 2 and 3 are applied to the design of stable slopes for new construction of both excavated and embankment slopes. The procedures are also appropriate for the analysis of preconstructed slopes, as well as for design of remedial works and correction of existing landslides.

This chapter is an update of Chapter 8 in Special Report 176 (Gedney and Weber 1978), which in turn built upon earlier reports (Baker and Marshall 1958; Root 1958). Because much of the basic technical information given by Baker and Marshall, Root, and Gedney and Weber is still valid, emphasis in this chapter will be on recent case histories and innovations in slope stabilization techniques since 1978.

2. DESIGN CONSIDERATIONS

Several factors are basic and must be considered in the design of stable slopes. First, because of the nature of soils and the geologic environments in which they are found, virtually every slope design problem is unique (Peck and Ireland 1953; Hutchinson 1977). Second, the procedures used to estimate the stability of an excavated slope are the same as those used to estimate the stability of an embankment slope. These first two factors are true for the analysis of newly constructed slopes as well as for existing slopes and for the design of remedial measures. Third, designing a stable slope includes field investigations, laboratory tests, stability analyses, and proper construction control. Because most of the details involved in this work cannot be standardized, good engineering judgment, experience, and intuition must be coupled with the best possible data gathering and analytical techniques to achieve a safe and economical solution to slope stabilization.

3. FACTOR OF SAFETY

In conventional practice the stability of a slope is expressed in terms of its factor of safety, although in recent years there has been increasing interest in developing a probabilistic assessment of slope reliability (see Chapter 6). In the conventional approach, factors of safety less than 1 obviously indicate failure, or at least the potential for failure,
whereas stability is represented by safety factors greater than 1. The choice of the appropriate safety factor for a given slope depends on a number of considerations, such as the quality of the data used in the analysis, which in turn depends on the quality of the subsurface investigations; laboratory and field testing; interpretation of field and laboratory data; quality of construction control; and, in some cases, degree of completeness of information about the design problem. The engineer must also consider the probable consequences of failure. In most transportation situations, slope designs generally require safety factors in the range of 1.25 to 1.50. Higher factors may be required if slope movements have the potential for causing loss of human life or great economic loss or if there is considerable uncertainty regarding the pertinent design parameters, construction quality control, potential for seismic activity, and so forth. Likewise, lower safety factors may be used if the engineer is confident of the accuracy of the input data and if good construction control may be relied upon.

4. DESIGN PROCEDURES AND APPROACHES

Details of slope stability analysis procedures are given in Chapter 13. Analytical techniques allow a comparison of various design alternatives, including the effects of those alternatives on the stability of the slope and on the economy of the possible solutions. In addition, all potential failure modes and surfaces should be considered. As discussed in Chapter 13, preliminary analyses may utilize stability charts with simplified assumptions; such simple stability determinations may be adequate in many cases to decide whether a standard slope angle can be used. More involved analysis and stability calculations may be necessary for more complex problems. In all cases, consideration must be appropriately taken of the environmental conditions to which the slope is likely to be subjected during its entire design life, including changes in soil strength and groundwater conditions, possible seismic activity, or other environmental factors. As a minimum, the analysis should include conditions expected immediately after construction and at some later time after construction.

Approaches to the design of stable slopes can be categorized as follows:

- Avoid the problem,
- Reduce the forces tending to cause movement, and
- Increase the forces resisting movement.

A summary of these three approaches is given in Table 17-1.

5. AVOIDANCE OF THE PROBLEM

A geological reconnaissance is an important part of preliminary project development for many transportation design studies. This reconnaissance should note any evidence of potential stability problems due to poor surface drainage, seepage on existing natural slopes, hillslope creep, and ancient landslides. As noted in Table 17-1, avoiding the landslide problem is an excellent approach if it is considered during the planning phase. However, a large cost may be involved if a landslide problem is detected after the location has been selected and the design completed.

5.1 Ancient Landslides

Ancient landslides can be one of the most difficult landforms to identify and often are the most costly to deal with in terms of construction. Natural geomorphic and weathering processes, vegetation, or human activities may all but obscure these landforms, and careful field investigation is necessary to detect them.

As with the case of talus slopes, which are discussed below and in Chapter 20, old landslides are often barely stable, and they may not have significant resistance to new loadings or other changed conditions that tend to reduce their stability. Such slopes may continue to move, for example, during periods of heavy rainfall, and yet be relatively stable during other parts of the year. Changing natural drainage patterns on the surfaces of old landslides may significantly influence their stability and cause unwanted movements. Thus, the decision to construct transportation facilities over ancient landslides must be carefully investigated and appropriate consideration given to remedial measures and long-term stability.

5.2 Removal of Materials

If relocation or realignment of a proposed facility is not practical, complete or partial removal of the
Table 17-1
Summary of Approaches to Potential Slope Stability Problems (modified from Gedney and Weber 1978)

<table>
<thead>
<tr>
<th>CATEGORY</th>
<th>PROCEDURE</th>
<th>BEST APPLICATION</th>
<th>LIMITATIONS</th>
<th>REMARKS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avoid problem</td>
<td>Relocate facility</td>
<td>As an alternative anywhere</td>
<td>Has none if studied during planning phase; has large cost if location is selected and design is complete; also has large cost if reconstruction is required</td>
<td>Detailed studies of proposed relocation should ensure improved conditions</td>
</tr>
<tr>
<td></td>
<td>Completely or partially remove unstable materials</td>
<td>Where small volumes of excavation are involved and where poor soils are encountered at shallow depths</td>
<td>May be costly to control excavation; may not be best alternative for large landslides; may not be feasible because of right-of-way requirements</td>
<td>Analytical studies must be performed; depth of excavation must be sufficient to ensure firm support</td>
</tr>
<tr>
<td>Install bridge</td>
<td></td>
<td></td>
<td>May be costly and not provide adequate support capacity for lateral forces to restrain landslide mass</td>
<td>Analysis must be performed for anticipated loadings as well as structural capability</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reduce driving forces</td>
<td>Change line or grade</td>
<td>During preliminary design phase of project</td>
<td>Will affect sections of roadway adjacent to landslide area</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Drain surface</td>
<td>In any design scheme; must also be part of any remedial design</td>
<td>Will only correct surface infiltration or seepage due to surface infiltration</td>
<td>Slope vegetation should be considered in all cases</td>
</tr>
<tr>
<td></td>
<td>Drain subsurface</td>
<td>On any slope where lowering of groundwater table will increase slope stability</td>
<td>Cannot be used effectively when sliding mass is impervious</td>
<td>Stability analysis should include consideration of seepage forces</td>
</tr>
<tr>
<td>Reduce weight</td>
<td>At any existing or potential slide</td>
<td>Requires lightweight materials that may be costly or unavailable; excavation waste may create problems; requires right-of-way</td>
<td>Stability analysis must be performed to ensure proper placement of lightweight materials</td>
<td></td>
</tr>
<tr>
<td>Increase resisting forces</td>
<td>Apply external force</td>
<td>Use buttress and counterweight fills; toe berms</td>
<td>May not be effective on deep-seated landslides; must be founded on a firm foundation; requires right-of-way</td>
<td>Consider reinforced steep slopes for limited right-of-way</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Will not stand large deformations; must penetrate well below sliding surface</td>
<td>Stability and soil-structure analyses are required</td>
</tr>
<tr>
<td></td>
<td></td>
<td>To prevent movement before excavation; where right-of-way is limited</td>
<td>Requires ability of foundation soils to resist shear forces by anchor tension</td>
<td>Study must be made of in situ soil shear strength; economics of method depends on anchor capacity, depth, and frequency</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase internal strength</td>
<td>Drain subsurface</td>
<td>At any landslide where water table is above shear surface</td>
<td>Requires experienced personnel to install and ensure effective operation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Use reinforced backfill</td>
<td>On embankments and steep fill slopes; landslide reconstruction</td>
<td>Requires long-term durability of reinforcement</td>
<td>Must consider stresses imposed on reinforcement during construction</td>
</tr>
<tr>
<td></td>
<td>Install in situ reinforcement</td>
<td>As temporary structures in stiff soils</td>
<td>Requires long-term durability of nails, anchors, and micropiles</td>
<td>Design methods not well established; requires thorough soils investigation and properties testing</td>
</tr>
</tbody>
</table>

(continued on following page)
unstable materials should be considered. Figure 17-1 shows an example of one such study. Stability analyses indicated that removal of Volume B was more effective than removal of Volume A. Economics, as well as the potential increase in slope stability, will decide the final course of action.

Removal of potentially unstable materials can range from simple stripping of near-surface materials a few meters thick, as shown in Figure 17-2, to more complicated and costly operations such as those encountered in a sidehill cut along the Willamette River in West Linn, Oregon, where a section of I-205 required extensive excavation to depths as great as 70 m (Gedney and Weber 1978).

5.3 Bridging

In some instances, removal of especially steep and long, narrow unstable slopes is simply too costly or too dangerous. One alternative design is to span the unstable area with a structure (bridge) supported on driven piles or drilled shafts placed well below the unstable foundation materials (Baker and Marshall 1958). Site investigations and stability analyses must ascertain that the bridge is indeed founded at sufficient depth below the unstable materials. If the bridge foundation must penetrate through the moving soil, as shown in Figure 17-3, the foundation piling must be designed to withstand the predicted lateral forces, but predicting these forces is not a simple task. Bridging may also include limited excavation of near-surface unstable materials as well as the use of other stabilization techniques such as subsurface drainage.

Bridging may also be a suitable alternative in very steep mountainous country where construction may cause unsightly scarring because of unstable excavated slopes or excavations that “daylight” high on steep mountain slopes. Several spectacular examples of this bridging approach can be found on the autobahns in the Austrian Alps and on the autostrade in Italy.

6. REDUCTION OF DRIVING FORCES

Since the forces tending to cause movements downslope are essentially gravitational, a simple approach to increasing stability is to reduce the mass of soil involved in the slope. Techniques for this include flattened slopes, benched slopes, reduced excavation depths, surface and subsurface drainage, and lightweight fill (Table 17-1). All of these possibilities reduce driving forces and all have been successfully used at one time or another.

As explained in Chapters 12 and 13, the stability of embankment slopes cannot necessarily be approached in the same manner as that of natural or excavated slopes. For example, the stability of embankment slopes tends to increase with time because of consolidation and the resulting strength increase of the fill and foundation. A notable exception to this would be embankments com-
posed of degradable shales and other soft rocks, which may deteriorate with time and result in settlement or even failure (see Chapter 21). In natural or excavated slopes, however, the long-term stability may be significantly less than that available at the end of construction. Design conditions that are appropriate for these cases are discussed in Chapters 12 and 13.

Talus slopes often have marginal stability (Ritchie 1963) and deserve special consideration (see Chapter 20). Runoff from normal rainfall or snowmelt may cause sufficient increase in seepage pressures to initiate movement. Recognition of talus slopes is important in preliminary location designs because of the potential for dangerous movements. Such slopes may also be disturbed by
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**FIGURE 17-1**


---

**FIGURE 17-2**

Stripping of unstable surface material to reduce landslide potential for sidehill embankment (Root 1958).
construction activities, and if such activities cannot be avoided, special construction procedures and stabilization methods are necessary. R. Barrett (personal communication, 1992, Colorado Department of Transportation) noted that mechanical stability of cuts in talus slopes is not a major problem; instead, the faces of these cuts tend to ravel. To prevent surface raveling of cuts along I-70 in Glenwood Canyon, Colorado, backfill was placed between the cut surface and the structure for which the cut was made. In addition, the Colorado Department of Transportation is experimenting with improving the resistance of talus to raveling by spraying on fiber-reinforced shotcrete or urethane liquid. Tests on Colorado Highway 82 near Aspen have shown that liquid urethane will penetrate talus to a depth of 10 to 30 cm and will improve both stability and resistance to raveling.

### 6.1 Change of Line or Grade or Both

Early in the design stage, cut-and-fill slopes should be evaluated for potential instability. If conditions warrant, adjustments to the line and grade can be made to minimize or possibly completely eliminate potential stability problems. This approach can also be applied to landslides discovered during and after construction. Feasibility will be controlled by the economics of various alternative solutions. A general example of a grade revision to prevent movement of an excavated slope is shown in Figure 17-4.

A specific example occurred in design and construction of I-70 across Vail Pass, Colorado, where active bedrock landslides were encountered on opposing slopes adjacent to the right-of-way. Stabilization measures included filling the valley and then transferring the thrust of one landslide against the other and placing the stream and highway on the fill (Robinson 1979). Edil (1992) described a case in which regrading was successfully used to stabilize an unstable bluff along Lake Superior in northern Wisconsin.

Line or grade changes often result in reduction of driving forces. For example, a roadway may be relocated away from the toe of the potential or existing landslide to avoid removal of toe support. Changes to cause reduction in driving forces during construction operations are both difficult and expensive. To flatten embankment slopes often
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requires additional right-of-way and can involve alignment shifts that affect the design of facilities on either side of the problem area. Thus, changes in line and grade after construction may be so costly as to prevent their use. These comments emphasize the fact that the cost-effectiveness of geotechnical investigations is greatest when they are carried out during the preliminary design phases of the project.

Another technique for reducing the driving forces, especially for known unstable areas, is the partial removal or excavation of a sufficient quantity of slope material at the top of the landslide to ensure stability of the potential sliding mass (Figure 17-1). If an infinite slope condition exists or certain types of flow or debris slides are involved, this method may be ineffective. The quantity of material required to be removed is predicted by trial and error using ordinary stability analysis (Chapters 12 and 13). As usual, economic considerations and potential use of the excavated materials may dictate whether unloading procedures are feasible for a particular project. In some instances—for example, when the project needs additional borrow materials—removal of the entire sliding mass may be feasible provided the material volumes are reasonable. The design of landslide removal should always consider the stability of the slope behind or above the area to be removed. Of course, this technique is most appropriate during the design stage. These procedures usually involve slope flattening; in some cases, benching has been used to reduce the driving forces on a potential or existing landslide. Specific geometric constraints of the site will determine if benching is appropriate. As discussed in the following section, benches also serve to help control surface runoff and provide work areas for placement of horizontal drains.

6.2 Drainage

Because of its high stabilization efficiency in relation to design and construction costs, drainage of surface water and groundwater is the most widely used and generally the most successful slope stabilization method (Committee on Ground Failure Hazards 1985). Of all possible schemes to be considered for the correction of existing or potential landslides, proper drainage is probably the single most important. Drainage will both reduce the weight of the mass tending to cause the landslide and increase the strength of the materials in the slope. Increasing the strength of soil materials using drainage is discussed in Section 7.2.1.

6.2.1 Surface Drainage

Surface drainage measures require minimal engineering design and offer positive protection to slopes. Thus they are among the first approaches that should be considered in preventing potential stability problems.

Adequate surface drainage is necessary in new excavations as well as in maintenance of constructed slopes where movement has already occurred. The design of cut slopes should always take into consideration the natural drainage patterns of the area and the effect that the constructed slope will have on these drainage patterns. Two conditions that should be evaluated are

1. Surface water flowing across the face of the slope, and
2. Surface water seeping into or infiltrating into the head of the cut.

Both of these conditions cause erosion of the face and increase the tendency for localized failures on the slope face. Diversion ditches and interceptor drains are widely used as erosion control measures, especially in situations where large volumes of runoff are anticipated (Figure 17-5).

Good surface drainage is strongly recommended as part of the treatment of any landslide or potential landslide (Cedergren 1989). Every effort should be made to ensure that surface waters are carried away from a slope. Such considerations become
especially important when a failure has already occurred. Unless they are sealed, cracks and fissures behind the scarp face of a landslide can carry surface waters into the failure zone and reactivate the landslide. Consequently, reshaping the surface of the landslide mass can be very beneficial because unnoticed cracks and fissures may be sealed and water-collecting surface depressions eliminated.

There are a number of possibilities to treat the surface of the slope itself in order to promote rapid runoff and improve slope stability. Some of these measures are

- Seeding, sodding, or mulching, and
- Using shotcrete, riprap, thin masonry, concrete paving, asphalt paving, and rock fills.

All of these techniques have been used successfully to protect slopes made of degradable shales or claystones and to prevent the infiltration of surface runoff. Techniques for controlling surface runoff are especially effective when used in conjunction with various subsurface drainage techniques.

The Geotechnical Control Office of Hong Kong (Geotechnical Control Office 1984) has presented useful guidelines for the maintenance of surface drainage systems. These guidelines particularly recommend the use of surface channels as opposed to pipes placed on the surface.

6.2.2 Subsurface Drainage

Because seepage forces act to increase the driving force on a landslide, control of subsurface water is of major importance. If the preliminary site investigation reveals the presence of groundwater, if design studies predict potential downslope movements, and if positive subsurface drainage can reduce failure potential, it is worth preparing a suitable design for cost comparison with other alternatives.

Subsurface drainage as a method of lowering the groundwater table within an unstable slope has traditionally consisted of one or more of the following procedures:

1. Drainage blankets and trenches;
2. Drainage wells;
3. Drainage galleries, adits, or tunnels;
4. Subhorizontal (commonly called “horizontal”) drains drilled either from the slope surface or from drainage wells or galleries; and
5. Subvertical drains drilled upward from drainage galleries.

Most often these systems drain by means of gravity flow; however, pumps are occasionally used to remove water from low-level collector galleries or wells. Figure 17-6 is a schematic drawing showing some of these techniques.

The effectiveness and frequency of use of the various types of drainage treatments vary according to the hydrogeologic and climatic conditions. It is generally agreed, however, that groundwater constitutes the single most important cause of the majority of landslides. Thus, in many areas of the world the most generally used and successful methods for prevention and correction of landslides consist entirely or partially of groundwater control (Cedergren 1989).

---

**FIGURE 17-6**
Schematic diagram of subhorizontal and vertical drains used to lower groundwater in natural slopes (Gedney and Weber 1978).
Subsurface drainage is equally important in cuts and embankments, and most types of subsurface drainage treatments are applicable to the prevention and correction of landslides in both situations. When embankments are constructed on potentially unstable slopes, landslides may occur because the increase in shear stresses imposed by the embankment exceeds the shearing strength of the foundation soils. Instability may also result if the embankment interferes with the natural movement of groundwater. Therefore, in an investigation of possible instability, two factors must be considered:

1. Weak zones in the foundation that may be overstressed by the proposed embankment load, and
2. Increases in pore-water pressure sufficient to cause a significant reduction in the shear strength of the soil.

Because there often is no surface indication of unstable slope conditions, careful subsurface exploration is required if slope instability is to be predicted before construction.

Drainage is sometimes installed to intercept subsurface water outside the limits of excavations, but it frequently is impossible to determine whether such interceptor trenches will effectively cut off all groundwater that might contribute to slope failure. Other methods that may be appropriate in sidehill embankment areas often are excessively expensive in excavation areas. Each case must be examined on an individual basis. The cost of drainage systems is generally lower when these measures are incorporated into the preliminary design process. When they are included as remedial measures during or following construction or landslide movement, the drainage systems may be expensive.

In this section recent advances in subsurface drainage systems are discussed. In addition, a few less common means of drainage such as electro-osmosis, vacuum drains, siphons, and the use of geotextiles and geocomposites will be briefly mentioned.

6.2.2.1 Drainage Blankets and Trenches

When an embankment is to be constructed over a surface layer of relatively shallow, weak soil underlain by stable rock or soil, usually the most economical treatment is to strip the unsuitable material, as shown in Figure 17-2. After stripping, if seepage is evident or if there is a possibility that it may develop during wet periods, a blanket drain of pervious material (clean free-draining sands or gravels) should be placed before the embankment is constructed. If springs or concentrated flows are encountered, drainpipes may also be required.

When conditions are such that drainage blankets are uneconomical, for example, when the depth of unsuitable material to be stripped is large, trench drains may be appropriate. Trenches filled with free-draining material have been used effectively for shallow subsurface drainage for several decades. The trenches are excavated by backhoe-type excavators to depths of 5 to 6 m and by clamshells to greater depths; some type of temporary support system may be required if the excavation is more than 5 to 6 m deep. Cancelli et al. (1987) provided a brief review of the theory for the design of trench drains. Sometimes single drainage trenches perpendicular to the center line of the facility are sufficient; in other situations, larger, more extensive networks of interconnected drains may be necessary. In addition to facilitating drainage, trench drains provide increased resistance to possible sliding because the compacted backfill of the trench section acts as a key into firmer material beneath the trench.

In some cases drainage wells (discussed below) are used under or at the bottom of drainage trenches (Figure 17-7) (Lew and Graham 1988).

6.2.2.2 Drainage Wells

Deep wells are increasingly being used to drain unstable slopes, particularly where the required drainage depths are too deep for economical construction of drainage trenches. Sometimes the wells are drilled fairly close together, essentially to form a drainage gallery, as in the case of I-80 in...
California described by Smith et al. (1970) and Gedney and Weber (1978). A similar system was recently utilized in Kentucky, as described by Greer and Mathis (1992), to correct a landslide. Sometimes large-diameter vertical wells up to 2 m in diameter are used, as in the cases described by Collotta et al. (1988) (Figure 17-8) and Bruce (1992b); these wells can be as much as 50 m deep. Each well is connected to its neighbor either by intersecting "belled" bases, which may overlap, or by horizontal drill holes and drains. Occasionally some shafts are kept open for inspection, monitoring, and maintenance purposes. Schuster (1995) provided a number of additional examples of landslide stabilization using drainage wells.

Vertical drainage wells have also been installed under embankments to accelerate the consolidation of weak and unstable foundation soils. This use is similar to classical sand drains or modern prefabricated vertical (wick) drains (Holtz et al. 1991).

6.2.2.3 Drainage Tunnels, Adits, or Galleries

When the depth to subsurface water is so great that drainage trenches or wells are prohibitively expensive, drainage tunnels are sometimes used. Although originally used as a corrective treatment, drainage tunnels are sometimes constructed as a preventive measure. They are expensive, and thus are less commonly used in highway construction than in large slope-stabilization measures, which are sometimes required for hydroelectric projects. One example is the case described by Millet et al. (1992) in which drainage tunnels, among other techniques, were used to stabilize a large landslide threatening Tablachaca Dam in Peru (Figure 17-9).

Drainage galleries are constructed using conventional tunneling and mining techniques, and in addition to acting as drainage facilities, they serve as exploratory adits for geologists to study landslides at depth. They are also useful for installing monitoring equipment and instrumentation. As with the case of deep drainage wells, gravity may be insufficient for positive drainage, and pumping may be required. Gillon et al. (1992) described a case in which drainage galleries were used for landslide stabilization adjacent to a reservoir in New Zealand (Figure 17-10).

6.2.2.4 Subhorizontal Drains

In recent years small-diameter subhorizontal drains have become very common for landslide stabilization. As was the case with drainage tunnels, they were first installed as corrective measures, and although they are still used for this purpose, subhorizontal drains are now primarily installed as preventive measures against slope instability. Although these drains are frequently called horizontal drains, they really are subhorizontal in that they are typically installed on slopes approximately 2 to 5 degrees above the horizontal. The drill hole is then fitted with a perforated pipe; in the past, steel pipe was commonly used, but in the last few years polyvinylchloride (PVC) plastic pipe has been preferred.

Subhorizontal drains are probably the most commonly used subsurface drainage technique for landslide stabilization. In large excavations that are potentially unstable, the drains are installed as the cut is excavated, often from one or more benches in the slope. Drains may be installed from the ground surface or from drainage galleries,
large-diameter wells, and drilled shafts. The typical drain hole is 120 to 150 mm in diameter and is lined with a slotted PVC plastic casing 60 to 100 mm in diameter. Drilling is usually by conventional rotary techniques, although precision drilling may be necessary for very long drains (Sembenelli 1988). Royster (1980) described traditional drilling and installation techniques. Because a filter is ordinarily needed, the annular space between the casing and the soil or rock of the drill hole is a problem. Filling this annulus with sand is difficult if not impossible. Sometimes pipes with very fine slots are used; alternatively, coarse slotting can be protected on the outside by geotextile "stockings."

Several interesting case histories of successful applications of subhorizontal drainage to stabilize landslides have been published, for example, in Transportation Research Record 783 (Transportation Research Board 1980), which includes examples from California, Colorado, Mississippi, and Tennessee. Reagan and Jutkowsky (1985) described horizontal-drain practice in New York State. Craig and Gray (1985) reported on horizontal drainage in Hong Kong, an area noted for many unstable natural slopes. Isenhower (1987) described the stabilization of landslides in San Antonio, Texas, using horizontal drains, and Sharma and Buu (1992) used horizontal drains and lightweight fill to stabilize a landslide in Idaho. Roth et al. (1992) described the use of horizontal drains ("hydraugers") to stabilize the famous Pacific Palisades landslide in California.

Smith (1980a, 1980b) presented a comprehensive study of the long-term effectiveness of horizontal-drain installations in California. His primary conclusions were that metal pipe casings will only last approximately 30 to 40 years; slotted PVC pipes will provide longer service life, are less susceptible to corrosion, and appear to allow considerably less sediment to enter the drains. On the basis of California experience, periodic maintenance is required; most drains need to be cleaned once every 5 to 8 years unless exceptionally fine-grained sediments or heavy root growth are present.

6.2.3 Other Less Common Techniques

Schuster (1995) summarized other less common techniques such as electroosmosis, vacuum dewatering, and blasting of rock slopes for improving drainage.

6.2.3.1 Electroosmotic Dewatering

In the mid-1930s the concept of using electroosmosis to promote drainage and consolidation of unstable soils was introduced (Casagrande 1948). Despite some success for slope stabilization (see, for example, Section 7.2.4.2), this process has not received widespread usage, especially for drainage, probably because of installation and operation costs and some remaining technical uncertainties about the process. However, Lo et al. (1991a, 1991b) used specially designed copper electrodes to prevent gas accumula-
tion around the anode and to allow free water to flow from the cathode without pumping.

6.2.3.2 Vacuum Dewatering

Arutjunyan (1988) reported on the use of vacuum in drill holes to dewater fine-grained soil slopes in the former Soviet Union. The technique has been applied to landslides as a temporary expedient until long-term stabilization could be carried out. The vacuum treatment increases soil suction and accelerates the process of soil consolidation. It was successful to depths of 30 to 35 m when the vacuum was applied for a period of 2 to 4 weeks.

6.2.3.3 Drainage by Siphoning

Siphon drains for slope stabilization were installed at 40 sites in France during the 5 years before 1992 (Gress 1992). These drains have the advantage of being able to raise water to the surface without pumping. Siphoning of water from unstable strata is accomplished by sealed PVC pipe systems. One example of successful use of siphoning to lower the groundwater table under a highway embankment on an unstable slope occurred at Venarey-Les-Laumes near Dijon, France, where five vertical siphon drains spaced at intervals of 10 m lowered the piezometric level from an original depth of 2 m to a depth of 8 m beneath the highway (Gress 1992).

6.3 Geotextiles and Geocomposites

Geosynthetic products can be used for drainage and slope stabilization in many of the situations described above. The use of a geotextile filter is often cheaper and just as effective in situations where graded granular filters are required. Just as with graded granular filters, the geotextile filter should be designed for soil retention, system permeability, and long-term filtration characteristics. Christopher and Holtz (1985, 1989) and Koerner (1990), among others, have presented methods for geotextile filter design.

Geocomposites are products consisting of a geotextile filter to protect the drain and keep it free-flowing throughout its service life and a plastic net or core that provides in-plane drainage. Geocomposites can be installed in trenches on slopes, especially in areas where access is difficult, behind retaining structures, and in other places where interception of seepage is desired. Geocomposites are manufactured in sheets or strips, and thus are more easily and cheaply installed than conventional granular filters and drains. When properly designed, they work as well as, or often better than, conventional aggregate filters and drains.

Figure 17-11 shows drainage applications in which geotextile filters or geocomposite drainage products may be used.
panded polystyrene, shredded and chipped tires, and oyster shells and clamshells. The advantages and disadvantages of the use of many of these materials were described by Holtz (1989).

Several examples of the use of lightweight fill materials to stabilize landslides have been given in the literature. Nelson and Allen (1974) reported on a successful landslide correction using chipped bark and sawdust to produce a sidehill embankment weighing about 5 kN/m$^3$. They used a 0.3-m gravel base under the pavement section; in addition, an asphalt seal was placed on the exposed slope to retard deterioration and pollution. Since then there have been many other similar projects in the Pacific Northwest. Yeh and Gilmore (1992) reported the use of expanded polystyrene (EPS) to correct a large landslide in southern Colorado. The landslide was successfully stabilized by using a counterweight berm at the toe and replacing the landslide material in the embankment with EPS with a unit weight of about 0.2 kN/m$^3$. Sharma and Buu (1992) used pumice weighing about 12 kN/m$^3$ in the correction of a landslide on I-15 in Idaho. Shredded waste tires weighing about 6.4 kN/m$^3$ were used as lightweight fill in the correction of a landslide under a highway embankment on Highway 42 in Oregon (Read et al. 1991). Humphrey and Manion (1992) conducted tests on tire chips to determine their basic properties.

### 7. INCREASE IN RESISTING FORCES

The third general method for stabilizing earth slopes is to increase the resisting forces on a potential or existing landslide. Although techniques vary widely, they generally function by either

1. Applying a resisting force at the toe of a landslide, or
2. Increasing the internal strength of the soils in the failure zone so that the slope remains stable without external assistance (Table 17-1).

Both approaches should be considered during preliminary design investigations to ensure the best technical and economical solution. The techniques described in this section to correct landslides are appropriate for those that occur both during and after construction.

A number of procedures have been developed that increase the resisting forces at the toe of a po-
tentially sliding soil mass. These include various methods of adding mass to the toe areas, various structural retention systems to deflect or redirect the driving forces, and a variety of earth material reinforcement systems. Although reinforced soil structures may be used as buttresses or structural retention systems, an important aspect of their stability is internal, and they will be discussed for convenience under the internal-strength category below.

Methods used to increase the internal strength of the potentially sliding soil mass include subsurface drainage, a wide variety of reinforcing systems, vegetative and biotechnical stabilization, and miscellaneous methods such as chemical treatment, electroosmosis, and thermal stabilization. Sometimes a combination of external and internal treatments is employed. In the following description of these techniques, emphasis is on developments since 1978.

7.1 Application of External Force

Application, or in some cases redirection, of external forces so as to increase the resistance of the slope to potential movements will increase the stability of a slope. Such resisting forces are most often applied to the toe of the potentially moving mass by a variety of methods, including

1. Buttresses, counterweight fills, and toe berms;
2. Structural retention systems such as cantilever and gravity retaining walls, externally braced walls or walls supported by anchors or tiebacks, soil nailing, root piles, conventional piles, and drilled shafts; and
3. A variety of reinforced-soil systems.

7.1.1 Buttresses, Counterweight Fills, and Toe Berms

The principle behind the use of buttresses, counterweight fills, or toe berms is to provide sufficient dead weight or restraint near the toe of the unstable mass to prevent slope movement. In other words, the buttress must be heavy enough to provide the additional component of resistance near the toe of the slope required for stability. Figure 17-12 shows a rock buttress used to stabilize an unstable slope.

The basic design of a buttress is similar to the design for external stability of conventional gravity-retaining structures. The buttress must be stable against

- Overturning,
- Sliding at or below its base, and
- Bearing failure of the foundation.

Conventional soil mechanics analyses for these three possible failure modes should be carried out with the usual factors of safety applied. Although not strictly a factor in stability, a settlement analysis should also be performed if the foundation is compressible to ensure that the final grade of the buttress is consistent with the geometric design requirements of the facility. Depending on the geometry and the internal strength of the buttress, possible internal failure modes should also be checked to ensure that the buttress does not fail by shear within itself.

Buttresses are commonly constructed of blasted quarry rock, boulders and cobbles, and coarse gravel fill. These materials are also commonly used to repair small slope failures, or "pop-outs," in highway cuts. If these occur during construction, the highway contractor usually makes repairs as part of the normal construction contract. If the landslide occurs after construction and is not too large, similar reconstruction is normally carried out by highway maintenance crews.
For larger landslides, a more involved geotechnical analysis and design are required. Gedney and Weber (1978) described the reconstruction of a slide in a shale embankment in Indiana on I-74 by the use of a large earth-and-rock counterweight buttress.

Millet et al. (1992) described an interesting use of a large buttress (nearly 500,000 m³) constructed of granular materials to stabilize a large, potentially unstable landslide threatening Tablachaca Dam, a major hydroelectric power dam in Peru (Figure 17-9). The project required treatment of the sediments in the reservoir bottom under the buttress with the use of stone columns. On a more modest scale, Edil (1992) reported on the use of a terraced berm constructed of concrete demolition debris to stabilize an unstable slope along the western shores of Lake Michigan. Kropp and Thomas (1992) used buttress fills to successfully stabilize an existing landslide area in California.

### 7.1.2 Structural Retention Systems

In situations where a buttress fill is not feasible because of geometry or cost or because it encroaches on adjacent property, conventional retaining structures, piles, and reinforced-soil slopes and walls may provide workable alternative solutions. Because the design principles for retaining walls and deep foundations used for this purpose are fairly well understood, only a few pertinent references will be given.

One major drawback to the use of relatively stiff structural elements for slope stabilization is that they are not able to tolerate much movement. Consequently, elemental systems such as crib walls, gabion walls, and the various soil reinforcement systems are becoming increasingly more common.

Figure 17-13 summarizes the current methods of earth retention; the methods are divided into two groups depending on whether they provide external or internal stabilization. Examples of both types of systems are shown in Figure 17-14. Externally stabilized systems rely on some type of external structural walls or fill against which the stabilizing forces are mobilized. Before the late 1960s, the predominant types of permanent retaining structures were concrete and masonry gravity walls and reinforced-concrete cantilevered walls. More recently, Reinforced Earth and a number of similar reinforcing systems using, for exam-
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FIGURE 17-14
Examples of externally and internally stabilized earth retention systems (modified from O’Rourke and Jones 1990). Reprinted with permission of American Society of Civil Engineers.

Examples of geosynthetics have become common for earth-retaining structures. Earth-reinforcing systems are discussed in Section 7.2.2.

There were two sessions on the use of walls to control landslides at the National Convention of the American Society of Civil Engineers in Las Vegas in 1982. The papers by Morgenstern (1982) and Schuster and Fleming (1982) are particularly recommended in this connection.

The use of closely spaced vertical driven piles or large-diameter drilled shafts is quite common. They may be placed as a preexcavation retaining system, or they may be used following slope movement to stabilize landslides. If the piles are placed adjacent to each other, the wall is known as a tangent pile wall; if there is some spacing that may later be filled in with timber lagging, reinforced-concrete panels, or shotcrete, the wall is known as a secant pile wall. These walls may be designed as cantilevers or, more commonly, they are supported by tied-back anchor systems, which are discussed in the following section. In the case of an excavation, the pile wall must be designed to resist the full earth pressure imposed by the soil in the slope as the excavation progresses.

One of the more successful applications of drilled shaft walls to stabilize a slope was described by Palladino and Peck (1972) and Wilson (1970). During the construction of I-5 in Seattle, heavily overconsolidated lacustrine clays were supported by very large diameter (up to 4 m) drilled concrete shafts reinforced with heavy steel H-pile sections [see also the discussion by Gedney and Weber (1978)]. Nethero (1982) described the use of cantilever drilled-shaft walls in the Ohio River Valley for the correction and prevention of slope stability problems. Several interesting case histories of landslide stabilization using drilled-shaft walls were described by Rollins and Rollins (1992). Although the shafts were not very deep, they were designed to function as cantilevers and they performed excellently in all cases.

The use of the finite-element method to analyze drilled piers used for slope stabilization was re-
ported by Oakland and Chameau (1984), and Reese et al. (1992) presented a method for the analysis of drilled shafts used for increasing the stability of slopes. A design procedure for walls embedded in failed slopes was proposed by Isehower et al. (1989), who reported that such walls supported by 0.5- and 0.6-m-diameter shafts are much more economical than conventional earth-retaining structures used for landslide correction.

According to Gedney and Weber (1978), attempts to stabilize landslides using driven steel or timber piles have seldom been successful. Depending on the geologic conditions at the site, piles may be difficult to drive to the desired depth, and in the case of steel H-piles, for example, it is difficult to drive them vertically or in tangent. In Scandinavia there has been some success in the use of both timber and steel piles to stabilize moving slopes and embankments (Bjerrum 1972); at these sites the subsurface conditions were relatively soft glacial and postglacial marine clays.

7.1.3 Anchor Systems

One of the more effective measures for stabilizing landslides is the use of anchor systems to increase the resisting forces by applying external restraint to a moving soil mass [Figure 17-13 and Figure 17-14(d)]. These developments followed from the use of tiebacks to support walls for temporary excavations for the construction of buildings and other structures.

According to Gould (1990), tieback anchors were developed as early as the 1930s from European experience with permanent rock anchors in dam stabilization. In the early 1960s their use in Milwaukee and New York for building excavations clearly indicated the advantages of an uncluttered working space achieved by eliminating external supports [compare Figure 17-14(c) and 17-14(d)], and this successful application led to rapid developments in the use of high-capacity prestressed anchors to support deep excavations. Tiebacks were also used to stabilize landslides in Europe in the mid-1960s, and, soon after, the technology was being employed in North America for similar purposes. An excellent description of the use of tiebacks for landslide stabilization was provided by Weatherby and Nicholson (1982). They described the design, installation, and corrosion protection that are necessary for permanent ground anchors in landslide stabilization. A spectacular use of ground anchors was described by Millet et al. (1992) in which high-capacity rock anchors were used together with a granular buttress to stabilize a large landslide at Tablachaca Dam in Peru (Figure 17-9). Interesting case histories describing the use of tiebacks together with drilled shafts and driven H-pile walls were presented by Hovland and Willoughby (1982) and Tysinger (1982).

Other related systems such as soil nailing [Figure 17-14(f)] and micropiles increase the internal strength of the sliding mass rather than applying external force. Thus, these systems are discussed in the following section.

7.2 Increase in Internal Strength

Techniques that are used to increase the internal strength of the potentially unstable soil mass for both backfills and in situ stabilization are discussed next. These include subsurface drainage, soil-reinforcing systems, vegetative and biotechnical stabilization techniques, and miscellaneous techniques such as chemical, electrical, and thermal stabilization.

7.2.1 Subsurface Drainage

As noted by Gedney and Weber (1978), one of the most effective treatments for landslides and other unstable slopes is to increase the shear strength of the soil by means of subsurface drainage. Drainage reduces the excess pore pressures in the soil mass, which increases the effective stress on the potential failure surface. Subsurface drainage techniques are discussed in detail in Section 6.2.2.

7.2.2 Soil Reinforcement

Soil reinforcement is the inclusion of tensile resistant elements in a soil mass to improve its overall shearing resistance. One of the most exciting developments in geotechnical engineering practice in the past 25 years, soil reinforcement is a technically attractive and very cost-effective technique for increasing the stability of natural and embankment soil slopes and for reducing the earth pressures against retaining walls and abutments.

As noted in Figure 17-13, internally stabilized soil systems can be conveniently divided into reinforced soil [Figure 17-14(e)] and in situ rein-
Forcement. In situ reinforcement systems include soil nailing [Figure 17-14(f)], micropiles, pin piles, and root piles. Reinforced soil is applicable to situations in which the reinforcement and backfill are placed as the slope or wall is constructed. Common reinforcing elements include steel strips (Reinforced Earth), welded wire sheets, bar mats and meshes, geotextiles, geogrids, and fibers.

Excellent general discussions of internally stabilized soil reinforcement systems include those by Lee et al. (1973), Jones (1985), Mitchell and Villet (1987), Christopher et al. (1990), Mitchell and Christopher (1990), and O’Rourke and Jones (1990). This discussion will deal with recent advances in the use of internally stabilized soil reinforcement systems.

7.2.2.1 Backfill Systems
The concept of reinforcing the backfill behind retaining walls was developed by H. Vidal in France in the mid-1960s. Since then, thousands of walls reinforced with all types of inclusions have been successfully built throughout the world. Reinforced-soil structures have the advantage over more traditional retaining walls (Mitchell and Villet 1987) in that they

1. Are coherent and flexible and thus can tolerate relatively large settlements,
2. Can use a wide range of backfill materials,
3. Are easy to construct,
4. Are relatively resistant to seismic loadings,
5. Can form aesthetically attractive retaining walls and slopes because of a variety of available facing types, and
6. Are very often less costly than conventional retaining structures, especially for high steep slopes and high walls.

Steep slopes of reinforced soil or vertical retaining walls take up less of the right-of-way, and thus they are especially attractive for landslide repairs adjacent to transportation facilities.

Common types of backfill reinforcement inclusions include steel or polymeric strips, steel or polymeric grids, geotextile and geogrid sheets, and steel cables or bars attached to different anchor systems. The two main mechanisms of stress transfer between the reinforcement and the soil are

1. Friction between the surface of the reinforcement and the soil, and
2. Passive soil bearing resistance on reinforcement surfaces that are oriented normal to the direction of relative movement between the reinforcement and the soil.

Because of their inherent flexibility, reinforced-soil structures are considered to be relatively resistant to seismic loadings. However, in some seismically active regions, the use of reinforced slopes is still somewhat restricted because of the lack of definitive research in this area. For reinforced-backfill retaining structures, the connections between the reinforcing and the facing are critical during seismic events (Allen and Holtz 1991).

7.2.2.1.1 Strip Reinforcement In systems using strip reinforcement, a coherent material is formed by placing the strips horizontally between successive layers of backfill (Figure 17-15). When the French architect and engineer Vidal introduced the concept in the 1960s, he named his development Terre Armée (Reinforced Earth). Reinforced Earth has since become almost a generic term, often being used to describe all forms of soil reinforcement. However, in some countries, including the United States and Canada, Reinforced Earth is a trademark (Jones 1985). The first Reinforced Earth wall was built near Nice, France, in 1965. As of 1991, 16,000 Reinforced Earth walls with a
total face area of 9,600,000 m² had been constructed worldwide (D. McKittrick, personal communication, 1991, Reinforced Earth Company, McLean, Virginia). Schlosser (1990) observed that about one-third of the Reinforced Earth wall area in the world has been built in Europe and about one-third in North America.

After the introduction of Reinforced Earth, knowledge of soil reinforcement increased rapidly, primarily because of the research sponsored by government agencies, notably the Laboratoire Central des Ponts et Chaussées (LCPC) in France, the Federal Highway Administration in the United States, and the Department of Transport in the United Kingdom.

Early experiments with fiberglass-reinforced polymers (Schlosser 1990), stainless steel, and aluminum strips for Reinforced Earth walls were not successful, so all Reinforced Earth walls currently are constructed using galvanized steel strips. However, corrosion rates of metals in soils are very difficult to predict, and even galvanized steel is subject to corrosion; thus free-draining sand-and-gravel backfills are specified to reduce corrosion potential. Epoxy-coated steel strips have been developed and may offer higher resistance to corrosion. Elias (1990) discussed the corrosion of epoxy strips as well as traditional steel-strip reinforcing.

In 1973 nonmetallic reinforcing strips were introduced in construction of a highway retaining wall in Yorkshire, England (Holtz 1978; Jones 1978). The reinforcing strips were made of continuous glass fibers embedded lengthwise in a protective coating of epoxy resin. The Paraweb strip, in which the fibers are made of high-tenacity polyester or polyamide, is another example of a geosynthetic strip reinforcement.

7.2.2.1.2 Sheet Reinforcement In sheet reinforcement, geotextiles are placed horizontally between layers of embankment soils to form a composite reinforced-soil system. Figure 17-16 shows a number of possible uses of geotextiles in reinforced walls and slopes. The mechanism of stress transfer in sheet reinforcement is predominantly friction (Mitchell and Villet 1987; Christopher and Holtz 1989; Christopher et al. 1990). A large variety of geotextiles with a wide range of mechanical properties is available; they include nonwoven needle-punched or heat-bonded polyester and polypropylene and woven polypropylene and polyester geotextiles (Christopher and Holtz 1989; Koerner 1990). Granular soils ranging from silty sands to gravels commonly are used as backfill, and the most common facings are formed by wrapping the geotextile around the exposed soil [Figure 17-16(a) and 17-16(e)]. Because geotextiles are subject to vandalism and deterioration from ultraviolet light, for long-term protection the

![Possible reinforced walls and slopes using geosynthetic reinforcement](modified from Mitchell and Villet 1987).
exposed material must be covered with shotcrete or asphalt emulsion or with soil and vegetation. Typical applications of geotextile-reinforced walls include landslide stabilization on remote mountain roads, highway retaining walls on steep slopes, embankment walls for temporary or permanent road widening or diversion, and highway embankment walls on soft foundation soils (Mitchell and Villet 1987).

The use of geotextiles in reinforced-soil walls followed shortly after the introduction of Reinforced Earth. The first geotextile-reinforced wall was built in France in 1971. In the United States, the first such wall was one 3.3 m high built by the U.S. Forest Service to reconstruct a failed road fill above the Illinois River in Siskiyou National Forest, Oregon (Bell and Steward 1977). The geotextile was a 440-g/m² needle-punched nonwoven polypropylene that was permeable and resistant to rotting. However, it was subject to deterioration when exposed to ultraviolet light; therefore, the wall was finished with a shotcrete facing to protect it from sunlight. An example of a very successful short-term use of geosynthetic reinforcement was reported by Allen et al. (1992). A 12.6-m-high wall supporting a 6-m-high surcharge was used to preload a compressible foundation for a bridge abutment (Figure 17-17).

During the 1980s, the use of geotextile soil reinforcement for retaining walls increased significantly; more than 80 projects were completed in North America during this period (Yako and Christopher 1988). Not only are geosynthetics thought to be more resistant to corrosion than steel, but geosynthetic walls have been found to be 30 to 50 percent less expensive than most other reinforcement systems. Still, there is some doubt as to the durability and longevity of geosynthetic reinforcing materials because of chemical and biological attack. One of the most comprehensive studies of the effects of outdoor exposure on geotextiles was conducted in Hong Kong (Brand and Pang 1991). The study confirmed that geotextiles should be protected and that their use in critical reinforcement situations should be limited to short-term projects. Elias (1990) provided some information on the durability of geosynthetics, as did Allen (1991). A U.S. Federal Highway Administration study is currently under way on the durability of geosynthetics for soil reinforcement.

7.2.2.1.3 Grid, Bar, and Mesh Reinforcement

In grid reinforcement, polymeric or metallic elements are arranged in a rectangular grid shape. The two-dimensional grid-soil interaction involves both friction along the longitudinal grid elements and passive bearing resistance against the transverse elements. Because of this passive resistance, grids are more resistant to pullout than flat steel strips; however, full passive resistance develops only after relatively large displacements (5 to 10 cm) (Schlosser 1990).

Probably the greatest development in the use of grids for soil reinforcement has been polymeric geogrids. Geogrids are relatively stiff, netlike materials, with open spaces called apertures that usually measure 1 to 10 cm between the elements. They are made of polypropylene, polyethylene, or PVC-coated polyester.

Applications of grids to reinforced walls and slopes are shown in Figure 17-16. The first use of polymeric geogrids was by Japanese engineers in the 1960s to reinforce subsoils for railway embankments (Jones 1985). Because these original grids were made of nonoriented polymers, they were relatively fragile and lacked the necessary tensile strength to serve as reinforcement. However, they were quite effective as compaction aids (Iwasaki and Watanabe 1978). In the 1970s, advances in the formulation of polymers led to significant improvements in their strength and stiffness, and geogrids were developed with polymers oriented in orthogonal directions, which provided increased directional strength. These high-strength geogrids were first used in 1979 to construct a reinforced-soil wall...
at a railroad station in Yorkshire (O'Rourke and Jones 1990).

In 1981 geogrids were used to repair slope failures in cuts on the M1 and M4 motorways in England (Murray and Irwin 1981; Murray 1982; Jones 1985). Considerable cost savings resulted because the landslide debris was reused together with the geogrid reinforcement (Figure 17-18). No new backfill material was required. In 1983 the first geogrid wall in the United States was built to stabilize a landslide near Newport on the Oregon coast (Szymoniak et al. 1984). This 9-m-high geogrid wall with a face slope of 80 degrees was selected over other alternatives because

- It had the lowest estimated cost, and
- The open face of the grid wall allowed establishment of vegetation that provided a natural appearance compatible with the surroundings of the adjacent state park.

At about the same time, Forsyth and Bieber (1984) reported on the construction of a geogrid-reinforced slope in California to repair a slope failure. It was 9.5 m high and had a slope of 48 degrees. Figure 17-19(a) shows the slope under construction, and Figure 17-19(b) shows the completed structure. Since the construction of these early walls, more than 300 polymeric geogrid walls and slopes have been constructed in the United States (Mitchell and Christopher 1990). Figure 17-20 shows another, nearly completed landslide repair on a state highway in California.

Several bar-and-mesh reinforcement systems have been developed that rely on both frictional and passive resistance to pullout. In 1974 the first "bar mat" system of soil reinforcement was developed by the California Department of Transportation (Caltrans) to construct a 6-m-high wall along I-5 near Dunsmuir, California; these crude grids were formed by cross-linking steel reinforcing bars to form a coarse bar mat (Forsyth 1978). Laboratory tests by Chang et al. (1977) showed that this bar-and-mesh reinforcement could produce more than five times the pullout resistance of longitudinal bars. In an agreement with the Reinforced Earth Company, the Caltrans bar-and-mesh reinforcement technique was designated Mechanically Stabilized Embankment (MSE). One of the difficulties with MSE in the field has been corrosion of the bar-and-mesh reinforcement. Evolving from the
Caltrans project and other independent developments were the Hilfiker Welded Wire Wall (WWW), Hilfiker Reinforced Soil Embankment (RSE), VSL Retained Earth, and the Georgia Stabilized Embankment systems.

The Hilfiker WWW uses the same type of welded-wire reinforcing mesh that is commonly placed in concrete slabs; the facing is formed of the same mesh that serves as the horizontal reinforcement. The material is fabricated in 2.4-m-wide mats with grid spacings of 15 by 61 cm. To the casual observer, WWW may appear to be a type of gabion wall [Figure 17-16(h)]. Gabion walls, however, are gravity walls made by encasing coarse-grained fill in wire or geogrid baskets; they are based on the principle of confinement and gravity retention rather than internal tensile reinforcement (Hausmann 1990). The first commercial WWW was built for the Southern California Edison Power Company in 1977 for road repair along a power line in southern California. During the 1980s, the use of WWW for retaining structures expanded rapidly. By 1990 about 1,600 such walls had been completed in the United States (Mitchell and Christopher 1990). The tallest WWW constructed so far is nearly 17 m high (Anderson et al. 1987).

The Hilfiker RSE, which resembles the Caltrans MSE, is a continuous welded-wire reinforcement system with precast concrete facing panels. It was introduced commercially in 1983 on New Mexico State Highway 475 northeast of Santa Fe, where four reinforced-soil structures were built with a total of 1600 m² of wall facing. By 1990 more than 50 additional RSE walls had been constructed (Mitchell and Christopher 1990).

The VSL Retained Earth system utilizes 0.5- to 0.75-m-wide strips of steel grid (bar-mat) reinforcement that is bolted to hexagonal precast concrete panels. The first VSL Retained Earth wall in the United States was constructed in 1983 in Hayward, California. By 1990 more than 600 VSL Retained Earth walls with some 465,000 m² of wall facing had been built in the United States (Mitchell and Christopher 1990). The system is licensed in the United States under a Reinforced Earth patent, but it uses its own patented system to connect the bar-mat reinforcement and the concrete facing panels.

The Georgia Stabilized Embankment was developed by the Georgia Department of Transportation and uses a steel-grid reinforcement and precast-concrete face elements. It is licensed in the United States under a proprietary agreement with the Reinforced Earth Company.

As with other reinforcement systems, geogrids and steel bar mats are susceptible to environmental deterioration and corrosion, and the prudent designer makes certain of the chemical compatibility of the backfill and reinforcement materials.

Full-scale experiments with the sidewalls of used tires hooked together with a bent No. 3 rebar clip to reinforce embankment fills have been carried out by Caltrans (Forsyth and Egan 1976; Forsyth 1978). Sometimes the entire tire casing is used. The tires are placed in layers similar to geotextiles and other geogrids. Results to date have been very promising, although there is some difficulty in properly compacting backfill in and around the tires. The French Ministry of Transport also has used similar systems of used tire casings for reinforcing slopes, embankments, and walls. Research began at the LCPC on pneusol (tiresoil) in 1976, and so far more than 80 structures have been built with pneusol in France and Algeria (Long 1990).

7.2.2.1.4 Earth-Anchor Reinforcement  Embankment soil slopes can be reinforced during construction by slender steel-rod reinforcements bent at one end to form anchors. This type of retaining wall is still in an experimental stage. Stress transfer is mainly by passive resistance on the anchor, which...
implies that the system provides stability in the same manner as tied-back retaining structures and thus may not be a true reinforced-soil system (Mitchell and Villet 1987). However, the system is discussed here because it is analogous in placement technique to other methods of soil reinforcement in embankments and fills.

The concept of earth-anchor reinforcement was developed and patented by the Transport Research Laboratory (TRL) of the United Kingdom as Anchored Earth (Figure 17-21). The reinforcement consists of 16- to 20-mm-diameter mild-steel bars. The outer end of each bar is threaded to fit into concrete facing panels; the other end is formed into an anchor in the form of a Z or triangle. Anchored Earth is designed to rely only on passive resistance developed against the deformed ends (anchors) of the reinforcing bars. Because Anchored Earth is still in the research and developmental stages, none of its applications can be considered to be routine. However, it does appear to be a promising approach to soil reinforcement, especially on projects where clean granular backfill is not available.

A similar concept was used successfully by Fukuoka and Imamura (1982) in Japan in the late 1970s to construct a 5-m-high fabric-faced retaining wall with multiple anchors. Each of the 20-mm-diameter steel tie bars was attached to a 40- by 40-cm concrete plate embedded in the backfill soil.

7.2.2.1.5 Fiber Reinforcement The engineering use of fiber reinforcement of backfill soil, which is analogous to fiber reinforcement of concrete, is still in the developmental stage. Materials being investigated for possible use include synthetic fibers, continuous synthetic filaments, metallic fibers (metal threads) and powders, and natural fibers (reeds and other plants) (Mitchell and Villet 1987). A recent innovation is a three-dimensional reinforcement technique that was developed in France at the LCPC in 1980 (Schlosser 1990) and known as Texsol. Texsol is made by mixing the backfill soil, usually a clean sand, with a continuous polyester filament with a diameter of 0.1 mm (Leflaive 1982). Approximately 0.1 to 0.2 percent by weight of the composite material consists of the filament and a total length of reinforcement of about 100 km/m³ of reinforced soil. In the field the sand is deposited using a shotcrete system (without cement) and the filaments are spun from bobbins and carried along with the high-velocity sand.

The first Texsol wall, with a face angle of 60 degrees to the horizontal, was built in France in 1983 (Leflaive 1988). By the end of 1988, 85 Texsol projects had been built in France, using 100 000 m³ of Texsol-reinforced soil (Schlosser 1990). Most projects involved landslide repairs and failed-slope reconstruction [Figure 17-22(a)]. These walls and slopes have a high bearing capacity and relatively rapid growth of vegetation on the slope face [Figure 17-22(b)] and are self-healing when subjected to erosion.

Another material that has been suggested for use as fiber reinforcement is bamboo, which is one of the fastest-growing and most replenishable biological materials in existence. Bamboo can also be used as continuous elements in other types of reinforced soil. Fang (1991) has published data on the strength and durability of bamboo as soil reinforcement.

7.2.2.2 In Situ Systems
In situ soil reinforcement methods allow for the reinforcement of existing soil masses. These methods include techniques described as soil nailing, the application of soil anchors, or the use of root piles, micropiles, or pin piles.

7.2.2.2.1 Soil Nailing Soil "nails" are steel bars, rods, cables, or tubes that are driven into natural soil or soft rock slopes or are grouted into predrilled boreholes. Soil nailing can be used to restrain either

- Potentially unstable slopes where little or no movement is occurring but where safety factors
Soil nailing has been used for in situ stabilization of natural and excavated slopes for nearly 20 years. In North America the system was first used in Vancouver, British Columbia, in the early 1970s for temporary excavation support (Shen et al. 1978). In Europe the earliest reported soil-nailing projects were for retaining wall construction in Spain (1972), France (1973), and Germany (1976) in connection with highway or railway cut-slope construction or temporary support for building excavations (Elias and Juran 1991). Today the technique of soil nailing is widespread in Canada, Germany, France, Great Britain, Japan, and the United States.

The stability of soil-nailed reinforcement relies upon

- Development of friction or adhesion mobilized at the soil-nail interface and
- Passive resistance developed along the surface perpendicular to the direction of the soil-nail relative movement.

Soil nailing is most effective in dense granular and low-plasticity stiff silty clay soils because a top-down sequential construction procedure is commonly used. The soil must have sufficient strength
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to be able to stand in a vertical cut of about 2 m without failure or excessive deformation. Thus, soil nailing is generally not cost-effective or practical in loose granular soils and very soft clays (Mitchell and Christopher 1990). A high groundwater table may also present construction difficulties.

Suggestions for design of soil nailing include those by Elias and Juran (1991) and Byrne (1992). Soil-nailing systems are relatively flexible and thus should be resistant to seismic loading. However, knowledge of the dynamic behavior of soil-nailed structures is limited (Felio et al. 1990), and research is needed to develop procedures for earthquake-resistant design. There are no proprietary restrictions on the use of soil nailing. However, some specific installation systems, nails, and facings are patented.

The technique of soil nailing has been used mostly for stabilization of temporary excavations. There is some concern about the corrosion rate of the steel nails used in the process. However, new types of nails and coatings with high resistance to corrosion are being developed. To further increase confidence in the potential use of this method for permanent slope stabilization, additional research is being done on the field performance of soil-nailed structures. For example, in 1986 a 4-year, $4 million national research program named CLOUTERRE was initiated by the French Ministry of Transport to improve the status of knowledge and to develop design and construction guidelines for soil-nailed retention systems (Schloesser and Unterreiner 1991; Schloesser et al. 1992). Plumelle and Schloesser (1991) presented the results of three full-scale experiments from this project.

A number of interesting case histories concerning the use of soil nailing for support of temporary excavations are available in both the French and U.S. literature [for example, Lambe and Hanson (1990)]. Denby et al. (1992) described the design, construction, and performance of a 23-m-deep excavation in Seattle, Washington, that was successfully supported by a temporary soil-nailed wall. Collin et al. (1992) used a timber crib wall as the facing and helical anchors as the soil nails for a permanent earth retention system for a slope. There appear to be no published cases in which soil nailing has been used to stabilize active landslides or moving slopes.

A related system is anchored geosynthetics (spider netting) for slope stabilization (Figure 17-24).

Instead of shotcrete facing, a geotextile or geonet is attached to the nails, and as the nails are installed, they pull the surface netting or geotextile into the soil, putting it into tension and at the same time constraining the near-surface soils in the slope (Koemer and Robins 1986). Design procedures for anchored geosynthetic systems were described by Hryciw and Haji-Ahmad (1992).

7.2.2.2 Soil Anchors Stabilization of soil slopes with long prestressed anchors is increasing. Hutchinson (1984) described the stabilization of a landslide in glacial and glaciofluvial deposits in southern Wales (Figure 17-25). Before treatment in 1980, movements of as much as 15 mm/year were occurring at the head of the landslide and 2 to 5 mm/year was occurring at the toe. Because of severe spatial constraints, anchoring into the underlying bedrock proved to be the most effective stabilization measure.

FIGURE 17-24 (above) Schematic cross section of anchored geosynthetic "spider netting" used with soil nails or anchors to stabilize slope (modified from Koerner and Robins 1986).

FIGURE 17-25 Cross section of landslide in Quaternary deposits at Nantgarw, South Wales, United Kingdom (modified from Hutchinson 1977); slide has been stabilized by deep anchors in underlying bedrock.
7.2.2.2.3 Root Piles, Micropiles, and Pin Piles

Another approach to reinforcement of in situ soils and soft rocks is the use of root piles, also known as micropiles or pin piles. Root piles are cast-in-place reinforced concrete piles with diameters ranging from 7.5 to 30 cm. In the smaller-diameter range, the insertions are provided with a central reinforcing rod or steel pipe, whereas those with larger diameters may be provided with a reinforcing-bar cage bound with spiral reinforcement. A root-pile system forms a monolithic block of reinforced soil that extends below the critical failure surface (Figure 17-26). In contrast to soil nailing, the reinforcement provided by root piles is strongly influenced by their three-dimensional, rootlike geometric arrangement.

Reticulated Root Piles were originally developed in the 1950s by Lizzi (1977) and were patented by the Italian firm Fondedile of Naples, which introduced and installed the system worldwide (mainly for underpinning). The original patents have now expired. Root piles have been used for slope stabilization only for the last 20 years, and most root-pile slope stabilization works have been constructed within the past 10 years. Aurilio (1987) described the use of root piles for stabilization of a landslide in California.

According to Bruce (1992a), during the past 20 years, U.S. practice using root piles has developed quite differently from the original European development. He provided details from some 20 projects that illustrate recent developments in U.S. pin-pile technology and discussed applications more specific to slope stabilization (Bruce 1992b). An interesting case history of the use of pin piles to control slope movements was described by Pearlman et al. (1992).

7.2.3 Vegetative and Biotechnical Stabilization

Slope stabilization provided directly by vegetation and by biotechnical slope protection (the use of vegetation combined with structural slope-stabilization elements) is reviewed briefly. The basic concepts of vegetative stabilization are not new, but recent research and development now enable more effective use of this technique than in the past. Additional information about bio-stabilization was provided by Gray (1970), Gray and Leiser (1982), Greenway (1987), and Wu (1994a, 1994b).

According to Wu (1994b), vegetation contributes to stability of slopes through (a) root reinforcement and (b) rainfall interception and evapotranspiration, which reduce pore pressures. Case studies have shown that slope failures can be attributed to the loss of reinforcement provided by tree roots (Wu et al. 1979; Riestenberg and Sovonick-Dunford 1983; Riestenberg 1987). In spite of the fact that Greenway (1987), in his extensive summary of the effects of vegetation on slope stability, included reports that vegetation tends to reduce slope stability, most researchers believe that vegetation is by far a positive aspect in the protection of slopes. Wu (1994b) quantified this protection in terms of root reinforcement and reduction of soil moisture and pore pressures.

Research into the engineering role of vegetation for slope stabilization by the Geotechnical Control Office of Hong Kong may be the most comprehensive such program in the world (Barker 1991). Especially notable are the root reinforcement studies conducted on vegetated slopes by Greenway et al. (1984), Greenway (1987), and Yin et al. (1988). In addition, the Geotechnical Manual for Slopes (Geotechnical Control Office 1984) includes information on the mechanical and hydrological effects of vegetation.

In recent years trees have been planted on many slopes worldwide to increase slope stability. One example is an element of a program to co-
rect an embankment failure on I-77 in Caldwell, Ohio. The slope was planted with black locust seedlings at a spacing of 1.2 m. The long-term objective was to help reduce the soil moisture and to develop root stabilization. As of 1994 the project appeared to be successful.

Another recent well-documented case of the planting of tree seedlings occurred as part of the stabilization program for the Cucaracha landslide in the Gaillard Cut at the Panama Canal. The historic Cucaracha landslide was reactivated in 1986, almost blocking the canal (Berman 1991). As part of a comprehensive stabilization program, beginning in 1987 portions of the Cucaracha landslide and other landslide areas in the Canal Zone were planted with 60,000 fast-growing acacia and gmelina seedlings (Rivera 1991).

Stabilization of slopes by the combined use of vegetation and manufactured structural elements working together in an integrated manner is known as biotechnical slope stabilization. This relatively new concept is generally cost-effective as compared with the use of structures alone; it has increased the environmental compatibility of such treatments and allows the use of indigenous natural materials. Although vegetative treatments alone are usually much less expensive than earth-retaining structures or other constructed slope protection systems, their effectiveness in arresting slope movement or preventing soil loss under extreme conditions may be much lower than that of the structures (Gray and Leiser 1982). Figure 17-27 presents different biotechnical slope stabilization and protection measures and examples.

Grasses and woody plants are used most often in biotechnical stabilization. They have a true reinforcing function and should not be considered merely cosmetic adjuncts to the structure. They may be planted on a slope above a low retaining wall, or the interstices of the structure may be planted with vegetation whose roots bind together the soil within and behind the structure. The stability of all types of retaining structures with open gridwork or tiered facings benefits from such vegetation (Figure 17-27).

Gray and Sotir (1992) described the use of a crushed-rock-blanket toe berm combined with a brush-layer fill to stabilize a road cut along a scenic highway in Massachusetts. The crushed rock was placed at the toe of the cut; the brush-layer fill included stems and branches of plant species, such as willow and dogwood, that rooted readily from cuttings (Figure 17-28). The branches acted as reinforcement and as horizontal drains, and rooting of the embedded stems provided secondary stabilization.

Thomas and Kropp (1992) described a very interesting scheme using vegetation to stabilize a large debris-flow scar in California. At the time the paper was presented in 1992, the vegetation was quite effective and the project was considered by the authors to be a success.

### 7.2.4 Miscellaneous Stabilization Methods

The following miscellaneous stabilization methods are discussed:

<table>
<thead>
<tr>
<th>CATEGORY</th>
<th>EXAMPLES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LIVE CONSTRUCTION</strong></td>
<td><strong>EXAMPLES</strong></td>
</tr>
</tbody>
</table>
| Conventional Plantings | - Grass seeding  
- Sodding  
- Transplants |
| Woody plants used as reinforcements and barriers to soil movement | - Live staking  
- Contour wattling  
- Brush layering  
- Soft gabions  
- Brush mattress |
| Plant/structure associations | - Breast walls with slope face plantings  
- Revetments with slope face plantings  
- Tiered structures with bench plantings |
| Woody plants grown in the frontal openings or interstices of retaining structures | - Live cribwalls  
- Vegetated rock gabions  
- Vegetated geogrid walls  
- Vegetated breast walls |
| Woody plants grown in the frontal openings or interstices of porous revetments | - Joint plantings  
- Staked gabion mattresses  
- Vegetated concrete block revetments  
- Vegetated cellular grids  
- "Reinforced" grass |
| **INERT CONSTRUCTION** | **EXAMPLES** |
| Conventional Structures | - Concrete gravity walls  
- Cylinder pile walls  
- Tie back walls |

**FIGURE 17-27** Classification of different biotechnical slope protection and erosion control measures (Gray and Sotir 1992). Reprinted with permission of American Society of Civil Engineers.
Gedney and Weber (1978) presented four case histories on the use of chemicals to stabilize landslides and other unstable slopes. Since that time, however, in spite of significant advances in grouting technology (Baker 1982; Borden et al. 1992), only a few case histories could be located in which the use of grouting techniques for landslide stabilization was described.

In recent years grouting techniques have been used to inject lime slurry into the soil (Figure 17-29) (Boynton and Blacklock 1985). The slurry, which follows natural fracture zones, bedding surfaces, and other surfaces of weaknesses, is injected through 40-mm-diameter pipes fitted with perforated nozzles (Rogers 1991). The pipes are hydraulically pushed into the ground, and the slurry is injected to refusal at depth intervals of 300 to 450 mm. Typical injection pressures range from 350 to 1300 kPa. In this way depths of more than 40 m can be treated.

Blacklock and Wright (1986) discussed restoration of failed soil embankments on Interstate highways in Alabama, Arkansas, and Missouri using the lime- and lime-fly ash-slurry injection method of in situ soil stabilization. Baez et al. (1992) evaluated the use of lime/fly ash (L/FA) slurry injection in the slope rehabilitation of a levee on the lower Chariton River in Missouri. Their studies showed that double injection of the L/FA increased the strength of the levee soil by 15 to 30 percent. Furthermore, in the 4 years since the levee was treated with L/FA injections, no slope failures have occurred in the rehabilitated stretch of the levee, whereas there have been failures in adjacent unstabilized areas.

Lime stabilization was very effective in improving the strength of slope debris that was recom- pacted in the reconstruction of a landslide in England (Murray 1982). (This is an interesting case history from another viewpoint in that it is the first use of geogrids to increase stability of a failed slope.) Considerable economy was achieved by use of landslide debris as backfill rather than the traditional excavation and removal of the debris and its replacement with higher-quality granular materials at considerable additional cost. A geotextile-wrapped granular drainage blanket was provided behind the grid- and lime-stabilized slope. Probably all three...
treatment techniques (drainage, lime stabilization, and geosynthetic reinforcement) contributed to the success of the project.

7.2.4.2 Electroosmosis

Another special technique that increases the shearing strength of soils in situ is electroosmosis. The classic papers on electroosmosis were published by Casagrande (1948, 1952, 1953). There are a number of case histories in the literature in which electroosmosis was used to stabilize embankment foundations; these were summarized by Holtz (1989). However, the classic application of electroosmosis has been to stabilize landslides and slopes. An early case history was reported by Casagrande et al. (1961) in which electroosmosis was used to stabilize a 30-m-high slope in organic silt that had developed serious instability during construction of a pier for the Little Pic River bridge on the Trans-Canada Highway in Ontario. Casagrande et al. (1981) also described the use of electroosmosis to stabilize a slope for an 80-m-deep excavation for the core trench of a dam in British Columbia.

As summarized by Veder (1981), Griffin described the use of electroosmosis to stabilize a 30-m-high slope of loose, sensitive silt above the Kootenay Channel power plant in British Columbia, Canada. As a result of electroosmosis, the slope, which originally was barely stable at 1V:5H, was able to be safely steepened to 1V:2H.

In previous discussion concerning electroosmotic dewatering (Section 6.2.3.1), it was noted that Lo et al. (1991a, 1991b) developed special electrodes that allow free water flow without pumping. In field tests conducted on the soft, sensitive Leda clay of eastern Canada, undrained shear strength increased uniformly by about 50 percent in a period of 32 days throughout the depth of the electrodes. Because no pumping was required, both installation and electricity costs were significantly lower than those in previous electroosmosis drainage installations.

7.2.4.3 Thermal Treatment

As reported by Gedney and Weber (1978), experiments were carried out in the former Soviet Union for a number of years using thermal treatment of clays and loessial soils. The technique was used by Romanian engineers for stabilization of clay slopes (Beles 1957). High temperatures dry out the soil and tend to fuse fine-grained particles, which leads to permanent increases in shear strength and consequent increases in slope stability. However, the high cost of thermal treatment precludes its use on all but the most experimental slope remediation problems.

Ground freezing has developed in recent years to be a very effective technique for temporary stabilization of large excavations and tunnels. One of the most complete treatises on ground freezing is by Jessberger (1979).
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STABILIZATION OF ROCK SLOPES

1. INTRODUCTION

A successful rock slope stabilization program requires the integration of a number of interrelated activities, including geotechnical engineering as well as environmental and safety issues, construction methods and costs, and contracting procedures. Modern methods for design and stabilization of rock slopes were developed in the 1970s (Brawner and Wyllie 1975; Fookes and Sweeney 1976; Groupe d'Etudes des Falaises 1978; Pireau and Peckover 1978; Hoek and Bray 1981) and continue to be refined and developed (Federal Highway Administration 1989; Wyllie 1991; Schuster 1992). These procedures can therefore be used with confidence for a wide range of geological conditions. However, as described in this chapter, it is essential that the methods used be appropriate for the particular conditions at each site.

1.1 Effect of Rock Falls on Transportation Systems

The safe operation of transportation routes in mountainous terrain often requires that measures be taken to control the incidence of rock falls and rock slope failures. Along highways, the types of events and accidents that can be caused by rock falls range from minor falls that damage tires and bodywork, to larger falls that affect vehicles or cause vehicles to swerve off the road, to substantial slope failures that block the facility. The effects of these events can be damage to vehicles, injury to or death of drivers and passengers, economic loss due to road closures, and possibly discharge of toxic substances when transporting vehicles are damaged. Figure 18-1 shows a rock slide that occurred from a height of about 300 m above the road and closed both the road and the railway. The removal of the rock on the road followed by stabilization of the slide area, which brought down further unstable rock, resulted in a total closure time of several weeks with significant economic losses for users of both the road and the railway.

Although the cost of a major slide such as that shown in Figure 18-1 is substantial, the cost of even a single-car accident can be significant. For example, costs may be incurred for hospitalization of the driver and passengers, for repair to the vehicle, and in some cases for legal costs and compensation. Often there are additional costs for stabilization of the slope that will involve both engineering and contracting charges, usually carried out at premium rates because of the emergency nature of the work. In cases where the rock slide results in closure of a road, indirect costs may be incurred, such as loss of revenue for businesses located along the highway. In the case shown in Figure 18-1, the costs included leasing a car ferry to move vehicles around the landslide. For railroads and toll highways, closures result in a direct loss of revenue that may amount to thousands of dollars per hour.
1.2 Causes of Rock Falls

The California Department of Transportation (Caltrans) made a comprehensive study of rock falls that have occurred on the state highway system to assess both their causes and the effectiveness of the various remedial measures that have been implemented (McCauley et al. 1985). Because of the diverse topography and climate within California, Caltrans records provide a useful guideline on the stability conditions of rock slopes and the causes of falls. Table 18-1 shows the results of a study of 308 rock falls on California highways in which 14 different causes of instability were identified.

Of the 14 causes of California rock falls identified, 6 are directly related to water, namely, rain, freeze-thaw, snowmelt, channeled runoff, differential erosion, and springs or seeps. One cause is indirectly related to rainfall—the growth of tree roots in cracks, which can open fractures and loosen blocks of rock on the slope face. These seven causes of rock falls together account for 68 percent of the total falls.

These statistics are confirmed by the authors' experience in the analysis of rock-fall records over a 19-year period on a major railroad in western Canada, in which approximately 70 percent of the events occurred during the winter. Weather conditions during the winter included heavy rainfall, prolonged periods of freezing temperatures, and daily freeze-thaw cycles in the fall and spring. The results of a similar study carried out by Peckover (1975) are shown in Figure 18-2. They clearly show that the majority of rock falls occurred between October and March, the wettest and coldest time of the year in western Canada.

The other major group of factors affecting stability in the California study were the particular
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FIGURE 18-2
Correlation of number of rock falls with temperature and precipitation on railway lines in Fraser Canyon, British Columbia (Peckover 1975).

Under these circumstances, stabilization work can take many years to complete. In order to make the best use of available funds, it often is beneficial to set up a systematic program that identifies the most hazardous slopes. Then annual stabilization work can be scheduled, with the most hazardous sites being worked on early in the program. The components of such a program make up six steps, as shown in Figure 18-3.

The objective of the program shown in Figure 18-3 is to be proactive in identifying and stabilizing slopes before rock falls and accidents occur. This requires a careful examination of the site to identify the potential hazard and estimate the likely benefit of the stabilization work. In contrast, a reactive program places the emphasis on areas in which rock falls and accidents have already occurred and the hazard may be significantly diminished. The benefits of a reactive program are likely to be less than those of a proactive program.

An effective proactive approach to stabilization requires a consistent, long-term program under the direction of a team experienced in both the engineering and construction aspects of this work. Another important component of this work is to keep accurate records, with photographs, of slope conditions, rock falls, and stabilization work. This information will document the location of hazardous areas and determine the long-term effectiveness of the program in reducing the incidence of rock falls. These records can be most conveniently handled using data-base programs that readily allow updating and retrieval (see Section 2.2).

2.1 Rock Slope Inventory Systems

The relative risk of rock falls at a site as compared with other sites can be used in selecting priorities. Early work on this topic by Brawner and Wyllie (1975) and Wyllie (1987) was developed by Pierson et al. (1990) into a process for the rational management of the rock slopes along transportation systems, which has been named the Rockfall Hazard Rating System (RHRS). The first step in this process is to make an inventory of the stability conditions of each slope so that they can be ranked according to their rock-fall hazard (Figure 18-3).

The rock-fall areas identified in the inventory are ranked by scoring the categories as shown in Table 18-2. These categories represent the significant elements of a rock slope that contribute to the
overall hazard. The four columns correspond to logical breaks in the hazard represented by each category. The rating criteria scores increase exponentially from 3 to 81 points and represent a continuum of points from 1 to 100. An exponential system allows for a rapid increase in score, which quickly distinguishes more hazardous sites. Using a continuum of points allows flexibility in evaluating the relative impact of conditions that are variable by nature. Some categories require a subjective evaluation, whereas others can be directly measured and then scored. A brief description of each of the categories of the RHRS follows. It should be noted that the system was developed on the basis of customary units; however, conversion to metric specifications is generally straightforward.

2.1.1 Slope Height

Category 1 represents the vertical height of the slope. Measurement is to the highest point from which rock fall is expected. If rocks are coming from the natural slope above the cut, the cut height plus the additional slope height (vertical distance) are used.

2.1.2 Ditch Effectiveness

The effectiveness of a ditch is measured by its ability to prevent falling rock from reaching the traveled way. In estimating the ditch effectiveness, factors to consider are (a) slope height and angle; (b) ditch width, depth, and shape; (c) anticipated block size and quantity of rock fall; and (d) effect of slope irregularities (launching features) on falling rocks. A launching feature can negate the benefits expected from a fallout area. Valuable information on ditch performance can be obtained from maintenance personnel and reference to Figure 18-15 (see Section 5.1).

2.1.3 Average Vehicle Risk

Average vehicle risk (AVR) represents the percentage of time that a vehicle will be present in the rock-fall section, which is obtained from the following relationship:

\[
AVR (\%) = \frac{ADT \text{ (cars/day)} \times \text{slope length (mi)}}{\text{posted speed limit (mph)} \times 24 \text{ (hr/day)}} \times 100\% \quad (18.1)
\]
### Table 18-2
Summary Sheet of Rockfall Hazard Rating System (Pierson et al. 1990)

<table>
<thead>
<tr>
<th>CATEGORY</th>
<th>RATING CRITERIA BY SCORE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>POINTS 3</td>
</tr>
<tr>
<td>1. Slope height (m)</td>
<td>7.5</td>
</tr>
<tr>
<td>2. Ditch effectiveness</td>
<td>Good catchment</td>
</tr>
<tr>
<td>3. Average vehicle risk (% of time)</td>
<td>25</td>
</tr>
<tr>
<td>4. Decision sight distance (% of design value)</td>
<td>Adequate</td>
</tr>
<tr>
<td>5. Roadway width including paved shoulders (m)</td>
<td>13.5</td>
</tr>
</tbody>
</table>

#### 6. Geologic case characteristics

| Case 1 | Structural condition | Discontinuous joints, favorable orientation | Discontinuous joints, random orientation | Discontinuous joints, adverse orientation | Continuous joints, adverse orientation |
|        | Rock friction | Rough, irregular | Undulating | Planar | Clay infilling or slickensided |

| Case 2 | Structural condition | Few differential erosion features | Occasional erosion features | Many erosion features | Major erosion features |
|        | Difference in erosion rates | Small | Moderate | Large | Extreme |

| 7. a. Block size (m) | 0.3 | 0.6 | 1 | 1.2 |
| b. Volume of rock fall or event (m³) | 3 | 6 | 9 | 12 |

| 8. Climate and presence of water on slope | Low to moderate precipitation; no freezing periods; no water on slope | Moderate precipitation or short freezing periods or intermittent water on slope | High precipitation or long freezing periods or continual water on slope | High precipitation and long freezing periods or continual water on slope and long freezing periods |

| 9. Rock-fall history | Few falls | Occasional falls | Many falls | Constant falls |

A rating of 100 percent means that on average a vehicle can be expected to be within the section 100 percent of the time.

#### 2.1.4 Decision Sight Distance

Sight distance is the shortest distance along a roadway that an object is continuously visible to the driver. The sight distance can change appreciably throughout a rock-fall section. Horizontal and vertical curves, together with obstructions such as rock outcrops and roadside vegetation, can severely limit the available sight distance. Decision sight distance (DSD) is used to determine the length of roadway (in meters) needed to make a complex or instantaneous decision. DSD is critical when obstacles on the road are difficult to perceive or when unexpected or unusual maneuvers are required.

The relationship between DSD and the posted speed limit used in the inventory system has been modified from the *Policy on Geometric Design of Highways and Streets* of the American Association of State Highway and Transportation Officials (AASHTO 1984).

#### 2.1.5 Roadway Width

The available maneuvering room to avoid a rock fall is measured perpendicular to the highway centerline from one edge of the pavement to the other and includes the shoulders if they are paved.
When the roadway width is not constant, the minimum width is used.

2.1.6 Geologic Case Characteristics

Generally, there are two cases of conditions that cause rock fall. Case 1 includes slopes in which joints, bedding planes, or other discontinuities are the dominant structural features. In Case 2 differential erosion or oversteepened slopes are the dominant conditions that control rock fall. The case that best fits the slope should be used in the evaluation. If both types are present, both are scored but only the worst case (highest score) is used in the rating.

Case 1
Structural condition is characterized by adverse joints, those with orientations and lengths that promote planar, circular, block, wedge, or toppling failures. Rock friction on a discontinuity is governed by the characteristics of the rock material as well as by the surface roughness and properties of any infilling (see Section 2 of Chapter 14).

Case 2
Structural condition is characterized by differential erosion or oversteepening, which is the dominant condition that leads to rock fall. Erosion features include oversteepened slopes, unsupported rock units, or exposed resistant rocks. The different rates of erosion within a slope directly relate to the potential for a future rock-fall event. The score should reflect how quickly erosion is occurring; the size of rocks, blocks, or units being exposed; the frequency of rock-fall events; and the amount of material released during a rock fall.

2.1.7 Block Size and Volume of Rock Fall per Event

The measurements in Category 7 should be representative of whichever type of event is most likely to occur. The scores should also take into account any tendency of the blocks of rock to break up as they fall down the slope.

2.1.8 Climate and Presence of Water on Slope

Water and freeze-thaw cycles both contribute to the weathering and movement of rock materials. If water is known to flow continually or intermittently on the slope, the slope is rated accordingly. Areas receiving less than 50 cm per year are low-precipitation areas. Areas receiving more than 125 cm per year are considered high-precipitation areas.

2.1.9 Rock-Fall History

Historical information is an important check on the potential for future rock falls. As a better data base of rock-fall occurrences is developed, more accurate conclusions for the rock-fall potential can be made.

2.2 Data-Base Analysis of Rock Slope Inventory

It is common practice to enter the results of the rock slope inventory into a computer data base. The data base can be used both to analyze the data contained in the inventory and to facilitate updating of the inventory with new information on rock falls and construction work. The following are some examples of data-base analyses:

- The slopes can be ranked in order of decreasing point score to identify the most hazardous slopes;
- Correlations can be found, for example, between rock-fall frequency and such factors as weather conditions, rock type, and slope location;
- The severity of rock falls can be assessed from analysis of delay hours caused by falls;
- The effectiveness of stabilization work can be assessed by determining how soon rock falls reoccur after stabilization work has been carried out.

The results of such analyses of the rock slope inventory data base can be used to plan future stabilization work. For example, mobilization costs for construction equipment can be minimized by selecting sites within one contract that are close together and that require similar types of equipment.

2.3 Selection of Stabilization Measures

Methods of slope stabilization fall into three categories: reinforcement, rock removal, and protection. Figure 18-4 includes 16 of the more common stabilization measures divided into these categories.
It is important that the appropriate stabilization method be used for the particular conditions at each site. For example, where the slope is steep and the toe is close to the highway or railway, there will be no space to excavate a catch ditch or construct a fence. Alternative stabilization measures may be to remove loose rock, secure it in place with bolts, or cover the slope with mesh. It is generally preferable to remove loose rock and eliminate the hazard, but only if this will form a stable face and not undermine other potentially loose rock on the face.

When stabilization measures that are appropriate for a site are selected and designed, geotechnical, construction, and environmental issues must be considered. The geotechnical issues—geology, rock strength, groundwater, and stability analysis—are discussed in Chapters 14 and 15. Construction and environmental issues, which can affect the costs and schedule of the work, must be addressed during the design phase of the project in order for the work to be carried out as efficiently as possible. Issues that are frequently important are equipment access, available work time during traffic closures, and disposal of waste rock and soil.

Another factor to consider in the selection of stabilization measures is the optimum level of work. For example, a minor scaling project will remove the loosest rock on the slope face, but if the rock is susceptible to weathering, this work may have to be repeated every 3 to 5 years. Alternatively, a more comprehensive program can be carried out using shotcrete and bolting in addition to scaling. Although the initial costs of this second program will be higher, its effects will last longer, perhaps for 20 years. Alternative stabilization programs such as these, as well as the alternative of doing no work, can be compared by the use of decision analysis, which is a systematic procedure for evaluating alternative courses of action taking into account both the cost and design life of the stabilization work, as well as the probability that rock falls will occur, causing accidents and their costs (Wyllie et al. 1980; Roberds 1991).

2.4 Construction Issues
The following is a brief discussion of some construction issues that may have a significant influence on stabilization work, depending on actual site conditions.

2.4.1 Blasting
Damage to rock faces by excessively heavy blasting is a frequent cause of instability in the years following excavation of a slope. Methods of controlled blasting, such as preshear and trim blasting, as described in Section 4.2, can be used to excavate a slope to a specified line with minimal damage to the rock behind the face.
2.4.2 Topography

The topography at a site can significantly affect both the slope design and the type and extent of stabilization work. For example, if there is a continuous slope above the crest of a cut, stabilization work that involves laying back the cut will have the effect of increasing the cut height. This increase in cut height will require a larger catch ditch and may result in additional stability problems, especially if there is a substantial layer of soil or weathered rock at the surface.

2.4.3 Construction Access

In the design of excavations and stabilization work, it is necessary to determine the type of equipment that is likely to be required to carry out the work and how this equipment will be used at the site. For example, if it is planned to excavate a substantial volume of rock in order to lay back a slope, it is likely that airtrac drills and excavators will have to work on the slope. In steep terrain it may be found that the construction of an access road for this equipment would be costly and cause additional instability. Alternatively, if stabilization work is planned using large-diameter rock bolts, it is essential that suitable drilling equipment have access to the site. For example, on steep faces, holes with a diameter larger than about 100 mm will have to be drilled with heavy equipment supported by a crane or anchored cables. If it is not possible to use heavy drilling equipment, it will be necessary to drill smaller-diameter holes with lightweight equipment, such as downhole hammers or hand-held percussion drills.

2.4.4 Construction Costs

Cost estimates for stabilization work must take into account both the costs of the work on the slope and indirect costs such as mobilization and traffic closures. For example, when minor stabilization work is carried out on a steep face, traffic closures can be minimized by having the construction crews work from ropes secured behind the crest of the slope rather than from a crane located on the road, which may block two to three lanes of traffic.

2.5 Environmental Issues

A number of procedures can be implemented during both the design and construction phases of a rock slope project to minimize the effects of this work on the environment. These procedures may add to the direct cost of the work, but can have benefits of producing a more visually attractive highway and reducing environmental impact and public opposition.

2.5.1 Waste Disposal

The least expensive method of disposing of waste rock produced by excavation and scaling operations in mountainous terrain is by dumping it down the slope below the highway. However, disposing of waste rock in this manner has a number of drawbacks. First, a steeply sloping pile of loose rock may be a visual scar on the hillside that can be difficult to vegetate. Second, the waste rock may become unstable if not adequately drained or keyed into the existing slope; the material may move a considerable distance if it fails, which could endanger facilities downslope. Third, when the road is located in a river valley, the dumped rock may fall into the river and have a deleterious effect on fish populations. In order to minimize these impacts, it is sometimes required that the rock excavated from the slope be hauled to designated, stable waste sites.

Another problem that may need to be addressed in the disposal of waste rock is acid-water drainage. In some areas of North Carolina and Tennessee, for example, some argillite and schist formations contain iron disulfides; percolation of water through fills constructed with this rock produces low-pH, acidic runoff. One method that has been tested to control this condition is to mix the rock with lime to neutralize the acid potential and then to place the blended material in the center of the fill (Byerly and Middleton 1981). Sometimes it is necessary to encase the rock-lime mixture in an impervious plastic membrane.

2.5.2 Aesthetics

A series of steep, high rock cuts above a highway may have a significant visual impact when viewed both by the road user and the local population. In scenic areas it may be desirable to incorporate appropriate landscaping measures in the design of
the rock cuts in order to minimize their visual impact (Norrish and Lowell 1988).

3. ROCK REINFORCEMENT

Figure 18-5 shows a number of reinforcement techniques that may be implemented to secure potentially loose rock on the face of a rock cut. The common feature of all these techniques is that they minimize the relaxation and loosening of the rock mass that may take place as a result of excavation and unloading (Hoek 1983). Once relaxation has been allowed to take place, there is a loss of interlock between the blocks of rock and a significant decrease in the shear strength. Figure 14-8(b) shows the effect of installing rock bolts to maintain the interlock on high-angle, second-order asperities. Once relaxation has taken place, it is not possible to reverse the process. For this reason, reinforcement of rock slopes is most effective if it is installed before excavation—a process known as prereinforcement.

The different applications of untensioned (pre-reinforcement) bolts and tensioned bolts are shown in Figure 18-6. Prereinforcement of a benched excavation can be achieved by installing bolts as each bench is excavated. Installation of fully grouted but untensioned bolts at the crest of the cut before excavation [Figure 18-6(b)] prevents loss of interlock of the rock mass because the bolts are sufficiently stiff to prevent movement on the natural fractures (Moore and Imrie 1982; Spang and Egger 1990). However, when blocks have moved and relaxed, it is necessary to install tensioned bolts in order to prevent further displacement and loss of interlock [Figure 18-6(a)]. The advantages of using untensioned bolts are the lower costs and quicker installation compared with tensioned bolts.

3.1 Rock Bolts

Tensioned rock bolts are installed across potential failure surfaces and anchored in sound rock beyond the surface. The application of a tensile force in the bolt, which is transmitted into the rock by a reaction plate at the rock surface, produces compression in the rock mass and modifies the normal and shear stresses across the failure surface. The effect of the forces produced by the rock bolt when installed at a dip angle flatter than the normal to the potential failure surface is to increase the resisting force and decrease the driving force. It is found that the required bolt force to produce a specified factor of safety is minimized when the sum of the dip angle of the bolt ($\psi_{\text{opt}}$) and the dip angle of the failure surface ($\psi_f$) is equal to the friction angle (see inset, Figure 18-5). Savings in bolting costs usually can be realized by installing bolts at the optimum angle ($\psi_{\text{opt}}$) rather than at an angle normal to the failure surface.

The three main requirements of a permanent, tensioned rock-bolt installation are that

1. There be a method of anchoring the distal end of the anchor in the drill hole,
2. A known tension be applied to the bolt without creep and loss of load over time, and
3. The complete anchor assembly be protected from corrosion for the design life of the project.
These three aspects of rock-anchor design and installation are discussed below.

### 3.1.1 Anchorage

Methods of securing the distal end of a bolt in the drill hole include resin, mechanical, and cement-grout anchors. The selection of the appropriate anchor depends on such factors as the required capacity of the anchor, speed of installation, strength of the rock in the anchor zone, access to the site for drilling and tensioning equipment, and level of corrosion protection required.

#### 3.1.1.1 Resin Anchors

The resin anchor system includes a plastic cartridge about 25 mm in diameter and 200 mm long that contains a liquid resin and a hardener that set when mixed together (Figure 18-7). Setting times vary from about 1 to 5 min to as much as 90 min, depending on the reagents used. The setting time is also dependent on the temperature, with fast-setting resin hardening in about 4 min at a temperature of -5°C and in about 25 sec at 35°C.

The installation method consists of inserting a sufficient number of cartridges into the drill hole to fill the annular space around the distal end of the bolt (the bar). It is important that the hole diameter in relation to the bar size be within specified tolerances so that complete mixing of the resin is achieved when the bar is spun. This fit usually precludes the use of coupled anchors because the hole diameter to accommodate the coupling would be too large for complete resin mixing. The bar is spun as it is driven through the cartridges to mix the resin and form a rigid solid that anchors the bar in the hole. The required speed of rotation is about 60 rpm, and spinning is continued for about 30 sec after the bar has reached the end of the hole. The maximum bolt length is about 12 m because most drills cannot rotate longer bars at sufficient speed to mix the resin. It is possible to install a tensioned, resin-grouted bolt by using a fast-setting (about 2 min) resin for the anchor and a slower-setting (30 min) resin for the remainder of the bar. The bolt is tensioned between the setting of the fast and slow resins.

The primary advantages of resin anchorage are the simplicity and speed of installation, with support of the slope being provided within minutes of spinning the bolt. The disadvantages are the limited length and tension capacity of the bolt (400 kN) and the fact that only rigid bars can be used. Furthermore, the resin is not as effective as cement grout for corrosion protection of steel. Unlike cement grout, resin does not provide the high pH protective layer against corrosion, and it cannot be verified that the cartridges completely encapsulate the steel.

#### 3.1.1.2 Mechanical Anchors

Mechanical anchors consist of a pair of steel wedges that are pressed against the walls of the drill hole. For the Williams anchor shown in Figure 18-8(a), the installation procedure is to first drill to the specified diameter so that when the bar is installed, the cone threaded on the bar is in con-
FIGURE 18-8
Examples of rock bolts with (a) Williams hollow core mechanical wedge anchor and (b) Dywidag grouted anchor.
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tact with the walls of the hole. When the bar is torqued, the cone moves along the bar and expands the wedges against the walls of the hole to anchor the bar.

The advantages of mechanical anchors are that installation is rapid and tensioning can be carried out as soon as the anchor has been set. Grouting can then be done using a grout tube attached to the bar or through the center hole in the case of the Williams anchor. The disadvantages of mechanical anchors are that they can be used only in medium-to-strong rock in which the anchor will grip, and the maximum working tensile load is about 200 kN. Mechanical anchors for permanent installations must always be fully grouted because the wedge will creep and corrode, resulting in loss of support.

3.1.1.3 Cement-Grout Anchors

Cement grout is the most common method of anchoring long-service-life rock bolts because the materials are inexpensive and installation is simple. Cement-grout anchorage can be used in a wide range of rock and soil conditions, and the cement protects the steel from corrosion. Figure 18-8(b) shows a typical rock-bolt installation with cement-grout anchorage and centering sleeves to ensure complete encapsulation of the steel. The grout mix usually consists of nonshrink cement and water at a water:cement ratio in the range of 0.4 to 0.45. This ratio will produce a grout that can be readily pumped down a small-diameter grout tube, yet produce a high-strength, continuous grout column with minimal bleed of water from the mix. Admixtures are sometimes added to the grout to reduce shrinkage and bleeding and to increase the viscosity.

Tensioned rock bolts include a free-stressing length (l<sub>f</sub>) and a bond length (l<sub>b</sub>) [Figure 18-8(b)], with the full bond length being beneath the potential failure surface. Figure 15-6 shows the method of calculating the factor of safety of a planar failure in which tensioned bolts are installed. When the bolt is at a flatter angle than the normal to the failure surface, the bolt tension increases the normal force and decreases the shear-displacing force on the surface. The design of rock anchors to sustain the necessary tension load requires the selection of an appropriate hole and bar diameter and free-stressing and anchor lengths with respect to the geological conditions.

For cement-grout-anchored bolts, the stress distribution along the bond length is highly nonuniform; the highest stresses are concentrated in the proximal end of the anchor and ideally the distal end of the anchor is unstressed (Farmer 1975; Aydan 1989). However, it is found that the required length of the bond zone can be calculated with the simplifying assumption that the shear stress at the rock-grout interface is uniformly distributed along the anchor and is given as follows:

\[
\tau_s = \frac{T}{\pi d_h l_b} \quad \text{or} \quad l_b = \frac{T}{\pi d_h \tau_s}\tag{18.2}
\]

where

- \( T \) = design tension force,
- \( d_h \) = hole diameter,
- \( \tau_s \) = allowable bond stress, and
- \( l_b \) = bond length.

Values of \( \tau_s \) can be estimated from the uniaxial compressive strength (\( \sigma_u \)) of the rock in the anchor zone according to the following relationship (Littlejohn and Bruce 1975):

\[
\tau_s = \frac{\sigma_u}{30}\tag{18.3}
\]

Approximate ranges of allowable bond stress (\( \tau_s \)) related to rock strength and rock type are presented in Table 18-3.

The diameter of the drill hole is partially determined by the available drilling equipment but must also meet certain design requirements. The hole diameter should be large enough to allow the anchor to be inserted without driving or hammering and be fully embedded in a continuous column of grout. A hole diameter significantly larger than the anchor will not materially improve the design and will result in unnecessary drilling costs and possibly excessive grout shrinkage. A guideline for a suitable ratio between the diameter of the hole (\( d_h \)) and the diameter of the anchor (\( d_a \)) is

\[
0.4 \leq \frac{d_h}{d_a} \leq 0.6\tag{18.4}
\]

The working shear strength at the steel-grout interface of a grouted deformed bar is usually greater than the working strength at the rock-grout interface. For this reason, the required anchor length is typically determined from the stress level developed at the rock-grout interface.
Table 18-3
Allowable Bond Stresses in Cement-Grout Anchors (Wyllie 1991)

<table>
<thead>
<tr>
<th>ROCK STRENGTH AND TYPE</th>
<th>ALLOWABLE BOND STRESS (MPA)</th>
<th>COMPRESSIVE STRENGTH RANGE (MPA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong</td>
<td>1.05–1.40</td>
<td>&gt;100</td>
</tr>
<tr>
<td>Medium</td>
<td>0.7–1.05</td>
<td>50–100</td>
</tr>
<tr>
<td>Weak</td>
<td>0.35–0.7</td>
<td>20–50</td>
</tr>
<tr>
<td>Granite, basalt</td>
<td>0.55–1.0</td>
<td></td>
</tr>
<tr>
<td>Dolomitic limestone</td>
<td>0.45–0.70</td>
<td></td>
</tr>
<tr>
<td>Soft limestone</td>
<td>0.35–0.50</td>
<td></td>
</tr>
<tr>
<td>Slates, strong shales</td>
<td>0.30–0.45</td>
<td></td>
</tr>
<tr>
<td>Weak shales</td>
<td>0.05–0.30</td>
<td></td>
</tr>
<tr>
<td>Sandstone</td>
<td>0.30–0.60</td>
<td></td>
</tr>
<tr>
<td>Concrete</td>
<td>0.45–0.90</td>
<td></td>
</tr>
</tbody>
</table>

3.1.2 Tensioning

When tensioned rock anchors are to be installed, it is important that a procedure be carried out to check that the full design load is applied at the required depth and that there will be no loss of load with time. A suitable testing procedure has been drawn up by the Post Tensioning Institute (1985) that includes the following four types of test: performance, proof, creep, and lift-off.

The performance and proof tests consist of a cyclic testing sequence to a maximum load of 150 percent of the design load, in which the deflection of the head of the anchor is measured as the anchor is tensioned. The purpose of these tests is to check that the anchor can sustain a load greater than the design load and that the load in the anchor is transmitted into the rock at the location of the potential failure surface. The creep test checks that there will be no significant loss of load with time, and the lift-off test checks that the tension applied during the testing sequence has been permanently transferred to the anchor. The Post Tensioning Institute (1985) provides acceptance criteria for each of the four tests, and it is necessary that each anchor meet all the acceptance criteria.

The usual method of tensioning rock bolts is to use a hollow-core hydraulic jack that allows the applied load to be precisely measured as well as cycles the load and holds it constant for the creep test. It is important that the hydraulic jack be calibrated before each project to check that the indicated load is accurate. The deflection of the anchor head is usually measured with a dial gauge to an accuracy of about 0.05 mm; the dial gauge is mounted on a reference point that is independent of the anchor. Figure 18-9 shows a typical test arrangement for a tensioned cable anchor including a hydraulic jack and a dial gauge set up on a tripod.

3.1.3 Corrosion Protection

Corrosion protection is provided for almost all permanent anchors to ensure their longevity. Even if anchors are not subject to corrosion at the time of installation, conditions may change, which must be accounted for in design. The following is a list of conditions that will usually create a corrosive environment for steel anchors (Hanna 1982):

- Soils and rocks that contain chlorides,
- Seasonal changes in the groundwater table,
- Marine environments where sea water contains chlorides and sulfates,
- Fully saturated clays with high sulfate contents,
- Passage through ground types that possess different chemical characteristics, and
- Stray direct electrical current that develops galvanic action between the steel and the surrounding rock.

The corrosive environments described above can be quantified in terms of the pH value and the resistivity of the site. In highly acidic ground (pH < 4), corrosion by pitting is likely, whereas in slightly alkaline ground (pH just greater than 7), sulfate-reducing bacteria flourish, producing a corrosive environment. Corrosion potential is also related to the soil resistivity by the magnitude of current that can flow between the steel and the soil. In general, the degree of corrosiveness decreases as follows (King 1977):
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Typical arrangement for measuring applied tension and deflection of head of multistrand anchor during performance and proof tests of grouted anchor.
Organic soil > clays > silts > sands > gravels

A number of rock-anchor manufacturers have proprietary corrosion protection systems, all of which meet the following requirements for long-term reliability:

- There will be no breakdown, cracking, or dissolution of the protection system during the service life of the anchor;
- The protection system can be fabricated either in the plant or on the site in such a manner that the quality of the system can be verified;
- The anchor can be installed and stressed without damage to the protection system; and
- The materials used in the protection system will be inert with respect to both the steel anchor and the surrounding environment.

Methods of protecting steel against corrosion include galvanizing, applying an epoxy coating, and encapsulating the steel in cement grout. Cement grout is commonly used for corrosion protection, primarily because it creates a high pH environment that protects the steel by forming a surface layer of hydrous ferrous oxide. In addition, cement grout is inexpensive and simple to install and has sufficient strength for most applications and a long service life. Because of the brittle nature of grout and its tendency to crack, particularly when loaded in tension or bending, the protection system is usually composed of a combination of grout and a plastic [high-density polyethylene (HDPE)] sleeve. In this way the grout produces the high pH environment around the steel, and the plastic sleeve provides protection against cracking. In order to minimize the formation of shrinkage cracks that reduce corrosion resistance of the grout, nonshrink grouts are usually used for all components of the installation. Figure 18-10 shows an example of a three-layer corrosion protection system for a rock anchor. The strands are encapsulated in a grout-filled HDPE sheath, and the outer annular space between the sheath and the rock is filled with a second grout layer.

3.2 Dowels

Loosening and failure of small blocks of rock on the slope face can be prevented by the installation of passive dowels at the toe of the block. Dowels are composed of lengths of reinforcing steel grouted into holes drilled in the underlying, stable rock, with a cap of reinforced concrete encasing the exposed steel (Figure 18-5, Method 1). It is important that the concrete be in intimate contact with the rock that it is supporting so that movement and loss of interlock on the potential rupture surface are minimized. The reinforcing steel dowels used to anchor the concrete to the rock are usually about 25 mm in diameter, embed-
ded about 0.5 m into sound rock, and spaced about 0.5 to 0.8 m apart.

Because dowels provide only passive shear resistance to sliding, they are used to support slabs of rock with thicknesses up to 1 to 2 m. Dowels are most effective when there has been no prior movement of the rock so that there is interlock on the potential sliding surface. For slabs thicker than 1 to 2 m or where there has been movement, the required support may be provided more reliably by tensioned anchors.

3.3 Tieback Walls

Method 3 in Figure 18-5 is used where there is potential for a sliding failure in closely fractured rock. Tensioned rock bolts are required to support this portion of the slope, but the fractured rock may degrade and ravel from under the reaction plates of the anchors; thus, eventually the tension in the bolts will be lost. In these circumstances, a reinforced concrete wall can be constructed to cover the area of fractured rock, and then the holes for the rock anchors can be drilled through sleeves in the wall. Finally, the anchors are installed and tensioned against the face of the wall. The wall acts as both a protection against raveling of the rock and a large reaction plate for the rock anchors.

Since the purpose of the concrete wall is to distribute the anchor loads into the rock, the reinforcement for the tieback wall should be designed so that there is no cracking of the concrete from the concentrated loads of the anchor heads or from bending between anchors. It is also important that there be drain holes through the concrete to prevent buildup of water pressure behind the wall.

3.4 Shotcrete

Zones or beds of closely fractured or degradable rock can be protected by applying a layer of shotcrete to the rock face (Figure 18-5, Method 4). The shotcrete controls both the fall of small blocks of rock and progressive raveling that will produce large, unstable overhangs on the face. However, shotcrete provides little support against sliding of the overall slope; its primary function is surface protection. Shotcrete is a pneumatically applied, fine-aggregate mortar (less than 13 mm aggregate size) that is usually placed in a 75- to 100-mm layer (American Concrete Institute (1983)).

The effectiveness of shotcrete depends to a large degree on the condition of the rock surface to which it is applied. The surface should be free of loose and broken rock, soil, vegetation, and ice and should be damp to improve the adhesion between the rock and the shotcrete. It is important that drain holes be drilled through the shotcrete to prevent buildup of water pressure behind the face; the drain holes are usually about 0.5 m deep and are located on 1- to 2-m centers. In massive rock it is important that the drain holes be drilled before the shotcrete is applied and that they be located so as to intersect fractures that carry water. The holes are temporarily plugged with wooden pegs or rags while the shotcrete is applied.

For all permanent applications, shotcrete should be reinforced to reduce the risk of cracking and spalling. The two common methods of reinforcement are welded-wire mesh and steel fibers. Welded-wire mesh is fabricated from light-gauge (3.5-mm-diameter) wire on 100-mm centers and is attached to the rock face on about 1- to 2-m centers with steel pins, complete with washers and nuts, grouted into the rock face. The mesh must be closely attached to the rock surface and fully encased in shotcrete, with care being taken to eliminate voids within the shotcrete. On irregular rock faces it can be difficult to attach the mesh closely to the rock surface. In these circumstances the mesh can be installed between two layers of shotcrete, with the first layer creating a smoother surface to which the mesh can be more readily attached.

An alternative to mesh reinforcement is to use steel fibers that are a component of the shotcrete mix and form a reinforcement mat throughout the shotcrete layer (Wood 1989). The fibers are manufactured from high-strength carbon steel with a length of 30 to 38 mm and diameter of 0.5 mm. To resist pullout, the fibers have deformed ends or are crimped. The principal function of steel fibers is to significantly increase the shear, tensile, and postcrack strength of the shotcrete compared with unreinforced shotcrete. These loading conditions tend to develop when the fractured rock loosens behind the face.

3.5 Buttresses

When a rock fall has occurred that forms a cavity in the slope face, it may be necessary to construct a concrete buttress in the cavity to prevent further
falls (Figure 18-5, Method 6). The buttress serves two functions: to retain and protect areas of weak rock and to support the overhang. Buttresses should be designed so that the thrust from the rock to be supported loads the buttress in compression. In this way bending moments and overturning forces are eliminated, and there is no need for heavy reinforcement of the concrete or for tiebacks anchored in the rock.

For the buttress to prevent relaxation of the rock, it should be founded on a clean, sound rock surface. If this surface is not at right angles to the direction of thrust, it should be anchored to the base using steel pins to prevent sliding. Also, the top should be poured so that it is in contact with the underside of the overhang. In order to meet this second requirement, it may be necessary to place the last pour through a hole drilled downward into the cavity from the rock face and to use a nonshrink agent in the mix.

### 3.6 Drainage

As shown in Table 18-1, groundwater in rock slopes is often a contributory cause of instability. The usual method of reducing water pressures is to drill drain holes at the toe of the slope to create a series of outlets for the water.

The most important factor in the design of drain holes for rock slopes is to locate them so that they intersect the fractures that are carrying the water; little water is contained in the intact rock. For the conditions shown in Figure 18-5, the drain holes are drilled at a shallow angle to intersect the more continuous fractures that dip out of the face. If the holes were drilled at a steeper angle parallel to these fractures, the drainage would be less effective because the holes would only intersect the steeply dipping, less continuous fractures.

There are no formulas from which to calculate the required spacing of drill holes because it is more important that the holes be located to suit the geological conditions at the site. As a guideline, holes are usually drilled on a spacing of about 3 to 10 m to a depth of at least one-third of the slope height. The holes are often lined with a perforated casing, with the perforations sized to minimize infiltration of fines that are washed from fracture infillings. Another important aspect of the design of drain holes is the disposal of the seepage water. If this water is allowed to infiltrate the toe of the slope, it may result in degradation of low-strength materials or produce additional stability problems downstream of the drains. Depending on site conditions, it may be necessary to collect all the seepage water in a manifold and dispose of it some distance from the slope.

Other methods of reducing water pressures in rock slopes may be appropriate, depending on site conditions. For example, if surface runoff infiltrates open tension cracks, it is often worthwhile to construct diversion ditches behind the crest of the slope and to seal the cracks with clay or plastic sheeting. For large slides it may not be possible to significantly reduce the water pressure in the slope with small drain holes. In these circumstances a drainage tunnel can be driven into the base of the slide from which a series of drain holes is drilled up into the saturated rock. For example, the Downie Slide in British Columbia has an area of about 7 km² and a thickness of about 250 m. There was concern regarding the stability of the slope when the toe was flooded by the construction of a dam. A series of drainage tunnels with a total length of 2.5 km was driven at an elevation just above the high-water level of the reservoir. From these tunnels, 13 500 m of drain holes was drilled to reduce groundwater pressures within the slope. These drainage measures have been effective in reducing the water level in the slide by as much as 120 m and in reducing the rate of movement from 10 mm/year to about 2 mm/year (Forster 1986).

An important aspect of slope drainage is to install piezometers to monitor the effect of drainage measures on the water pressure in the slope. For example, one drain hole with a high flow may only be draining a small, permeable zone in the slope and monitoring would show that more holes would be required to lower the water table throughout the slope. Conversely, monitoring may show that in low-permeability rock, a small seepage quantity that evaporates as it reaches the surface may be sufficient to reduce the water pressure and significantly improve stability conditions.

### 3.7 “Shot-in-Place” Buttresses

On landslides where the surface of rupture is a well-defined geological feature such as a continuous bedding surface, stabilization may be achieved by blasting this surface to produce a “shot-in-place” buttress (Aycock 1981). The friction angle
of the broken rock is greater than that of the smooth and planar bedding surface because of the greater effective roughness of the broken rock. If the total friction angle is greater than the dip of the surface of rupture, sliding is prevented. Fracturing of the rock also enhances drainage.

The method of blasting involves drilling a pattern of holes through the sliding surface and placing an explosive charge at this level that is just sufficient to break the rock. This technique requires that the drilling begin while it is still safe for the drills to reach the slope and before the rock becomes too broken for the drills to operate.

4. ROCK REMOVAL

Stabilization of rock slopes can be accomplished by the removal of potentially unstable rock; Figure 18-11 shows typical removal methods including

- Resloping zones of unstable rock,
- Trim blasting overhangs, and
- Scaling individual blocks of rock.

Methods of rock removal and circumstances in which removal should and should not be used are described in this section. In general, rock removal is a preferred method of stabilization because the work eliminates the hazard and no future maintenance is required. However, removal should only be used where it is certain that the new face will be stable and where construction on active transportation routes can be carried out efficiently and safely.

4.1 Resloping and Unloading

When there is overburden or weathered rock in the upper portion of a cut, it is often necessary to cut this material at an angle flatter than that of the more competent rock below (Figure 18-11, Method 1). Careful attention should be given to investigating this condition because the thickness and properties of the overburden or weathered rock can vary considerably over short distances. Contract disputes may arise if there are major design changes during construction because of a variation in excavation quantities.

Another condition that should be considered during design is the rock weathering that takes place after the cut has been excavated. An initially stable, steep slope may become unstable some years after construction, at which time resloping may be difficult to carry out. Where a slide has developed, it may be necessary to unload the crest of the cut to reduce its height and diminish the driving force.

Resloping and unloading are usually carried out by equipment such as excavators and bulldozers. Consequently, the cut width must be designed to accommodate suitable equipment on the slope with no danger of collapse of the weak material; this width would usually be at least 6 m. Safety requirements for equipment access usually preclude the excavation of “sliver” cuts in which the toe of the new cut coincides with that of the old cut.
The design procedure for resloping and unloading starts with back analysis of the unstable slope. By setting the factor of safety of the unstable slope to 1.0, it is possible to calculate the rock-mass strength parameters (see Chapter 14). This information can then be used to calculate the required reduced slope angle or height, or both, that will produce the required factor of safety. For most slopes on highway and railway projects, an acceptable factor of safety for long-term stability is about 1.5.

4.2 Trimming

Failure of a portion of a rock slope may form an overhang on the face (Figure 18-11, Method 2), which may be a hazard to traffic if it also were to fail. The following is a brief discussion of methods of controlled blasting that can be used to excavate rock to narrow tolerances without damaging the rock behind the face.

Figure 18-12 shows the difference in stability conditions between heavily blasted rock (upper face) and controlled blasting in which there are no blast-induced fractures behind the face (lower face). Controlled blasting involves drilling a series of closely spaced, parallel holes on the required break line to evenly distribute the explosive on the face. The spacing between holes on the final line is generally in the range of 10 to 12 times the drill-hole diameter. Hole diameters on most stabilization projects range from about 40 mm for hand-held pneumatic drills to 80 mm for light, track-mounted drills. It is also important to limit the hole length to about 3 m for hand-held drills and to about 9 m for track drills, so that hole deviation is not excessive. However, rock with a pronounced structure can also cause excessive hole deviation even in short holes.

In controlled blasting a low-velocity explosive with a diameter about one-half that of the hole is used. The air gap around the explosive provides a cushion that minimizes shattering of the rock around the hole but generates sufficient energy to fracture the rock between the final line holes. The ratio between the hole diameter and the explosive diameter is termed the decoupling ratio. At a decoupling ratio of 2, the pressure generated in the sides of the borehole is about an order of magnitude less than that when the explosive is packed in the hole. As a guideline the explosive load in the final line holes should be in the range of 0.1 to 0.5 kg/m² of face area (Langefors and Kihlstrom 1967; Hemphill 1981; Federal Highway Administration 1985). It is normal practice to stem the holes to minimize venting of the explosive gases.

It is usual in controlled blasting to detonate each hole on a single delay, with the detonation sequence starting at a free face and progressing back to the final line. With a delay interval between holes of about 25 msec, there will be little risk of sympathetic detonation between holes and sufficient time for the broken rock to displace before the subsequent detonation. This methodology helps to limit the shock energy that is transmitted to the rock behind the face.

An alternative detonation sequence is to detonate the final line first in the sequence, sometimes on a single delay. This procedure is termed preshear blasting. Preshearing should only be used when the total burden is at least two to three times the hole depth to ensure that there is adequate weight of rock to confine the explosive energy. Instances of displacement of the entire burden by preshear blasting have been recorded. Also, preshearing is

FIGURE 18-12
Comparison of stability conditions of blasted rock face: upper face, heavy fracturing and overbreak; lower face, stable, presheared face.
generally not used in closely fractured rock because there is little relief for the explosive gases, which can cause damage to the rock behind the final line. Furthermore, ground vibrations produced by the instantaneous detonation of the preshear blasting can be greater than those produced by controlled blasting with a single hole per delay.

4.3 Scaling

Scaling describes the removal of loose rock, soil, and vegetation on the face of a slope using hand tools such as scaling bars, shovels, and chain saws. On steep slopes workers are usually supported by ropes anchored at the crest of the slope and tied to belts and carabiners around their waists (Figure 18-13). The most appropriate type of rope for these conditions is made of steel-core hemp that is highly resistant to cuts and abrasion. The scalers work their way down the face to ensure that there is no loose rock above them.

A staging suspended from a crane is an alternative to using ropes for the scalers to reach the face. The crane is located on the road at the toe of the slope if there is no access to the crest of the slope. The disadvantage of using a crane rather than ropes is the expense and the fact that with the outriggers extended, it can occupy several lanes of the road with consequent disruption to traffic. Also, scaling from a staging suspended from a crane can be less safe than using ropes because the scalers are not able to direct the crane operator to move quickly in the event of a rock fall from the face above them.

An important component of a scaling operation in wet climates is the removal of all trees and vegetation growing on the face and to a distance of several meters behind the crest of the slope. Tree roots growing in fractures on the rock face can force open the fractures and eventually cause rock falls. Also, movement of the trees by the wind produces leverage by the roots on loose blocks. The general loosening of the rock on the face by tree roots also permits increased infiltration of water, which in temperate climates will freeze and expand and cause further opening of the cracks. As shown in Table 18-1, approximately 0.6 percent of the rock falls on the California highway system can be attributed to root growth.

4.4 Rock-Removal Operations

When rock-removal operations are carried out above active highways or railroads or in urban areas, particular care must be taken to prevent injury or damage from falling rock. Usually all traffic should be stopped while rock removal is in progress and until the slope has been made safe and the road cleared of debris. When pipelines or cables are buried at the base of the slope, it may be necessary to protect them, as well as pavement surfaces or rail track, from the impact of falling rock. Adequate protection can usually be provided by placing a cover of sand and gravel to a depth of about 1.5 to 2 m. For particularly sensitive structures, additional protection can be provided by a mat of tires or timber buried in sand.

During blasting it often is necessary to take precautions to control rock fragments thrown into the air by the explosions. These fragments, called flyrock, may damage buildings and utilities such as overhead transmission lines. Flyrock can be controlled by means of appropriate stemming lengths, burden distances, and detonation sequences and by the use of blasting mats. Blasting mats are fab-
icated from rubber tires or conveyor belts chained or wired together.

The advantage of removing unstable rock in comparison with stabilization by the installation of tensioned rock anchors, for example, is that removal can be a permanent stabilization measure. However, removal of loose rock on the face of a slope will be an effective stabilization measure only if there is no risk of undermining the upper part of the slope and if the rock forming the new face is sound. Method 4 in Figure 18-11 is an example of a case in which rock removal should be carried out with care. It would be safe to remove the outermost loose rock provided that the fracturing was caused by blasting and extended only to shallow depth. However, if the rock mass is deeply fractured, continued scaling will soon develop a cavity that will undermine the upper part of the slope.

Removal of loose rock on the face of a slope is not effective when the rock is highly degradable, such as shale. In these circumstances exposure of a new face will start a new cycle of weathering and instability. For this condition, a more appropriate stabilization method would be protection of the face with shotcrete and rock bolts or with a tieback wall. Design of the protection measure should consider its longevity compared with the design life of the facility and the stability of the slope, because shotcrete alone will not provide support against sliding.

5. PROTECTION MEASURES AGAINST ROCK FALLS

An effective method of minimizing the hazard of rock falls is to let the falls occur and to control their distance and direction of travel. Methods of rock-fall control and protection of facilities at the toe of the slope include catchment ditches and barriers, wire mesh fences, mesh hung on the face of the slope, and rock sheds. A common feature of all these protection structures is their energy-absorbing characteristics, which either stop the rock fall over some distance or deflect it away from the facility that is being protected. As described in this section, it is possible, by the use of appropriate techniques, to control rocks with diameters of as much as 2 to 3 m falling from heights of several hundred meters and striking with energies as high as 1 MJ. Rigid structures, such as reinforced concrete walls or fences with stiff attachments to fixed supports, are rarely appropriate for stopping rock falls.

5.1 Rock-Fall Modeling

Selection and design of effective protection measures require the ability to predict rock-fall behavior. An early study of rock falls was made by Ritchie (1963), who drew up empirical ditch design charts related to the slope dimensions, as described in Section 5.3. In the 1980s, the prediction of rock-fall behavior was enhanced by the development of a number of computer programs that simulate the behavior of rock falls as they roll and bounce down slope faces (Piteau 1980; Wu 1984; Descoeudres and Zimmerman 1987; Spang 1987; Hungr and Evans 1988; Pfeiffer and Bowen 1989; Pfeiffer et al. 1990).

Figure 18-14 shows an example of the output from the Colorado Rockfall Simulation Program (CRSP). The larger plot shows the path of a single falling rock, which lands and comes to rest on the outer slope of the ditch. The inset shows the distribution for 100 rock falls with bounce heights at each 1.7-m horizontal interval measured from the top of the slope. Similar histograms can be obtained for the bounce height and rock velocity at the analysis point (in the example, this point is located at a 21.6-m horizontal distance from the top of the slope). The input for the program includes definitions of the slope and ditch geometry, irregularity (roughness) of the face, attenuation characteristics of the slope materials, and the size and shape of the block. The degree of variation in the shape of the ground surface is modeled by randomly varying the surface roughness in relation to the block size between fixed limits for each of a large number of runs.

The results of analyses such as those shown in Figure 18-15, together with geological data on block sizes and shapes, can be used to estimate the dimensions of a ditch or its optimum position and the required height and strength of a fence or barrier. In some cases it may also be necessary to verify the design by constructing a test structure. In the following sections, types of ditches, fences, and barriers and the conditions in which they can be used are described.

5.2 Benched Slopes

Excavation of intermediate benches on rock cuts usually increases the rock-fall hazard. Benches can
be a hazard when the crests of the benches fail because of blast damage and the failed benches leave irregular protrusions on the face. Rock falls striking protrusions tend to bounce away from the face and land a considerable distance from the toe. When the narrow benches fill with debris, they will not be effective in catching rock falls. It is rarely possible to remove this debris because of the hazardous conditions of working on narrow, discontinuous benches.

### 5.3 Ditches

A catch ditch at the toe of the slope is often a cost-effective means of stopping rock falls when there is adequate space for it. The required dimensions of the ditch, as defined by the width of the base and the depth, are related to the height and face angle of the slope (Richie 1963). A ditch design chart developed from field tests shows the effect of the slope angle on the path that rock falls tend to follow and how this influences ditch design (Figure 18-15). For slope angles steeper than about 75 degrees, the rocks tend to stay close to the face and land near the toe of the slope. For slope angles between about 55 and 75 degrees, rocks tend to bounce and spin, with the result that they can land a considerable distance from the toe and a wide ditch is required. For slope angles between about 40 and 55 degrees, rocks will tend to roll down the face and into the ditch, and a steep outer face is required to prevent them from rolling out. Where the slope is irregular with protrusions on the face, the ditch dimensions should be increased from those shown on the chart to account for less predictable bounces of falling rock, or the slope can be modeled as shown in Figure 18-14 to determine required ditch dimensions.

Recent updates of Ritchie’s ditch design chart incorporate highway geometric requirements as well as cut dimensions (Washington State Department of Transportation 1986), and the Oregon Department of Transportation has carried out an extensive series of tests of ditch require-
A variety of barriers can be constructed to either enhance the performance of excavated ditches or form catchment zones at the toes of slopes. The required type of barrier and its dimensions depend on the energy of the falling blocks, the slope dimensions, and the availability of construction materials. Commonly used examples are gabions and concrete blocks or geofabric-and-soil barriers.

The function of a barrier is to form a ditch with a vertical outer face that traps rolling rock. Barriers are particularly useful at the toes of flatter slopes where falling rock rolls and spins down the face but does not bounce significantly. Such rocks may land in a ditch at the toe of the slope but can roll up the sloping outer side onto the road; a vertical barrier helps to trap such falls.
5.4.1 Gabions and Concrete Blocks

Gabions are rock-filled baskets, typically measuring 1 m by 1 m in cross section, that are often constructed on site with local waste rock (Threadgold and McNichol 1985). Advantages of gabions are the ease of construction on steep hillsides and irregular foundations and their capacity to sustain considerable impact from falling rock. However, gabions are not immune to damage by impacts of rock and maintenance equipment, and repair costs can become significant. Concrete barriers are also used extensively on transportation systems for rock-fall containment because they are often readily available and can be placed quickly. However, concrete blocks are somewhat less resilient than gabions.

Gabions and concrete blocks or concrete Jersey barriers form effective protection from falling rock with diameters up to about 0.75 m. Figure 18-16 shows an example of a ditch with two layers of gabions along the outer edge forming a 1.5-m-high barrier (Wyllie and Wood 1981).

5.4.2 Geofabric-and-Soil Barriers

Various barriers have been constructed using geofabric and soil layers, each about 0.6 m thick, built up to form a barrier that may be as high as 4 m. By wrapping the fabric around each layer, it is possible to construct a barrier with vertical front and back faces; the impacted face can be strengthened with such materials as railway ties, gabions, and rubber tires (Figure 18-17). The capacity of a barrier of this type to stop rock falls depends on its mass in relation to the impact energy and on its capacity to deform without failing. The deformation may be both elastic deformation of the barrier components and shear displacement at the fabric layers or on the base.

Extensive testing of prototype barriers by the Colorado Department of Transportation has shown that limited shear displacement occurs at the fabric layers and that they can withstand high-energy impacts without significant damage (Barrett and White 1991). For example, a 1.8-m-wide geofabric barrier stopped rock impacts delivering 950 kJ of energy.

5.5 Rock Catch Fences and Attenuators

During the 1980s various fences and nets suitable for installation on steep rock faces, in ditches, and on talus runout zones were developed and thoroughly tested (Smith and Duffy 1990; Barrett and White 1991; Hearn 1991; Kane and Duffy 1993). A design suitable for a particular site depends on the topography, anticipated impact loads, bounce height, and local availability of materials. A common feature of these designs is that with the absence of any rigid components, they exhibit energy-absorbing characteristics. When a rock collides with a net, there is deformation of the mesh, which then engages energy-absorbing components over an extended time of collision. This significantly increases the capacity of these components to stop rolling rock and allows the use of lighter, lower-cost elements in construction. The total impact energy is the sum of the kinetic and rotational energies; the rotation of the block is also significant in determining the amount of damage at the point of impact.

5.5.1 Woven Wire-Rope Nets

Nets with high-energy-absorption capacity constructed with woven wire-rope mesh or ring mesh (submarine netting) have been developed. They can be located either in the ditch beside the road or railroad or on the steep slopes above it. The components of these nets are a series of steel I-beam posts on about 6-m centers anchored to the foundation with grouted bolts. Additional support for the posts can be provided by up-slope
anchor ropes incorporating friction brakes that are activated during high-energy events to help dissipate the impact forces (Figure 18-18).

The mesh is a two-layer system composed of a 50-mm chain-link mesh and a woven wire-rope net constructed typically with 8-mm-diameter wire rope in a diagonal pattern on 100- to 200-mm centers. The wire rope and net dimensions will vary with expected impact energies and block sizes. An important feature of the wire-rope net is the method of fixing the intersection points of the wire rope with high-strength crimped fasteners. The mesh is attached to the posts by lacing it on a continuous-perimeter wire rope that is attached to brackets at the top and bottom of each post.

An extensive series of full-scale tests conducted on mesh nets has shown that they have the capacity to stop rocks with impact energies as high as 800 kJ without sustaining significant damage (Smith and Duffy 1990; Duffy and Haller 1993). This energy is equivalent to rock weighing 3000 kg traveling at a velocity of 23 m/sec. The tests also showed that rock falls could readily be cleared out from behind the net by unthreading the perimeter rope and lifting the mesh.

5.5.2 Flex-Post Rock-Fall Fence

The Flex-post fence (Hearn 1991) is composed of a series of posts constructed of bundles of seven-wire prestressing strands grouted into lengths of steel pipe (Figure 18-19). A portion of the strand bundle is left ungrouted, forming a flexible spring element that can withstand large rotations of the post without damage. The posts are spaced at about 5 m and are installed by being grouted into drill holes or pits to depths of about 1.0 m. Pairs of diagonal wire-rope stays installed between the tops and bottoms of adjacent posts help to dissipate impact energies over an extended length of the fence. The mesh is standard 50 mm square attached to the posts with intertwined steel wires. When small rocks strike the fence, the energy is absorbed by the mesh and wire stays; for larger rocks, the mesh is stretched taut and the posts bend. The fence then rebounds to its initial vertical position, sometimes throwing the rock back into the ditch.

The Flex-post fence is a low-cost, low-energy rock-fall barrier that should be designed preferably so that the highest impact energy does not result in a deflection of the posts of more than about 45 degrees. This deflection limit provides protection from rock-fall events in which a number of boulders strike the fence at approximately the same time.

5.5.3 Fences on Talus Slopes

Rock falls down talus slopes tend to roll and stay close to the slope surface. In these conditions a lightweight chain-link fence placed either on the slope or along the outside edge of the ditch will decelerate or catch the rock. The position of the fence depends on the size of the blocks and the height of
5.5.4 Rock-Fall Attenuators

When rocks fall down a narrow gully or chute bounded by stable rock walls, it is possible to install a variety of relatively lightweight fences that slow down and absorb the rock-fall energy. The general method of construction is to install a pair of anchors to support a wire rope from which the fence, spanning the gully, is suspended. For rock falls with fragment dimensions up to about 200 mm, it is possible to use chain-link mesh draped down the chute from the anchor rope; wire-rope mesh can be used for larger blocks. Falling rocks are gradually brought to a halt as they bounce and roll under the mesh.

For blocks as large as 1 m, an attenuator fence utilizing waste automobile tires has proved to be successful in a number of installations in Colorado (Andrew 1992). The fence consists of a wire rope from which a number of steel rods are suspended each holding a stack of tires mounted on rims (Figure 18-20). The stacks of tires are arranged so that they form a continuous barrier across the chute. When the attenuator is struck by a falling rock, the kinetic energy is dissipated by a combination of the compression of the rubber tires and the movement of the stacks of tires, which swing on the suspension cable rope. In order to improve the aesthetics of the fence, a second fence constructed from hanging timbers can be located just downslope from the tire attenuator (Figure 18-20).

Maintenance requirements and worker safety should be considered in the design of fence systems. A properly designed system should not need frequent repairs if the actual impacts are within the tolerances of design energies. However, clearing out of accumulated rock is necessary for any system. Typically, fixed barriers such as geofabric walls require room behind them for clearing operations. In contrast, woven wire-rope fences do not have this requirement because of their modular design, which allows the nets to be cleared from the front by the removal or lifting of each panel in turn.

5.6 Draped Mesh

Wire mesh hung on the face of a rock slope can be an effective method of containing rock falls close to the face and preventing them from bouncing onto the road (Ciarla 1986). Figure 18-21 shows an example of mesh installed on a near-vertical face. Because the mesh absorbs some of the energy of the falling rock, the required dimensions of the ditch at the toe of the slope are considerably reduced from those shown in Figure 18-15. When there is no ditch, the lower end of the mesh should be no more than about 0.6 m above the toe to prevent rocks from rolling onto the road.

Chain-link mesh is suitable on steep faces for controlling rock falls with dimensions less than about 0.6 m, and woven wire rope may be suitable for rock with dimensions up to about 1 m. For larger blocks, ring nets can be used. For very high installations, chain-link mesh can be reinforced with lengths of wire rope. In all cases the upper edge of the mesh or net should be placed close to the source of the rock fall so that the blocks will have little momentum when they strike the mesh.

The uses of a mesh installation are as follows. Anchors are installed along the slope above the anticipated rock-fall source. The anchors can consist of steel loop-eye rock bolts grouted into holes drilled in the rock or concreted into larger-diameter holes excavated in soil. Support cables consisting of an upper-perimeter cable and vertical reinforcement cables are attached to the anchors. The mesh is secured to the cables with lacing wire, hog rings, or other types of specialty fasteners. The mesh is not
anchored at the bottom of the slope or at intermediate points. This permits rocks to work their way down to the ditch rather than accumulating behind the mesh; the weight of such accumulations can cause the mesh to fail.

5.7 Warning Fences

Fences and warning signals that are triggered by falling rock are sometimes used to protect railroads and highways (Figure 18-22). The warning fence consists of a series of timber posts and cantilever crossarms that support rows of wires spaced about 0.5 m apart. At least one wire will be broken by rocks rolling or bouncing down the face. The wires are connected to a signal system that displays a red light when a wire is broken. The signal light is located far enough from the rock slope that drivers have time to stop and then to proceed with caution before they reach the rock-fall location.

Warning fences are most applicable on transportation systems where traffic is light enough to accommodate occasional closures of the line. However, the use of warning fences as a protection measure has a number of disadvantages. The signal lights must be located a considerable distance from the slope, and falls may occur after the traffic has passed the light. False alarms can be caused by minor falls of rock or ice, and maintenance costs can be significant.

5.8 Rock Sheds and Tunnels

In areas of extreme rock-fall hazard where stabilization work would be very costly, construction of a rock shed or even relocation of the highway or railroad into tunnels may be justified. Figure 18-23 shows an example of a number of rock sheds constructed to protect a railroad. The sheds were built with timber roofs that are inclined at a slightly shallower angle than the chutes down which the rocks are falling. The function of the roof is to direct the rocks over the track rather than to withstand a direct impact.

Figure 18-24 shows a possible construction procedure for a rock shed where there are steep slopes above and below the highway. In this case the roof will sustain the direct impact of falling rock and must be designed to withstand impact loads. The critical feature of the design is the relationship between the energy of the falling rock and the energy-absorbing characteristics of the components of the shed—anchorage of the roof to the cliff face, the roof, and the footings in the slope below the road. A stable anchorage requires that the anchors themselves, and the rock face to which the roof is anchored, withstand both the...
dead load of the structure and the live load produced by the rock-fall impact. The impact load will include both a normal load and some tensile component. The gravel on the roof acts as an energy absorbent and protection for the concrete, but its thickness must be balanced against the weight that must be supported by the structure.

Alternatively, a lighter-weight crushable element, such as a cellular metal panel, may be used. The columns supporting the lower end of the roof are founded on rock-socketed piers that extend through the fill into sound rock. This type of foundation provides the required support with minimal settlement.

In locations at which it is impractical to construct a rock shed, it may be necessary to drive a tunnel to bypass the hazard zone. For example, a railway in British Columbia drove a 1200-m-long tunnel to avoid a section of track located on a narrow bench between a steep, unstable rock cliff above a 400-m-deep lake. Major rock falls were a hazard to train operations and had caused track closures lasting as long as two weeks (Leighton 1990).

6. CONTRACTING PROCEDURES

Specifications and contract administration for projects involving rock slope stabilization have particular requirements that differ from those for most excavation projects. Some contractual requirements of these projects and how they may be addressed in the specifications are described in the following sections.

6.1 Flexibility

Contracts on most stabilization projects must be flexible with regard to both the scope of the work and the procedures required because these may only be determined as the work progresses. For example, scaling may be specified for an area of loose, broken rock, but the actual scaling time will depend on the extent of the loose rock that becomes evident once scaling begins. Furthermore, the number and length of bolts will be assessed from the dimensions and shear-strength characteristics of the potentially loose blocks remaining on the face after scaling is complete. It is particularly difficult to estimate the scope of the stabilization work when the slope is partially covered with soil and vegetation and when it is too dangerous to reach the slope during the investigation phase of the project.

One form of stabilization in which the scope of the work can be defined with some precision is resloping, in which an existing slope is cut back at a flatter angle. If a series of cross sections is prepared, the excavation volume can be specified.
6.2 Payment Methods

In order to prepare a flexible contract, it is necessary to have a method of payment that allows for possible changes in the quantities and methods of work. This requirement can usually be met by requesting bids on unit prices for items the quantities of which are uncertain. An estimate is given for the expected quantity of an item, and the product of this quantity and the unit bid price forms the basis for comparing bids and making payments. A formula should be included for increasing unit prices if actual quantities are less than those estimated or for decreasing unit prices if quantities are greater than those estimated. This adjustment takes into account the contractor’s fixed overhead, which is independent of the quantity of work.

Work items often bid on unit prices include scaling hours for a crew of a specified size, length of rock bolts, volume of shotcrete, and standby time on transportation routes when work has to stop for traffic openings. Work items often bid as lump sums include mobilization and demobilization and concrete volume for buttresses of specified dimensions.

Cost-plus-fixed-fee is an appropriate type of contract for emergency work. In this type of contract the contractor is paid specified costs for labor, equipment, and materials related to the direct costs plus an additional fee. This fee is a profit-plus management fee as reimbursement to the contractor for overhead costs incurred from the performance of the work. Items making up the fee include, but are not limited to, salaries, rent, taxes, and interest on money borrowed to finance the project. For work on emergencies the fee may be negotiated on a percentage of the cost. However, in order to control costs, the scope of the work should be defined as soon as possible and either a fixed fee should be negotiated or the contract should be converted into a lump-sum contract.

6.3 Preselection

When the stabilization contract requires work on steep slopes and specialized skills such as trim blasting and installation of tensioned rock bolts, it is usually advantageous to have the work performed by experienced contractors. Therefore, if it is permitted by procurement regulations, only suitably qualified contractors should be invited to submit bids.
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PART 5

SPECIAL CASES AND MATERIALS
Chapter 19

PHILIP C. LAMBE

RESIDUAL SOILS

1. INTRODUCTION

Because residual soils weather from parent bedrock, the soil profile represents a history of the weathering process. Profile classification systems distinguish states of weathering and separate the profile vertically into different zones. The permeability and shear strength gradually change with depth, which controls both the local seepage response to rainfall infiltration and the location of the shear surface. Soil profile thickness and properties depend upon parent bedrock, discontinuities, topography, and climate. Because these factors vary horizontally, the profile can vary significantly over relatively short horizontal distances. In addition, deep profiles form in tropical regions where weathering agents are especially strong and the advanced stages of chemical weathering form cemented soils called laterites. Technical papers often refer to both tropical soils and residual soils. In this chapter general characteristics of residual soils are considered and illustrated with examples drawn from Brazil, Hong Kong, and North Carolina.

Figure 19-1 shows the typical weathering profiles that develop over igneous and metamorphic rocks labeled according to Deere and Patton's (1971) profile classification system, which divides the profile into three zones: residual soil, weathered rock, and unweathered rock. In addition, Deere and Patton present 12 other weathering-profile classification systems proposed by workers from other regions. For example, Brand (1985) divided Hong Kong soils into six material grades and four profile zones.

In 1990 a working party of the Engineering Group of the Geological Society of London issued an extensive report entitled Tropical Residual Soils (Geological Society of London 1990), which proposed the classification of tropical residual soils presented in Figure 19-2. This classification contains a series of grades identified by roman numerals I through VI. Comparison of the Deere and Patton classification (Figure 19-1) with the Geological Society of London working party classification (Figure 19-2) reveals the potential for significant confusion. Both classifications use roman numerals to identify different portions of the weathering profile. However, Deere and Patton use roman numeral I to identify the most intensely weathered material at the top of the profile, whereas the working party uses roman numeral I to define fresh rock at the base of the profile. Obviously the “grades” of the working party and the “zones” of Deere and Patton attempt to define the same phenomena.

In this chapter Deere and Patton’s system as defined in Figure 19-1 will be used exclusively, although it is recognized that other systems, such as the classification by the Geological Society of London working party defined in Figure 19-2, may work better in some regions. Papers describing landslides in residual soils often spend more time qualitatively describing the profile and the horizontal variability than in quantitatively reporting mea-
sured pore pressures and shear-strength parameters. Brand (1985) concluded that the ability to predict the performance of slopes in residual soils is only poor to fair.

Table 19-1 shows the relative permeability and shear strength for materials within different weathering profile zones as defined by Deere and Patton (1971). The subdivision of Zone I, residual soil, into A, B, and C horizons follows the convention used by soil scientists who study weathering processes in the formation of soils. Soils in A and B horizons have experienced significant chemical weathering that results in a breakdown of rock into silt- and clay-sized particles. Rainfall infiltration leaches chemicals from the A horizon, which then accumulate in the B horizon. Because weathering has removed most traces of bedrock structure, the soils in these horizons resemble the silty clays, sandy silts, and silty sands found in transported soils. Soils in horizon C, or saprolite, behave differently than transported soils do. Deere and Patton emphasized that the profile classification has to be added to more traditional soil classifications during exploration. Generally, unambiguous classification requires continuous sampling or inspection of open cuts in test pits or road cuts. Brand and Phillipson (1985) provided a good overview of practices used around the world to sample and test residual soils.

Saprolites retain the structure of parent bedrock, but with only a trace of the original bond strength. De Mello (1972) suggested that standard soil properties tests performed on thoroughly mixed specimens do not effectively represent
A. Defined idealized weathering profiles - without corestones (left) and with corestones (right).

B. Descriptions of characteristics of the idealized profiles.
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More than 50% of rock material decomposed and/or disintegrated into soil. Fresh/discolored rock present as discontinuous framework or corestones.

Less than 50% of rock material decomposed and/or disintegrated into soil. Fresh/discolored rock present as continuous framework or corestones.

Discoloration indicates weathering of rock material and discontinuity surfaces. All rock material may be discolored by weathering and may be weaker than in its fresh condition.

Discoloration on major discontinuity surfaces.

No visible sign of rock material weathering.
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Rock decomposed to soil
Weathered/disintegrated rock
Rock discolored by weathering
Fresh rock

FIGURE 19-2
Table 19-1
Description of Weathering Profile for Igneous and Metamorphic Rocks (modified from Deere and Patton 1971)

<table>
<thead>
<tr>
<th>ZONE</th>
<th>DESCRIPTION</th>
<th>ROCK QUALITY DESIGNATION(a)</th>
<th>PERCENT CORE RECOVERY(a)</th>
<th>RELATIVE PERMEABILITY</th>
<th>RELATIVE STRENGTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>I, Residual soil</td>
<td>Topsoil, roots, organic material; zone of leaching and eluviation; may be porous</td>
<td>Not applicable</td>
<td>0</td>
<td>Medium to high</td>
<td>Low to medium</td>
</tr>
<tr>
<td>IA, A Horizon</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IB, B Horizon</td>
<td>Characteristically clay enriched; also accumulation of Fe, Al, and Si; hence may be cemented; no relict structures present</td>
<td>Not applicable</td>
<td>0</td>
<td>Low</td>
<td>Commonly low (high if cemented)</td>
</tr>
<tr>
<td>IIC, C Horizon (saprolite)</td>
<td>Relict rock structures retained; silty grading to sandy material; less than 10% core stones: often micaceous</td>
<td>0 or not applicable</td>
<td>Generally 0-10</td>
<td>Medium</td>
<td>Low to medium (relict structures very significant)</td>
</tr>
<tr>
<td>II, Weathered rock</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IIA, Transition</td>
<td>Highly variable, soil-like to rocklike; fines commonly fine to coarse sand (gruss); 10 to 90% core stones; spheroidal weathering common</td>
<td>Variable, generally 0-50</td>
<td>Variable, generally 10-90</td>
<td>High</td>
<td>Medium to low where weak and relict structures present</td>
</tr>
<tr>
<td>IIB, Partly weathered rock (PWR)</td>
<td>Rocklike soft to hard rock; joints stained to altered; some alteration of feldspars and micas</td>
<td>Generally 50-75</td>
<td>Generally 90</td>
<td>Medium to high</td>
<td>Medium to high (b)</td>
</tr>
<tr>
<td>III, Unweathered rock</td>
<td>No iron stains to trace along joints; no weathering of feldspars or micas</td>
<td>Over 75 (generally 90)</td>
<td>Generally 100</td>
<td>Low to medium</td>
<td>Very high (b)</td>
</tr>
</tbody>
</table>

\(a\) The descriptions provide the only reliable means of distinguishing the zones.
\(b\) Only intact rock masses with no adversely oriented geologic structures.

saprolite soil properties. Both Sowers (1954, 1963) and Vaughan (1985a) have correlated properties to void ratio rather than to Atterberg limits because the void ratio represents the in situ state. Figure 19-1 shows that saprolites also retain relict discontinuities or joints present in parent bedrock. These discontinuities significantly influence the permeability and shear strength of the soil mass. In some cases laboratory-sized specimens provide misleading permeability coefficients and shear strengths. In addition, highly micaceous residual soils derived from gneisses expand elastically when unloaded during sampling. This expansion breaks weak bonds and decreases the soil's laboratory-measured shear strength and stiffness (Bressani and Vaughan 1989).

Zone IIA, or upper weathered-rock zone, provides a transition from saprolite to partly weathered rock (PWR). In Zone IIA the soil becomes progressively coarser with depth and has more core stones and clearer discontinuities. Although arbitrary boundaries separate different zones, the profile exhibits trends in changing properties. Zone IIA materials are described as soils, but it is
difficult to provide undisturbed samples of them for laboratory strength and permeability testing. Stability analyses of residual soil slopes fall in the continuum between soil mechanics and rock mechanics. Saprolites behave like soils but often slide along discontinuities. In contrast, Zone IIA transition materials exhibit both rocklike and soil-like properties. Since Zone IIA materials often have higher permeabilities than the overlying saprolites, they influence seepage in cut slopes.

Slopes composed of materials classified as Zone IIB (PWR) and Zone III (unweathered rock) are best treated as rock slopes. The depth of the boundary between Zones IIB and III significantly influences the cost of excavation in residual soil (White and Richardson 1987).

Figure 19-3 shows four common landslide types found in residual soil slopes (Deere and Patton 1971). Generally, investigations in specific regions identify and classify the common landslide types; Deere and Patton’s classification system provides a general framework. Type a landslides occur primarily in shallow Zone IA and IB soils, where colluvium from previous landslides has not covered the profile. Landslides frequently occur during heavy rainfall, and the saturated soil often moves as debris flows or mud flows. Jones (1973) described how many Type a landslides killed more than 1,700 people during heavy rainfall in January 1967 in the Serra das Araras region of Brazil. Type b landslides fail along relict joints located in Zone IC (saprolite), Zone IIA (transition), or Zone IIB (PWR). The joint pattern controls the shape of the landsliding mass. Although rainfall significantly influences pore pressures, landsliding can occur well after heavy rains when two- or three-dimensional seepage causes slope failures. In contrast, vertical infiltration of rainfall is the most frequent cause of shallow Type a and b landslides.

Type c and d landslides resemble Type a and b landslides but occur in colluvium-covered weathered profiles. In these residual soil profiles, the overlying colluvium usually resembles the texture of the underlying residual materials but lacks the
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rocklike structure and relict joints. Previous landsliding mixes the colluvium with cobbles and core stones, making sampling difficult. Type c landslides differ little from Type a landslides except that the material properties are harder to measure. For Type d landslides, the colluvial cover significantly influences seepage. At the Boone landslide in North Carolina, described in Section 4.3, the colluvium had a higher permeability than the underlying saprolite. In contrast, at the Balsam Gap landslide, also in North Carolina, the colluvium had a lower permeability and acted as a low-permeability cap. Mapping the colluvium thickness provides a useful description of the horizontal variability controlling both current seepage and historical slide activity. Brand (1985) found that engineers often classify colluvium as residual soil.

Deere and Patton’s classification system considers only cut slopes in residual soil profiles. Frequently, highway construction requires fill slopes over residual soils. Lumb (1975) included fill slopes placed upon residual soil slopes as one common and particularly dangerous landslide type in Hong Kong. Generally, residual soils have much higher values for in-place mass permeabilities than the same materials have once they have been transported, mixed, and compacted. Therefore, compacted fills often act as low-permeability caps, disrupting the natural seepage pattern and increasing pore pressures. The resulting landslides resemble Deere and Patton’s Type d landslides, but in these cases the fill acts as the overlying colluvium.

2. SAPROLITE PROPERTIES

The stability of A and B horizon soils in Zone I may be effectively assessed by traditional soil mechanics analysis methods. The stability of Zone IIB (PWR) and Zone III (unweathered rock) materials may be effectively assessed by rock mechanics analysis methods. However, saprolite and transition materials fall in the continuum between soil mechanics and rock mechanics. Core stones make sampling difficult, and laboratory-sized specimens sometimes provide poor estimates of mass strength and permeability. The soil behavior described in this section refers primarily to saprolites but also applies to the soil matrix in transition soils.

Saprolites are generally unsaturated, weakly bonded, and heterogeneous soils with relict joint systems. Mitchell and Sitar (1982) reviewed the engineering properties of tropical soils, qualitatively defined six stages of weathering, and described the corresponding changes in mineralogy and soil properties. Vaughan et al. (1988) reported that bond strength and void ratio control behavior of residual soils and that geologic origins of these soils cause the following primary characteristics:

1. The bonding derived from soil evolution and found at equilibrium with the current in situ stress state influences the soil’s strength and stiffness,
2. The stress history during soil formation has little effect on the soil’s current properties,
3. Soils have widely varying mineralogy and grain strength, and
4. In situ soils have widely varying void ratios.

Vaughan et al. (1988) experimentally examined the behavior of weakly bonded soils by artificially manufacturing test soils from a quartz and kaolin sand mixed with kaolin slurry and then fired in a furnace.

Figure 19.4 shows a conceptual description of soil behavior for a weakly bonded soil. In Figure 19-4(a), void ratio, e, versus mean effective stress, p’, the solid curve represents an oedometer test on a weakly bonded specimen. The dashed curve labeled d represents the compression curve from a loosest initial condition of the destructured soil, whereas the dashed curve e represents the compression curve for a destructured soil with an initial void ratio equal to that of the weakly bonded specimen. The weakly bonded specimen experiences no compression until it reaches the first yield point. Figure 19-4(b) provides a hypothesized comparison of bond strength with interparticle stress. At the first yield point the bond strength starts to drop because small interparticle strains weaken bonds, whereas at the second yield point the bond stress equals the bond strength, and bonds start breaking. The curves of reference void ratio e versus effective stress p’ in Figure 19-4 provide boundaries for classifying soil behavior. When soils have p’, e states that plot below the loosest destructured curve (labeled d), they behave as stable soils. When they plot above that curve, they behave as metastable soils.

Although this classification system does not currently provide quantitative correlations with shear strength, in the future it may provide a more
effective framework for empirical correlations than do Atterberg limits, which effectively describe transported soil properties. Vaughan et al. (1988) made several important observations concerning evaluations of shear strength of saprolites. The small strains induced during sampling may weaken bonds and lower the shear-strength values measured in the laboratory. In addition, residual soils often cannot sustain high capillary suctions, and the resulting unloading experienced during sampling causes expansion and breaks bonds. Finally, the laboratory-measured yield stresses are generally lower than those measured by in situ tests. Although these yield-stress values often prove valuable for evaluating deformations, the entire failure envelope must be known in order to estimate safety against instability.

Brand (1985) suggested that bonding causes saprolites at low effective stresses to have higher strengths than those predicted by triaxial tests run at high effective stresses and interpreted using a straight-line Mohr-Coulomb failure envelope. Figure 19-5 shows how the straight-line envelope can underestimate the actual curved failure envelope that applies at low effective stress. Vaughan (1985a) reported that weak bonding probably causes a small effective stress cohesion intercept, \( c' \), that can be estimated from drained unconfined tests. Figure 19-6 shows that a horizontal stress path at constant \( q \), \((\sigma_1 - \sigma_3)/2\), and decreasing \( p' \), \((\sigma_1' + \sigma_3')/2\), corresponds to slope failures caused by rising pore pressures. Typical triaxial tests fail samples along the wrong stress path and result in unrealistically high \( p' \) values at failure.

Two additional factors that influence the shear strength of saprolites are the unsaturated state of the soil and relict joints. Lumb (1975) tested both saturated and unsaturated residual soil specimens in drained triaxial tests. He found that the straight-line envelopes determined from these tests gave drained friction-angle values (\( \phi_d \)) that were independent of saturation, \( S \), but that the drained cohesion values, \( c_{bd} \), showed a statistical correlation with saturation for soils derived from volcanic rhyolites and with saturation and void ratio for soils derived from granite. Lumb's test results showed that for all saprolites overlying granites, \( \phi_d = 32 \) degrees, whereas for unsaturated soils, \( c_d = 60 \) kPa and for saturated soils, \( c_d = 25 \) kPa. Sowers and Richardson (1983) reported the 67 percent confidence line for results of drained triaxial tests on both saturated and unsaturated specimens of saprolite derived from a range of different gneiss and schist parent rocks sampled during the design and construction of the Metropolitan Atlanta Rapid Transit Authority routes in Atlanta, Georgia. For saturated specimens, \( \phi_d = 32 \) degrees and \( c_d = 0 \) kPa, whereas for unsaturated specimens, \( \phi_d = 30 \) degrees and \( c_d = 14 \) kPa. The saprolites derived from igneous rocks in Hong Kong and those formed on metamorphic rocks in Georgia all have \( \phi_d \) values of 30 to 35 degrees but with widely vary-
ing cohesion intercepts. The cohesion values represent an empirical fit to a curved envelope.

The cohesion intercept often represents an apparent cohesion resulting from capillary suction in the soils. Fredlund (1987) ran staged triaxial tests on unsaturated undisturbed saprolite specimens by setting constant values of total confining pressure, \( \sigma \), pore-air pressure, \( u_a \), and pore-water pressure, \( u_w \), and then measuring the deviator stress while shearing the specimens at a constant strain rate of 0.001 to 0.004 percent per minute. Fredlund increased the deviator stress until it reached a clear peak, unloaded the sample, adjusted \( \sigma \) and \( u_a \) while maintaining \( u_w \) constant, and then sheared the specimen again. Figure 19-7 shows the results for a multistage test performed on a decomposed granite specimen taken from a Hong Kong slope. The shear strength can be described by the following equation:

\[
\tau = c + (\sigma - u_w) \tan \phi'
\]  

(19.1)

In the above equation, the cohesion, \( c \), depends upon both the effective stress cohesion intercept, \( c' \), and the matrix suction, \( u_a - u_w \), according to the following equation:

\[
c = c' + (u_a - u_w) \tan \phi'
\]  

(19.2)

The \( \phi' \) value equals the slope of envelopes tangent to Mohr circles plotted on \( \tau \) versus \( (\sigma - u_w) \) axes and equals 33.4 degrees for the tests shown in Figure 19-7. These tests were run at a constant \( (\sigma_3 - u_a) \) of 140 kPa. The slope of the \( c \) versus \( (u_a - u_w) \) plot, \( \phi' \), equals 16.2 degrees, and the intercept, \( c' \), equals 43 kPa.

Abramento and Carvalho (1989) ran multistage drained triaxial tests on unsaturated specimens of weathered migmatites from the Serra do Mar region of Brazil at \( (\sigma_3 - u_a) \) of 10 kPa. They used a curved line to determine the cohesion intercept, \( c \), in kilopascals by the following equation:

\[
c = 2.5 (u_a - u_w)^{0.5}
\]  

(19.3)

These test results suggest that \( c' \) equals 0.0. Both of these descriptions show that the shear strength of unsaturated saprolites depends upon three stress variables. Unfortunately, using this description in stability calculations means that the in situ matrix suction, \( (u_a - u_w) \), must be measured or predicted.

Relict joints represent the final element influencing the mass shear strength of saprolites. Sandroni (1985) divided discontinuities into three classes according to their size. Relict structures represent faults, joints, dikes, and lithological contacts that range in dimension from meters to tens of meters. Macrostructures are visible to the naked eye and range in size from centimeters to 1 to 2 m. Isotropic macrostructures can be described as monotonous, stained, veiny, mottled, or porous, and anisotropic macrostructures can be described as...
Residual Soils

3. PORE PRESSURES

Rainfall frequently triggers landslides in residual soils. Figure 19-8 shows how rainfall infiltration can increase positive pore pressures by raising either a perched or a regional water table. Townsend (1985) reported that for some naturally occurring residual soils with field permeabilities of $10^{-4}$ to $10^{-5}$ cm/sec, compaction decreased the permeability to $10^{-5}$ to $10^{-7}$ cm/sec. Brand (1985) added that naturally occurring highly transmissive zones, or pipes, in residual soils can make mass permeabilities very high. Therefore pore pressures in residual soil slopes often react quickly to heavy rainfall. Figure 19-9 shows that heavy rainfall for two days raised the measured piezometric head in a Hong Kong granite sample. The figure illustrates the Mohr circles and determination of $\phi^b$ for decomposed Hong Kong granite (Fredlund 1987).
Kong slope 5 m in only 18 hr, and the piezometric head dropped quickly when the rains stopped. Such rapid changes make it difficult to measure pore pressures in residual soil slopes at the point of slope failure. Either automatic-reading piezometers or a system that can record the highest rise during and following heavy rainfall is required. Brand (1985) described a series of small Halcrow buckets chained together and suspended in an open-standpipe piezometer. The highest water-level rise is recorded by measuring the depth to the highest filled bucket.

Shallow failures can occur on slopes composed of unsaturated saprolite when rainfall infiltration eliminates the suction and lowers the apparent cohesion. Lumb (1962) proposed that a wetting front advances during heavy rainfall, as shown in Figure 19-10. During a rainfall exceeding the infiltration capacity of the soil for time $t$, the front will advance a distance $h$, as given by the following equation:

$$ h = \frac{kt}{n(S_f - S_o)} $$

Equation 19.4 suggests that the wetting front advances faster when antecedent rainfall has increased $S_o$. Lumb (1975) reported that decomposed volcanic soils have an effective mass permeability equal to $1.5 \times 10^{-4}$ cm/sec and that if the rainfall rate exceeds 130 mm/day for a three-day period, providing a total accumulation of about 400 mm, the wetting front will advance 4 m into the soil. The mass permeability in decomposed granite equals $8.0 \times 10^{-4}$ cm/sec and the same 400 mm of rain needs to accumulate within a 14-hr period to advance the wetting front 4 m. Vaughan (1985b) demonstrated by simple analysis that a profile that has continuously decreasing permeability with depth can lead to instability, whereas increasing permeability with depth provides natural drainage. Although Lumb and Vaughan have analyzed vertical infiltration into slopes, these methods do not automatically provide a good quantitative prediction method for many specific slopes.

Brand (1985) evaluated the current ability to predict the performance of residual soil slopes. He reported that there are good methods of analysis and that it is possible to predict failure modes based upon observed failures in similar slopes and to estimate shear strength fairly well but it is not possible to effectively estimate pore pressures at the point of incipient slope failure. Because there is only a poor to fair ability to predict slope performance, design practices often depend upon empirical and semiempirical methods. For example, four design approaches have been used in Hong Kong:

- Correlation of slope failures with rainfall pattern,
- Terrain evaluation using geomorphological mapping,
4. CASE HISTORIES

Case histories of slope stability analyses for slopes in residual soils are widely dispersed throughout the technical literature. Also, as noted in the previous sections of this chapter, residual soils may exhibit a considerable range in properties, and experience gained in one region should be used with caution in others. In the following sections some of the issues discussed earlier in this chapter are illustrated briefly with case histories from Brazil, Hong Kong, and the state of North Carolina in the United States. These examples begin to demonstrate the regional differences in residual soils and some of the similarities of the factors leading to slope instability in residual soils.

4.1 Brazil

Vargas and Pichler (1957) described residual soil and rock landslides occurring in Santos, Brazil. They divided the landslides occurring in Brazil into three classes:

- Class 1 landslides involve creep of surficial residual soil,
- Class 2 slides involve detritus (colluvium) at lower elevations in old slide areas, and
- Class 3 slides involve sudden rupture of residual soil overlying bedrock.

At Monte Serrate, a 50-m-high Class 3 landslide occurred in February 1928 when 720 mm of rain fell during the month. This landslide was back analyzed using standard soil-stability analysis methods for circular failure surfaces. The results showed that failure occurred when the pore pressure ratio, $r_w$, reached 0.35 if $\phi = 42$ degrees and $c = 39$ kPa, as measured in direct shear tests. Da Costa Nunes et al. (1979) provided a wider overview of landslides found in Brazil and divided slides into classes according to their geological regions. Vargas (1974) concluded that rotational or planar slides in residual soils fail at the end of the rainy season either during or following rainfall more intense than 100 mm/day. More severe and fast-moving flows that remove the residual soil mantle fail during catastrophic rainstorms with intensities greater than 50 mm/hour.

Jones (1973) reported on some especially severe landslides that occurred over a 100-km$^2$ area along the Serra das Araras escarpment, a subdivision of Serra do Mar; these landslides killed an estimated 1,700 people. On January 22 and 23, 1967, 250 mm of rain fell during 3.5 hr and triggered more than 10,000 shallow landslides classified as debris avalanches, debris flows, and mud flows. These landslides removed from less than 1 m to up to several meters of residual soil overlying the well-banded biotitic, feldspathic, and garnetiferous gneisses that were cut by aplitic veins and diabase dikes. The weathering profiles showed an abrupt transition between the Zone IC and Zone IIA materials and the Zone III materials. Specimens taken from the landslide area were classified...
according to the Unified Soil Classification System as low-plasticity silts and sandy silts (ML and SM-ML).

Wolle and Hachich (1989) quantitatively evaluated translational landslides occurring in the same Serra do Mar region. The weathering profile typically had 1 to 1.5 m of colluvial cover overlying 1 to 2 m of saprolite that, in turn, overlaid migmatites. Open fractures in the Zone II A transition material made the mass permeability high, and the water table occurred at depths of 20 to 30 m in the fractured bedrock. Dense vegetative cover intercepted infiltration and prevented erosion. Observed landslides occurred on the 40- to 45-degree slopes and were 7 to 25 m wide, over 100 m long, and about 1 m deep. The threshold precipitation in this region equaled 180 mm/day when antecedent rain had moistened the soil. The relatively high permeabilities averaged $5 \times 10^{-4}$ cm/sec, and during intense rainfall the wetting front advanced 1.0 to 1.5 m into the soil profile in 4 to 12 hr. During the rainy season, soils had saturation values of 60 to 80 percent, whereas laboratory tests suggested that no suction occurred when saturations reached 92 to 95 percent. Calculations showed that the slopes failed when rainfall infiltration decreased suctions at a 1-m depth to values ranging from 1 to 2 kPa. Measurements during the rainy season suggested suctions of 1 to 10 kPa. Wolle and Hachich also estimated the influence of root strength on stability and concluded that the sliding soil must reach a width of at least 6 to 15 m before overcoming root reinforcement. In general, it seems that these landslides support Lumb's (1975) proposed hypothesis that landsliding is caused by the advance of a wetting front during intense and sustained rainfall.

### 4.2 Hong Kong

Lumb (1975) examined slope failures in Hong Kong and correlated their occurrence with rainfall intensity. He divided rainfall events into four categories:

- **Disastrous events** causing more than 50 recorded landslides in one day,
- **Severe events** causing 10 to 50 landslides in one day,
- **Minor events** causing fewer than 10 landslides, and
- **Isolated events** causing only a single slip.

Figure 19-11 shows these rainfall events plotted as the 24-hr rainfall versus the 15-day antecedent rainfall. Using rainfall data obtained from records of the Royal Observatory, Lumb identified bounds between different levels of event severity. Disastrous events occurred when the 24-hr rainfall exceeded 100 mm and the 15-day antecedent rainfall exceeded 350 mm. Severe events were triggered by rainfall of 100 mm/day following 200 mm of antecedent rainfall.

Lumb (1975) divided the Hong Kong landslides into three types. All three types are landslides that are generally less than 3 m deep and have a thickness-to-length ratio of less than 0.15. Type 1 landslides represent fill embankments constructed over residual soil; these move following heavy rainfall. Type 2 landslides occur in natural residual soil or colluvium, extend to or beyond the crest of the slope, and fail following heavy rainfall. The Type 2 failures generally occur in decomposed volcanics but move more slowly than the Type 1 saturated fills. Type 3 landslides occur within a cut face, do not extend beyond the crest of the slope, and often occur in areas of decomposed granite. Type 3 failures occasionally occur during dry periods when some other water source saturates the decomposed granite. Type 3 failures are smaller and much less destructive than either the Type 1 or Type 2 landslides. Lumb (1975) also described two much deeper landslides that differ from his three primary types. These last two moved more slowly and involved seepage patterns much more complex than simple vertical rainfall infiltration.
Brand (1985) further examined the landslide risk in Hong Kong using three distinct methods. He first reexamined the earlier correlations by Lumb (1975) using data collected from 46 automatic recording rain gauges distributed throughout Hong Kong and considered 1-hr rainfalls, 24-hr rainfalls, and antecedent rainfall for periods varying up to 30 days. In addition, he identified the precise time of landslide events by using the Fire Services Department reports of calls. Figure 19-12 shows average landslides per day and average casualties per day plotted versus maximum hourly rainfall. This plot shows a clear threshold of 70 mm/hour of rainfall to trigger multiple landslides with subsequent loss of life. Brand (1985) concluded that localized short-duration rainfalls caused the majority of landslides and that antecedent rainfall had little influence. He further concluded that in Hong Kong storm intensities greater than 70 mm/hour trigger landslides and that daily rainfalls of greater than 100 mm/day often indicate that a short intense rainfall has occurred during that day.

The third landslide prediction method investigated by Brand (1985) is based on semiempirical charts and requires detailed data on the height and angle of slopes. Figure 19-13 shows a semiempirical plot developed from a study of 177 slopes, including failed slopes (solid circles) and unfailed slopes (open circles). Solid lines portray the progression of Hong Kong’s design guidelines over the years. In 1950 slopes were cut at 75 degrees, or l(H):4(V), whereas in more recent guidelines the design slope angle depends upon slope height. This plot clearly shows that for cut slopes in residual soils, traditional stability analyses lead to flatter slopes than those recommended by existing semiempirical design practices.

Both Lumb (1975) and Brand (1985) provided detailed geotechnical information necessary to analyze the performance of individual slopes. However, as described earlier, limitations in predicting pore pressures at the point of incipient failure make these stability predictions uncertain. Figure 19-14 shows typical Hong Kong soil profiles overlying both granites and volcanics. The granites can decompose to depths greater than 30 m and the unweathered granite has joint spacings of 2 to 10 m. The water table typically is found near the upper surface of the unweathered rock; thus the full soil profile can be unsaturated. Only the
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**FIGURE 19-12**
Number of landslides causing casualties and number of casualties for period 1963–1983 in Hong Kong compared with maximum hourly rainfall (Lumb 1975).
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**FIGURE 19-13**
Relationship between height and slope angle for 177 Hong Kong cut slopes (Brand and Hudson 1982).
and laboratory tests on undisturbed specimens. Because the volcanics have a closer joint spacing, their average field-measured permeability was $1.5 \times 10^{-4}$ cm/sec, some two orders of magnitude greater than the average permeability value for these volcanic materials measured in the laboratory, which was $2.0 \times 10^{-6}$ cm/sec.

Brand (1985) analyzed six specific landslides for which field investigations determined the existing slope geometry and underlying soil profiles and laboratory testing determined the shear strength. Three cases (numbered 1 to 3) involved slopes that had not failed, but their calculated factors of safety ranged from 0.80 to 0.95. Three additional cases (numbered 4 to 6) involved slopes that had failed, but their calculated factors of safety ranged from 1.24 to 1.30. In the first three cases, Brand concluded that either the acting strengths or the suctions were larger than those used in the stability analyses. In Case 4 the actual weathered soil depth was greater than expected from the preliminary borings. In Case 5 sliding occurred along slickensided relict joints, and in Case 6 subvertical relict joints encouraged vertical seepage and influenced the observed failure mode. Therefore, in all these cases, the exploration either did not correctly determine the soil weathering profile or did not accurately identify soil strength properties or groundwater conditions.

### 4.3 North Carolina

The North Carolina Department of Transportation has experienced recurring landslides at their highway cuts. In 1987 and 1988 two landslides were investigated to better define the failure mode, the acting shear strength, and the pore pressures at the point of slope failure for use in future designs (Lambe and Riad 1991). These two landslides, known as the Balsam Gap landslide and the Boone landslide, were both slow-moving and required no immediate repair. Both landslides moved along shear surfaces just below the colluvium-saprolite interface. Piezometers installed at both sites measured zero or negative pore pressures acting on the shear surfaces.

Figure 19-15 shows a plan view of the Balsam Gap landslide and locates the borings made to take samples and install instrumentation. This 1.75(H):1(V) slope had been excavated north of US 23/74. The slope started moving in 1980 and
involved a failure volume of 15,000 m$^3$. Rainfall during the years from 1979 to 1988 averaged 1140 mm/year, but only monthly rainfall data were available from nearby rainfall recording stations. Figure 19-16 shows the cross section and soil profile that were determined from borings and a test pit. The test pit was excavated to examine the 5-mm-thick slickensided shear surface located just below the colluvium cover. The interface between the saprolite’s rocklike structure and the colluvium’s thoroughly mixed appearance was readily identified.

The residual soil overlaid coarse granitic gneiss bedrock. Figure 19-17 shows the soil profile based upon the Standard Penetration Test profile in Boring 4 and tests on tube samples taken from Borings 5 and 6. The colluvium was classified as a sandy clay (CL-ML), and the saprolite was classified as a silty sand (SM). Falling-head permeability tests performed on trimmed consolidation specimens measured an average permeability of $3 \times 10^{-4}$ cm/sec for the saprolite and a permeability of $2 \times 10^{-7}$ cm/sec for the colluvium. Therefore, the colluvium acted as a low-permeability cap over the saprolite. Drained direct-shear tests on the saprolite measured three envelopes of the type proposed by Skempton (1970). For the fully softened envelope, $\phi' = 27$ degrees and $c' = 19$ kPa. Analyzing non-circular failure surfaces, such as the one shown in Figure 19-16, resulted in the resistance envelopes in Figure 19-18. A resistance envelope portrays the average shear stress and average effective normal stress acting along a family of failure surfaces for an assumed pore-pressure distribution (Casagrande 1950). Lacking any measured pore pressures during heavy rainfall, resistance envelopes were calculated for three different pore-pressure levels:

- $\tau_u = 0.0$ was used to establish a lower bound,
- $\tau_u = 0.25$ was used to provide information on “average” conditions, and
- $\tau_u = 0.5$ was used to establish an upper bound.

These back analyses suggest that the failures may be explained by $\tau_u = 0.32$, with fully softened shear strength acting along the failure surface shown in Figure 19-16 and with an average effective normal stress along the failure surface of 48 kPa.

The weathering profile of the Boone landslide differed from the profile at Balsam Gap because a
FIGURE 19-16
Cross section of Balsam Gap landslide (Lambe and Riad 1991).
REPRINTED WITH PERMISSION OF AMERICAN SOCIETY OF CIVIL ENGINEERS

FIGURE 19-17
(below) Data from Balsam Gap landslide boring SI-4 (Lambe and Riad 1991).
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(Samples from borings 5 and 6)
more pervious colluvium covered the saprolite and the saprolite had weathered from a biotitic-granitic gneiss. The saprolite was classified as a silt and had an average permeability of $1 \times 10^{-5}$ cm/sec. Gravel- and cobble-sized particles prevented sampling of the colluvium, which appeared more pervious than the underlying saprolite. Vertical rainfall infiltration through the colluvium could have caused a perched water table on the saprolite. The shear surface was 300 mm thick and appeared as a wet seam at the top of the saprolite, in contrast to the clearly slickensided surface found at Balsam Gap. Back analyses suggested that failure occurred when $r_e$ reached 0.24 and the shear strength fell to the residual envelope with $\phi' = 29$ degrees and $c' = 2$ kPa. At failure, the average effective normal stress, $\sigma_{n,e}$, equaled 19 kPa.

For these two slow-moving landslides, the best information came from excavated test pits that intersected the failure surface from which block samples of the failure surface were obtained and trimmed so that the failure surface could be visually inspected and tested in the laboratory. Necessary safety precautions must be taken before entering such test pits, and temporary portable shoring, such as aluminum hydraulic shoring, should be used to hold the trenches open.
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1. INTRODUCTION

Physical and chemical weathering of bedrock produce disaggregated particles that accumulate on the land surface in the absence of erosional processes adequate to remove them. In locations with sufficient topographic relief, gravitational forces acting on these disaggregated particles cause them to move down the slopes and accumulate as distinctive deposits along the lower portions of slopes, in topographic depressions, and especially at the bases of cliffs. The terms colluvium or colluvial materials are used to refer to deposits that have been transported by gravitational forces.

The characteristics of colluvial materials vary according to the characteristics of the bedrock sources and the climate under which weathering and transport occur. Generally, colluvium is weakly stratified and consists of a heterogeneous mixture of soil and rock fragments ranging in size from clay particles to rocks a meter or more in diameter. These deposits are often only marginally stable. Because they are found along the lower portions of valley sides, such deposits frequently need to be partially excavated to allow passage of transportation facilities (Figure 20-1). The resulting cut slopes are commonly unstable and require constant monitoring and maintenance.

In humid tropical climates rapid chemical weathering promotes the formation of deep residual soils, or residuum. Creep of such soils on slopes may cause them to gradually take on the characteristics of colluvial materials. In cold climates colluvium is affected by the presence of permanently frozen ground, or permafrost. As discussed in Chapter 25, frozen ground conditions impede internal drainage and often lead to saturation of the surficial layers. Solifluction, the slow flowage of saturated surficial materials, produces characteristic lobate topographic patterns reflecting slope instability.

Instability of colluvial slopes in tropical conditions is discussed in Chapter 19, and Chapter 25 contains a discussion of such slopes in very cold climates. Information provided in this chapter
should be combined with that in Chapters 19 and 25 for a complete evaluation of these materials.

1.1 Definition of Colluvium

Bates and Jackson defined colluvium as follows:

A general term applied to any loose, heterogeneous, and incoherent mass of soil material and/or rock fragments deposited by rain wash, sheet wash, or slow continuous downslope creep, usually collecting at the base of gentle slopes or hillsides. (Bates and Jackson 1980, 125)

Typically, colluvium is a poorly sorted mixture of angular rock fragments and fine-grained materials. These deposits rarely are more than 8 to 10 m thick, and they usually are thinnest near the crest and thickest near the toe of each slope (Figure 20-2).

Colluvium may be the most ubiquitous surficial deposit. Costa and Baker (1981) estimated that colluvium covers more than 95 percent of the ground surface in humid temperate regions and from 85 to 90 percent of the ground surface in semiarid mountainous areas. At the base of slopes, colluvium interfingers with alluvial deposits and may actually constitute the major portion of these deposits.

1.2 Definition of Talus and Scree

Relatively rapid physical fragmentation of bedrock exposed on cliffs frequently produces large numbers of rock fragments ranging in size from small to very large. After falling from the cliff, these fragments accumulate at the base to form a wedge-shaped deposit (Figure 20-3). A number of terms are used to describe these deposits, talus and scree being the most common. The term talus is derived from the French word for a slope on the outside of a fortification; originally it referred to the landform rather than the material. More recently, talus has been used to describe the material itself and talus slope has been used to define the landform. Often the cliff is not perfectly straight but contains recesses or ravines that tend to funnel the rock fragments into a chute (Figure 20-4); these fragments form a conical pile called a talus cone (Figure 20-5). In many cases multiple chutes form overlapping cones, creating a complex intermixing of talus materials (Figure 20-6).

Some geologists use talus and scree interchangeably, but there is considerable confusion concerning the definition and use of both terms. Bates and Jackson defined talus as

rock fragments of any size or shape (usually coarse and angular) derived from and lying at the base of a cliff or very steep rocky slope. Also, the outward sloping and accumulated heap or mass of such loose broken rock, considered as a unit, and formed chiefly by gravitational falling, rolling, or sliding. (Bates and Jackson 1980, 638)

According to Bates and Jackson, scree is defined as follows:

A term commonly used in Great Britain as a loose equivalent of talus in each of its senses: broken rock fragments; a heap of such frag-
Talus fragments can range in size to include huge boulders tens of meters across; however, a lower size limit has not been well defined. Typically, large fragments are found near the toe of the deposit and smaller particles are found near the top because the greater momentum and larger radius of the bigger particles permit them to travel further (Figures 20-3 and 20-4). The maximum angle of slope that can be held by a loose pile of rock fragments, regardless of their size, is termed the angle of repose. Talus slopes composed of frag-
ments of varying sizes typically exhibit angles of repose that are rarely less than 34 degrees or greater than 37 degrees (Strahler 1971, 583). The angles of most talus slopes appear relatively uniform from top to bottom (Figure 20-3). However, several authors suggest that these slopes may be slightly concave, with steeper angles on the highest portions.

1.3 Terms Used in This Chapter

In this chapter the terms colluvium or colluvial deposits will be considered the most generic for all deposits created by the accumulation of disaggregated particles largely by gravitational forces. For such deposits composed of predominantly coarse rocky fragments, the term talus will generally be used to refer to both the landform and the material, and the term talus slope will be used only when it is necessary to distinguish between the landform and the material. The term scree will not be used.

2. SLOPE INSTABILITY IN COLLUVIUM

Given the ubiquitous nature of colluvium and its distribution within many hilly or mountainous areas, it should not be surprising that the instability of colluvial slopes has resulted in major economic losses and on some occasions the loss of human life (Costa and Baker 1981).

The most common class of landslides in colluvium involves two distinct components of movement: an initial shallow rotational or translational slide followed by flowage of the disturbed mass (Ellen and Fleming 1987; Ellen 1988). This failure mode results in a relatively small circular scar at the location of the initial slide, a long narrow track leading directly down the hillside formed by the flowage of the liquefied soil and debris, and a zone of deposition in the minor drainage channel at the base of the slope (Figure 20-7). Numerous individual such slides provide large volumes of debris that clog stream channels. Liquefaction of this material causes it to remobilize and produce large and rapidly moving debris flows that destroy lives and property downstream.

Various terms have been used for such landslides in the past, including debris avalanche (Sharpe 1938), soil slip/debris flow (Campbell 1975), flow slide (Hutchinson 1968), soil avalanche (Wentworth 1943; Keefer 1984), and disintegrating soil slip (Kesseli 1943). In this chapter these landslides will be referred to as debris flows to conform with the terminology developed in Chapter 3. However, it should be noted that in these landslides both sliding and flowing are critical to the process. Sliding determines the timing and location of the initiation of the movement, whereas flowing determines movement path and rate. A more complete term for these landslides would be soil slide–debris flow; however, the simpler term debris flow will be used except in cases where a distinction between slide and flow is useful.

Debris flows involving colluvium may move with velocities exceeding 3 m/sec, and their composition will reflect not only the colluvium materials, which may range from fine-grained soils to coarse-grained debris, but also abundant coarse organic materials (such as trees) and materials from within and adjacent to stream channels (including buildings and automobiles). Accordingly, debris flows may include movements that others have termed mudflows, debris avalanches, or debris torrents (Sharpe 1938; Swanston and Swanson 1976; Varnes 1978). This simplification appears justified because all these processes are similar (Costa 1984; Ellen and Wieczorek 1988, 4).

Much colluvium in midlatitude regions originated during Pleistocene glacial periods when a mantle of rubble was formed by vigorous frost action on bedrock exposed beyond the ice-sheet margins. In areas subjected to glaciation, colluvial deposits overlie, and thus are younger than, glacial deposits. In investigations of slope stability in midlatitude regions, it must be recognized that many of these colluvial deposits formed under different climate regimes. Since their physical properties reflect
both their age and their origin, their stability may be marginal under current climate conditions.

Sidle et al. (1985) identified five natural factors that have the greatest influence on the stability of colluvial slopes:

1. Soil properties, especially the hydrologic and mineralogic conditions that affect engineering soil behavior and strength properties of the colluvium;
2. Geomorphology, including the geologic and tectonic setting, slope gradient, and shape;
3. Hydrology, especially soil water recharge and effective evapotranspiration rates that reflect local climate and vegetation conditions;
4. Vegetative cover, including the reinforcing effect of root systems and the loss of such strength when roots deteriorate following timber harvesting or fire; and
5. Seismicity, especially the potential for liquefaction of marginally stable soils on steep slopes.

These natural factors are important on all slopes, but they must be evaluated in special ways when slopes are formed with colluvial materials. Section 2.3 contains a discussion of commonly found characteristics of colluvial deposits that must be considered when field investigations are conducted or strength properties are assigned for stability calculations. Geomorphic factors, especially the importance of topographic hollows in many situations, are evaluated in Section 2.4. Hydrology and the importance of vegetative cover to the stability of colluvial slopes are discussed in Sections 2.5 and 2.6, and the frequently overlooked effects of fire on the strength and erosion resistance of colluvium are discussed in Section 2.7. Seismic shaking frequently results in widespread failures of colluvial slopes, but since this topic is addressed in Chapter 4, only a brief discussion is included in Section 2.8 of this chapter.

2.1 Studies of Landslides in Colluvium

Before the 1960s, the importance of landslides in colluvium was largely ignored except by researchers in southern California (Eaton 1935; Sharpe 1938; Kesseli 1943). Several collections of technical reports now exist that address colluvial landslides from several aspects and at various levels of detail. The Geological Society of America has published three major collections of studies of colluvial landslides (Coates 1977; Costa and Wieczorek 1987; Schultz and Jibson 1989). Books by Sidle et al. (1985) and Anderson and Richards (1987) also contain considerable information about such landslides as well as examples of landslides that do not involve colluvium. Numerous references will be made to these publications in the subsequent discussion.

Japanese researchers have also conducted detailed evaluations of the landslide danger on colluvial slopes (Sassa 1984; Sassa et al. 1981; Takahashi 1978). Reviews and assessments of these Japanese studies were provided by Chen (1987) and Okunishi and Okimura (1987).

Unusually large rainstorms have triggered catastrophic landslide events in colluvium at several locations around the world. These events led to considerable economic damage and loss of life. They were thus studied in some detail to determine their underlying causes in the hope that this information would prove useful in preventing future disasters. These studies form the basis for much of the current knowledge and theories concerning landslide processes involving colluvium.

Jones (1973) was the first to emphasize the potential severity of colluvial landslides in areas beyond southern California. He reported on the tens of thousands of landslides that occurred along the Serra das Araras escarpment in Brazil following a severe storm on January 22–23, 1967. Debris flows developed on valley sideslopes in colluvial and residual soils several meters thick overlying the crystalline bedrock. The steep vegetation-covered slopes were nearly denuded as soil and rock debris flowed into local valleys. Once deposited in the valleys, the materials became remobilized and formed huge debris flows that caused severe damage to roads and a major power plant and killed more than 1,700 people (Jones 1973; Costa and Baker 1981). Very similar thin landslides and debris flows were observed in saturated residual soils in southwestern Colombia (Figure 20-8). In this case, however, the landslides were triggered by earthquake shaking rather than intense rainfall.

In August 1969, Hurricane Camille caused severe damage in the Blue Ridge Mountains region of Virginia (Williams and Guy 1973). Thick colluvium and weathered bedrock were destabilized by a 24-hr precipitation that exceeded 600 mm, and debris flows surged rapidly down heavily
2.2 Description and Mechanics of Colluvial Landslide Processes

Several workers have noted that the initiation and style of movement of landslides on colluvial slopes reflect the thickness of the colluvium (Ellen and Flemming 1987; Fleming and Johnson 1994). Landslides involving thick colluvium are usually relatively slow-moving rotational slides that rarely exhibit subsequent disaggregation and flowage. In contrast, landslides on slopes mantled with thin colluvium exhibit an initial translational sliding failure and a subsequent disaggregation of this sliding mass to form a debris flow. This soil slide debris flow movement is the most commonly observed failure mode involving colluvial slopes. The mechanism causing the mobilization and flowage of the sliding mass has been the subject of considerable investigation and debate (Johnson and Rahn 1970; Morton and Campbell 1974; Campbell 1975; DeBano 1980; Wells 1987) as well as in Scotland, New South Wales, and Oregon (Fairbairn 1967; Brown 1972; Mersereau and Dymness 1972; Bennett 1982).

Howard et al. (1988) defined the transformation of an initially rigid sliding soil mass into a debris flow as consisting of five stages (Figure 20-10). The first stage [Figure 20-10(a)] occurs as the colluvium slides along, or just above, the soil-bedrock contact. The sliding process is controlled by tension cracks in the colluvium and by high pore-water pressures caused by a permeability contrast between soil and bedrock. With continued movement, the second stage [Figure 20-10(b)] evolves as internal shearing causes a reduction in strength...
Five stages in transformation of soil slide into debris flow. 

(a) Rigid landslide fails along soil-bedrock contact; individual blocks may detach at tension cracks.

(b) Internal shearing causes sudden loss of strength; landslide blocks begin to deform plastically.

(c) Blocks disaggregate and begin to flow onto original ground surface. Debris flow accelerates, possibly to avalanche speed, stripping and incorporating vegetation and soil as it moves downslope. Arrival times of separate surges may vary; one surge may override another as debris flow descends. 

(d) Decrease in slope gradient at base of hillside initiates deposition of debris flow onto broad fan.

Ellen and Fleming (1987) and Ellen (1988) reported on investigations of the numerous colluvial landslides that occurred in the San Francisco Bay Area following a severe storm in January 1982. These investigations combined field observations with laboratory testing of soil samples to produce a better understanding of the mechanisms controlling landslides in colluvium.

Field observations confirmed that the most common form of landsliding was a combination soil slide–debris flow. The initial failure produced a shallow, relatively small landslide scar caused by translational sliding of the colluvium over the bedrock.
Most of these initial soil slides mobilized completely to form debris flows that drained the scars, leaving them empty of failed material. The debris flows ran rapidly downhill in relatively narrow tracks. However, in some cases the mobilization of the sliding material was less complete. Such partially mobilized flows left dislocated masses of materials in the initial landslide scar and carried intact blocks of material down the slope within the debris flow. Reliable eyewitness reports suggested that rates of mobilization varied from just a few seconds to more than 24 hr (Ellen and Fleming 1987).

Ellen and Fleming wished to identify reasons for such differences in degree and speed of mobilization and flow of the initial soil slide materials. Previous studies (Rodine 1974; Pierson 1981) suggested that some clay in the colluvium is necessary to sustain flow. However, Ellen and Fleming suspected that there must be an upper limit to the amount of clay. They suggested that increased clay content adds cohesive strength to soils, which impedes remolding and also reduces permeability. Ellen and Fleming considered reduced permeability as critical because most soils having normal densities dilate when subjected to shearing and must then take up additional water to continue flowing. Reduced permeability would interfere with the rapid intake of water.

In the Ellen and Fleming study, the clay contents of 50 soil samples ranged from about 3 to 35 percent; however, 98 percent of the samples had clay contents greater than 8 percent. When samples obtained from very slow-moving debris flows in cut slopes or old landslides were removed from consideration, the largest clay content was 25 percent. Ellen and Fleming concluded that the range in clay contents, from 8 to 25 percent, was still so broad that clay content by itself was inadequate to define colluvial slopes that might be susceptible to landsliding. They looked for some additional quantitative measures that might help define this susceptibility.

Rodine (1974) and Johnson (1984) proposed a mobility index (MI) defined as

\[
MI = \frac{\text{Saturated water content of in-place soil}}{\text{Water content required for that soil to flow}}
\]  

(20.1)

Although it is obvious that flow is most apt to occur when \(MI \geq 1.0\), they demonstrated that it can take place when \(MI\) is as low as 0.85. However, the determination of \(MI\) required soils testing to obtain a value for the denominator, the water content required for the soil to flow. This appeared inconvenient to Ellen and Fleming, and they proposed an approximate mobility index (AMI) defined as

\[
\text{AMI} = \frac{\text{Saturated water content of in-place soil}}{\text{Liquid limit}}
\]  

(20.2)

Ellen and Fleming (1987) justified this change on practical grounds. Qualitatively, the liquid limit represents a water content at which soils exhibit marginally fluid behavior at near-surface conditions. Quantitatively, the liquid limit corresponds to a shear strength of about 2 kPa, and if this shear-strength value is used in the equation describing shear flow proposed by Johnson (1970), flow is predicted for colluvium slabs thicker than about 20 cm on slopes of 30 degrees for typical soil materials having saturated unit weights of 20 kN/m\(^3\) (Ellen and Fleming 1987, 34). Since this critical thickness value of 20 cm was considerably less than the 1-m thicknesses typically observed in the San Francisco Bay Area, Ellen and Fleming believed that this validated the AMI concept.

Ellen and Fleming suggested that the observed differences in degree and rates of mobilization could be explained by differences in soil structure or fabric. Soils that have a relatively flocculated or loose fabric will collapse when subjected to even small shear movements. Under wet conditions, the collapse leads to a rapid liquefaction due to increased pore pressure. Collapsible soils having low permeability are especially susceptible, since rapid drainage of the excess water is unlikely. In contrast, relatively dense colluvial soils dilate when subjected to shear. The increased volume requires water to be drawn into the soil mass in order for flowage to continue. This water inflow requires time, especially if the soil has a relatively low permeability.

From the foregoing considerations, Ellen and Fleming (1987) concluded that loose, contractive colluvium with relatively low permeability is the most likely source of rapidly mobilized debris flows. These soils have void ratios greater than those at the liquid limit and hence when saturated have AMI values greater than 1.0. Liquefaction is almost instantaneous, occurring after strains as small as 1 percent, and the debris flows empty the initial landslide scars and flow rapidly downslope.
forming debris deposits with smooth surfaces. In contrast, dilative, denser colluvium is less likely to mobilize rapidly. Shear deformation along the base of the sliding mass is usually inadequate to remobilize the entire soil mass. Selective mobilization along the flanks and margins is possible, creating blocks within the mass. Cracks may channel water to selected areas, further encouraging selective remobilization. At the toe of the sliding slab, liquefaction may result from the greater volume of available water coupled with greater strains and remodeling caused by oversteepening and bending as the slab moves out of the scar (Figure 20-11). Consequently, dilative, denser colluvial deposits produce slower-moving debris flows containing lumps or blocks of undeformed material. In some cases these denser colluvial soils produce more slablike, broader landslide areas (Figure 20-12).

2.3 Characteristics of Colluvium Affecting Slope Stability

Colluvium is formed by the movement and deposition of particles by gravity, although water and wind are sometimes secondary transportation agents. Colluvium may accumulate one small grain at a time or as a result of large catastrophic movement of materials, especially debris flows. In rugged terrain, colluvium can be merged and interlayered with alluvium in debris fans and cones associated with minor drainages. The aprons or wedges of colluvium may be modified over time by deposition, flooding, and dissection of stream channels and by internal composition changes resulting from weathering. Within any given colluvial deposit, particle gradation and density vary with depth and in irregular patterns across the extent of the deposit.

Colluvium frequently contains stratigraphic horizons that represent changes in deposition rates. For example, long periods of inactivity may allow the development of organic soil horizons that are then covered during periods of intense deposition. These horizons can be observed in excavations but are difficult to discern by conventional drilling methods.

Colluvium formed in arid regions often results from a combination of gravity-driven grain-by-grain downslope movements with debris-flow materials rapidly deposited from rare flash floods. These floods are of short duration and lose their moisture rapidly by evaporation and infiltration. The resulting deposits often exhibit a very flocculated or loose soil structure that is stable only as long as it remains dry. Wetting of these soils, such as may be caused by diversion of water from a paved highway surface, will cause the flocculated structure to collapse to a much smaller volume. This collapse may further lead to temporary liquefaction of the soils and their rapid erosion by flowage. These arid colluvial soils are said to be subject to hydrocompaction. Hydrocompaction may lower the ground surface by as much as 1 m (Figure 20-13).

Hydrocompaction is obviously damaging to transportation facilities. Its potential can be readily determined by evaluating in situ soil densities. Stabilization can be achieved by saturating the materials before construction, but a considerable period of time may be required for complete saturation and compaction. Also, stabilization requires large volumes of water, which may not be available in arid regions where hydrocompaction risk is most frequent. Even after compaction is achieved, these soils remain highly erodible, so careful design of culverts and water collection and dispersal systems is necessary.

Shales and other soft rocks generally produce fine-grained colluvium, often containing significant proportions of clay. The slow downslope creep of colluvium results in a progressive alignment of mineral grains and the creation of numerous microscopic shear surfaces. These surfaces greatly reduce the normally expected shear strength of colluvial materials, and yet the surfaces are hard to identify or retain in samples. Fleming and Johnson reported on their examination of colluvial landslide materials from the Cincinnati, Ohio, area:

---

**Figure 20-11**
Schematic downslope cross section of soil slide—debris flow as it leaves scar, showing zones of dilation d and contraction c in slab as it passes over lip. Position of neutral fiber depends on soil behavior (modified from Ellen 1988, Figure 6.30).
The failure surfaces are paper thin, highly polished, and striated. At all scales of observation, roughness is evident on the surfaces. At a scale of a few micrometers, the surfaces have small steps between shiny surfaces that appear to be analogous to chatter marks on rocks in fault zones. At a larger scale, the surfaces are scratched by fossil fragments and sand-size grains in the colluvium. At a still larger scale, the surfaces bifurcate around rock fragments, and multiple surfaces occur where the shape of the failure surface is changing. (Fleming and Johnson 1994, B-1)

Fleming and Johnson (1994) differentiated between landslides that occurred in thin colluvium (less than about 2 m thick) and those that occurred in thicker colluvium. They noted that the thick-colluvium landslides moved relatively slowly, perhaps only a few centimeters a year, and exhibited multiple overlapping scars at their heads, multiple toe bulges downslope, and indis-
tinct flanks. In contrast, the landslides in the thin colluvium moved more rapidly, typically exhibited a "stick-slip" behavior in which they accelerated after initial movement, and often moved completely out of their initial failure scars. These landslides had well-defined flanks, multiple head scarp, and a single toe.

Fleming and Johnson conducted laboratory tests on soil samples collected near the failure zones. Strength values varied according to the way the samples were collected and tested. Minimum strength values were obtained from a ring-shear device using samples that had had coarse fractions removed. These estimates of residual shear strength values matched values obtained by back calculation of stability for the thick-colluvium landslides. The measured, laboratory-derived shear-strength values appeared insufficient to support the colluvium on the thin-colluvium slopes. Fleming and Johnson suggested that additional strength provided by tree roots, roughness of the failure surface, or a small residual cohesion might explain the discrepancy between the apparent strength and the slope stability.

2.4 Geomorphic Factors

A uniform thickness of colluvium is rarely present on any slope, and thicker deposits may effectively mask minor hollows in the underlying bedrock surface (Figure 20-14). The presence of such hollows may materially affect the stability of a colluvium-covered slope (Dietrich et al. 1986). Hack and Goodlett (1960) proposed that slopes be divided geomorphically into hollows, noses, and side slopes. Hollows are "any area on the slope in which the contours are concave outward away from the ridge" and they "generally occur in the valley axis at the stream head as a sort of extension of the channel" (Hack 1965, 20). Noses are areas "on the interfluve in which the slopes are convex outward toward the valley" (Hack 1965, 21), and side slopes are areas with straight contours located between noses and either hollows or channels.

The importance of hollows as locations susceptible to the initiation of colluvial landsliding varies, both locally and between regions, because of complex interactions and small variations in geologic, topographic, and climate factors. Hollows frequently appear to be important sources of debris flows. However, their importance as initiators of shallow colluvial landslides is more variable.

Hack and Goodlett (1960) first noted that hollows appeared to be an important factor in initiating debris flows in the Appalachian Mountains of Virginia. Their observations were subsequently confirmed by others (Woodruff 1971; Williams and Guy 1973; Lessing et al. 1976; Bogucki 1977; Pomeroy 1981, 1984). The importance of hollows was also revealed by studies in other regions: in coastal Alaska (Swanston 1967, 1969), British Columbia (O'Loughlin 1972), and the Oregon Coast Range (Pierson 1977; Dietrich and Dunne 1978; Swanson et al. 1981; Swanson and Roach 1985). Studies conducted in the San Francisco Bay Area following the damaging storm of January 1982 focused on hollows as a source of debris (Smith and Hart 1982; Reneau and Dietrich 1987; Ellen and Wieczorek 1988; Smith 1988).

In general, it appears that hollows are most important in areas where hill slopes are underlain by fairly massive bedrock and there is a regular dissection of the topography into minor drainages, and hollows are less important where the bedrock is variable and the topography is less regular. Along the Oregon coast, where the bedrock is composed of volcanic rocks including lava flows, tuffs, and breccias, Marion (1981) reported that side slopes were more important sites of landslide initiation than hollows. Jacobson (1985) reported that shallow landslides tended to initiate on benches on side...
Landslides: Investigation and Mitigation

Slopes formed of stratified sandstone and shale and not along hollow axes. Pomeroy (1981, 1984) reported that in areas of Pennsylvania where sandstone and shale are interbedded, the topography lacks a regular division into noses and hollows, and in these regions hollows are not important factors in initiating landslides. However, in nearby regions where steeper slopes are underlain by more sandstone and less shale, hollows appear to be the most important source of landslides.

In the San Francisco region, about two-thirds of the shallow colluvial landslides are initiated in hollows (Smith and Hart 1982; Reneau and Dietrich 1987; Smith 1988). This finding suggests that the mapping and identification of hollows be given priority in producing landslide hazard maps for this region. Hollows act not only as sources of landslides but also as conduits for debris flows that frequently result from the initial landsliding. Landslide hazard and susceptibility mapping procedures based on analysis of drainage patterns have been implemented (Hollingsworth and Kovacs 1981; Baldwin et al. 1987; Smith 1988).

2.5 Hydrology

Intense rainfall is cited as the most common triggering mechanism for landslides involving colluvium (Jones 1973; Campbell 1975; Fukuoka 1980; Brand et al. 1984; Cannon and Ellen 1985; Church and Miles 1987; Neary and Smith 1987; Wieczorek 1987). Much work has been done to relate debris-flow occurrences to rainfall intensity and duration (Campbell 1975; Mark and Newman 1988; Cannon 1988; Cannon and Ellen 1988; Wieczorek and Sarmiento 1988). Campbell (1975) suggested that at least 267 mm of rainfall is necessary in southern California after a dry season to bring the soils to field capacity, the water content at which water drains from the soil at the same rate as it is added. Campbell further demonstrated that a rainfall intensity of 5 to 6 mm/hr is necessary to trigger debris flows once field capacity has been achieved.

Kesseli (1943) postulated that slope failure of colluvium occurs when rainfall intensity is great enough to cause water to percolate into the colluvium at a rate that exceeds the rate at which the water can percolate into bedrock (Figure 20-15). This condition forms a temporary perched water table in the colluvium, and a downslope seepage force develops within the soil mass. Excess pore

![Diagram](a) Impermeable clayey materials in bedrock and soil mantle

(b) Permeable granular soil mantle

(c) Clayey sheared bedrock; orientation indicates direction of shear foliation

(Explain the diagram showing impermeable clayey materials in bedrock and soil mantle, permeable granular soil mantle, clayey sheared bedrock with shear foliation, and relatively permeable, fractured, resistant rock, typically sandstone or greenstone.)

FIGURE 20-14
Schematic downslope cross sections of hillsides in (a) hard, (b) intermediate, and (c) soft bedrock terrain, showing how hollows may mask bedrock irregularities (Ellen et al. 1988, Figure 7.5).
pressures develop, the soil becomes buoyant, and the resisting forces are decreased. This Kesseli model has been adopted by Campbell (1975) and many other workers to explain the initiation of soil sliding in colluvium, the most commonly observed initial failure mechanism.

Water can be concentrated at certain locations within a colluvial slope by various means. Topographic effects, especially the presence of hollows, are discussed in Section 2.4. Ellen (1988) noted that the flow of water within the colluvium may be concentrated by several other factors: the shape of the bedrock surface, breaks in the slope, differences in permeability within both the colluvium and the bedrock, and human-induced modifications to the slope. This last factor includes many of the modifications resulting from the construction of transportation facilities, such as cut-slope geometries and installation of ditches and culverts that modify the patterns of surface flow and concentrate flows at specific locations. Designers of transportation facilities that cross colluvium must carefully consider the possible effects of the proposed drainage collection and discharge systems on the future stability of these slopes.

The relationship between groundwater conditions within the bedrock and initiation of colluvial landslides has also been noted (Ellen 1988; Ellen et al. 1988). Permeability contrasts within the bedrock may result in artesian conditions. Seepage of water from bedrock into the colluvium is more likely where the bedrock has layers with strong permeability contrasts that dip out of the slope. Seepage rates within bedrock aquifers are usually quite low, but Ellen (1988) stated that at least some of the bedrock seepage that affected initial soil slides in the San Francisco Bay Area appeared to have been fed by storm rainfall.

2.6 Vegetation

Plant root systems may increase slope stability for colluvial materials on steep slopes, and the nearly
total removal of forest cover by clearcutting may cause increased slope instability. Nevertheless, vegetation growing on a slope was traditionally considered to have a negligible effect on slope stability and was ignored in slope stability computations (Greenway 1987). However, studies in the mountainous forested regions of the United States, Canada, Japan, and New Zealand have shown that neglecting the effects of vegetation on steep slopes mantled with relatively thin colluvial soils can yield stability estimates that are considerably in error. Still, vegetation-slope interactions are complex, and this complexity has hampered attempts to quantify such interactions in slope-stability analyses (Greenway 1987).

The importance of roots for the stability of shallow colluvial soils on steep slopes and the effects of forest removal have been documented for western North America (Swanston 1970; O’Loughlin 1974b; Ziemer and Swanston 1977; Burroughs and Thomas 1977; Wu et al. 1979; Gray and Megahan 1981; Sidle and Swanston 1982). Similar studies have been conducted in Japan (Endo and Tsuruta 1969; Kitamura and Namba 1976; Nakano 1971) and in New Zealand (O’Loughlin 1974a; O’Loughlin and Pearce 1976; O’Loughlin et al. 1982; Selby 1982). Recent studies have reported on the role of roots in slope stability of colluvial soils in the Cincinnati, Ohio, area (Riestenberg 1994).

Generally, it is claimed that root systems contribute to soil strength by providing an additional cohesion component, referred to as $\Delta C$. Available data, including the data presented in Table 20-1 from studies in New Zealand, suggest that roots increase the cohesion but do not influence the angle of internal friction (Sidle et al. 1985). Bishop and Stevens (1964) identified a fourfold or fivefold increase in the number of shallow landslides on steep hillsides in southeastern Alaska within 10 years of clearcutting. They suggested that the increase was at least partially attributable to root deterioration.

Some studies have attempted to quantify the strength of soil-root systems. Large metal shear boxes of various sizes and designs have been used in field tests to shear undisturbed blocks of soil containing roots (Endo and Tsuruta 1969; O’Loughlin 1974, 1974b; Waldron and Dakessian 1981; O’Loughlin et al. 1982; Waldron et al. 1983). These tests demonstrated that the majority of the roots that broke failed in tension rather than by shear. This finding confirms many observations of actual landslides in which failed roots were reported around colluvial landslide scars. Estimates of the magnitude of $\Delta C$ provided by roots have been made by several investigators using different methods. These estimates are summarized in Table 20-2.

Sidle et al. (1985) concluded that roots influence soil strength and increase colluvial slope stability in three ways:

1. They bind unstable soil mantles to stable subsoils or substrata. This effect is most pronounced when a potential failure zone exists within the rooting zone.
2. They form a dense interwoven network in the upper 30 to 50 cm of soil, and this network provides lateral membrane strength that tends to reinforce the shallow soil mass and hold it in place.
3. Roots of individual trees may provide deeper anchors, stabilizing soil arches that extend across the slope (Figure 20-16). The trees act as buttresses or pile anchors. It may be possible to apply soil-arching restraint theory to determine a critical spacing of trees that maximizes the stabilization of a colluvial slope.

Vegetation may also lead to slope instability. Keller (1979, 117-118) reported that shallow soil slips are especially common in southern California on steep cut slopes covered with ice plant (Carpobrotus edulis). The stems of this

<table>
<thead>
<tr>
<th>SHEAR-STRENGTH PARAMETER</th>
<th>INTACT FOREST WITH COMPETENT ROOTS</th>
<th>CLEARCUT AREA WITHOUT COMPETENT ROOTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apparent cohesion (kPa)</td>
<td>6.6</td>
<td>3.3</td>
</tr>
<tr>
<td>Internal friction angle (degrees)</td>
<td>36</td>
<td>36</td>
</tr>
</tbody>
</table>
Table 20-2
Results of Studies of Root Strength Factor ΔC (Sidle et al. 1985)

<table>
<thead>
<tr>
<th>INFORMATION SOURCE</th>
<th>SOIL-VEGETATION SITUATION</th>
<th>ΔC (kPa)</th>
<th>METHOD USED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swanston (1970)</td>
<td>Mountain till soils under conifers in Alaska</td>
<td>3.4-4.4</td>
<td>Back calculations</td>
</tr>
<tr>
<td>O'Loughlin (1974a)</td>
<td>Mountain till soils under conifers in British Columbia</td>
<td>1.0-3.0</td>
<td>Back calculations</td>
</tr>
<tr>
<td>Endo and Tsuruta (1969)</td>
<td>Cultivated loam soils (nursery) under Alder</td>
<td>2.0-12.0</td>
<td>Direct shear tests</td>
</tr>
<tr>
<td>Wu et al. (1979)</td>
<td>Mountain hill soils under conifers in Alaska</td>
<td>5.9</td>
<td>Tensile root-strength equations</td>
</tr>
<tr>
<td>Waldron and Dakessian (1981)</td>
<td>Clay loams in small containers growing pine seedlings</td>
<td>5.0</td>
<td>Direct shear tests</td>
</tr>
<tr>
<td>O'Loughlin et al. (1982)</td>
<td>Shallow stony loam hill soils under mixed evergreen forests, New Zealand</td>
<td>3.3</td>
<td>Direct shear tests</td>
</tr>
<tr>
<td>Gray and Megahan (1981)</td>
<td>Sandy loam soils under conifers in Idaho</td>
<td>10.3</td>
<td>Tensile root-strength equations</td>
</tr>
<tr>
<td>Burroughs and Thomas (1977)</td>
<td>Mountain and hill soils under conifers in west Oregon and Idaho</td>
<td>3.10-17.5</td>
<td>Root density information</td>
</tr>
<tr>
<td>Sidle and Swanston (1982)</td>
<td>Stony mountain soil under conifers and brush</td>
<td>2.2</td>
<td>Back calculations</td>
</tr>
<tr>
<td>Waldron et al. (1983)</td>
<td>Clay loam over gravel in large columns growing 5-year pine seedlings</td>
<td>8.9-10.8</td>
<td>Direct shear tests</td>
</tr>
<tr>
<td>Waldron et al. (1983)</td>
<td>Clay loam in large columns growing 5-year pine seedlings</td>
<td>9.9-11.8</td>
<td>Direct shear tests</td>
</tr>
</tbody>
</table>

Creeping, low succulent plant contain sacs or beads that are swollen with water (Spellenberg 1979, 318). During wet winter months, the shallow-rooted ice plant absorbs great quantities of water into their vascular systems, adding considerable weight and increasing downslope driving forces. Failures commonly result in a shallow translational slide of several centimeters of soil and roots that extends a considerable distance across the face of the slope.

Other investigations also suggest that the type of vegetation covering a slope may affect slope stability. Studies in southern California by Campbell (1975) reported that soil slips were three to five times more frequent on grass-covered slopes than on chaparral-covered slopes. On grass-covered slopes, the landslides were shorter and wider and the failures began where there were lower slope angles than on chaparral-covered slopes composed of similar soils. However, the complete removal of vegetation, especially the effects of removal of vegetation by fire (discussed in the following section), suggests that vegetation generally has a positive effect on the stability of colluvial slopes.
2.7 Fire

Increased instability of colluvial slopes has been observed following naturally occurring or human-induced fires. Wildfires are a common occurrence in many ecosystems; for example, Hanes (1977) estimated that the chaparral vegetation of southern California burns every 10 to 40 years. Human-induced fires are a widely used component of land management practices in many parts of the world. Fire is used to clear vegetation before development, to burn residues after cropping or timber harvesting, to aid in the establishment or maintenance of preferred vegetation species, and to reduce wildfire hazard by controlled, prescribed burning. As a consequence, fire is a fairly common occurrence at many landslide sites.

Many soils exhibit water-repellent properties after burning. On a typical burned slope, the superficial soil is loosely compacted and easily wettable. However, a few millimeters below the surface, a layer of soil forms that is water repellent, or hydrophobic (Figure 20-17). This water repellency is created when waxy organic molecules formed by the burning of vegetative litter in and on the soil surface are driven down into the soil, where they coat individual soil particles. The waxy organic coating resists penetration by water and forms a barrier to infiltration of the water into the regolith below (DeBano 1980). DeBano et al. (1967) indicated that water repellency in soil develops at a temperature of about 200°C and increases to a maximum at about 370°C. At higher temperatures the water repellency is destroyed, so the existence, thickness, and continuity of a water-repellent layer within the colluvium depend on the intensity and duration of the fire.

The most widely documented cases of increased landsliding following fires are based on studies conducted in the Los Angeles region of southern California (Wells 1987). The mediterranean climate there with its warm, dry summers and winter rainy season causes the peak fire season to immediately precede a period of increased precipitation. Early rains fall on barren, freshly burned slopes. These effects were first reported by Eaton (1935), who correctly identified the flooding responses as debris flows. From Eaton’s descriptions, it is clear that the phenomenon was recognized and understood by those working in the Los Angeles area but not by those in other regions (Wells 1987).

The problem of slope instability after fires and subsequent flooding by debris flows is not confined to southern California. Brown (1972) reported debris flows and increased sedimentation rates from freshly burned watersheds in Australia. Increased landsliding was observed in Scotland where hill heathland was burned to prevent tree regeneration (Fairbairn 1967). Mersereau and Dymess (1972) and Bennett (1982) reported the effects on slope instability of slash burning following clearcut timber harvesting in the Cascade Mountains and Coast Range of western Oregon. Cannon et al. (1995) provided a detailed evaluation of postfire debris flows that inundated a 3-mi stretch of Interstate-70 west of Glenwood Springs, Colorado. Following a period of extremely intense rainfall, debris flows originated in areas near the highway that had been subjected to an intense fire in July 1994 that burned more than 800 ha. These debris flows engulfed more than 30 vehicles and their drivers, pushing several into the adjacent Colorado River, and at one location formed an alluvial fan deposit within the river channel (Figure 20-18). Fortunately, no deaths and only a few minor injuries resulted. However, this major highway, which carries about 15,000 vehicles a day, was completely closed for more than 16 hr before emergency cleanup crews succeeded in opening one lane in each direction to traffic.

In colluvium the relationship between fire and landsliding is complex. Decreased infiltration capacity due to the development of a water-repellent zone generally occurs at moderately to severely burned sites. The decreased infiltration capacity has...
two opposing effects on slope instability: a possible decrease in landsliding due to reduced moisture within the colluvium and a possible increase in sheet erosion and shallow landsliding due to saturation and erosion of the surface layers. In southern California, Rice (1977) observed an initial decrease in landsliding immediately following a fire and peak landslide activity about 2 to 3 years later. This increased slope instability was explained as a result of decomposition of former root systems and development of root systems by new vegetation that opened passages through the water-repellent layers, allowing increased infiltration into the colluvium.

Greatly accelerated rates of surface erosion by both wet and dry processes have been observed during the days and weeks following a fire (Wells 1987). During and immediately following a fire, significant amounts of hillslope debris are delivered to minor stream channels by a process called dry ravel. This process involves downslope movement by gravitational forces of individual soil grains, aggregates of grains, and coarser fragments. It is particularly active on steeper slopes (those more than 30 degrees) and in dry, noncohesive soils such as those derived from granites, pumice, and certain sandy sedimentary rocks (Sidle 1980).

The cause of dry ravel has been related to lower bulk densities of nonwettable materials, leading to decreased angles of internal friction. Thus, materials that were at or near their natural angle of repose before the fire would experience dry ravel during and after the burning (Sidle et al. 1985).

The effects of dry ravel are increased by the rapid development of extensive rill networks on many slopes during the season immediately after a fire. These rill networks form in the surficial soil layers in response to the underlying shallow, water-repellent soil. They form extremely rapidly, sometimes in minutes, and provide an efficient means of moving surficial materials into the minor stream channels (Wells 1987). Once the stream channels become clogged with sediment derived from both dry ravel and rill erosion processes, saturation of these materials and initiation of debris flows down the channels are the obvious consequences.

More material may be added to the stream channels by soil slide—debris flows along the valley sides. Such slope failures are also a consequence of the presence of shallow, water-repellent layers in the colluvium. The material merely adds to the volume of material already clogging the stream channels and further increases the potential for

**FIGURE 20-18**
Cleanup activities after debris flows blocked Interstate-70 west of Glenwood Springs, Colorado. These debris flows occurred with first heavy rains after large forest fire had affected slopes above roadway.

BOB ELDERKIN, BUREAU OF LAND MANAGEMENT
disastrous debris flows downstream. This combination of events helps explain why comparatively large postfire debris flows result from very small storms or after relatively short periods of rainfall. Frequently these debris flows disrupt or even destroy transportation facilities (Figure 20-18).

2.8 Seismicity

Earthquake shaking, a major triggering factor for many types of landslides, is discussed in Chapter 4. Many of the examples used in Chapter 4 are landslides involving materials other than colluvium and so are beyond the scope of this chapter. However, numerous landslides on colluvial slopes are common when moderate to large earthquakes occur in hilly regions. For example, more than 2,000 landslides and avalanches were reported in a 5000-km² zone around the epicenter of the 1964 Good Friday earthquake in Alaska (Hackman 1965) and more than 1,000 landslides occurred in a 250-km² region during the 1971 San Fernando Valley earthquake in southern California (Morton 1971).

Sidle et al. (1985) suggested that inadequate attention had been paid to documenting the intensity of landslides caused by earthquake shaking or to the geomorphic, ecologic, and socioeconomic significance of such landslides. This lack of attention seems to be no longer the case. Chapter 4 contains several references to recent (post-1980) studies of the socioeconomic effects and geotechnical issues of earthquake-induced landslides. Relevant studies concerning landslides involving colluvium and residual soils include case histories in Guatemala and Ecuador (Harp et al. 1981; Crespo et al. 1991; Schuster 1991) and reports of studies following two recent earthquakes in California—the Loma Prieta earthquake near San Francisco in October 1989 and the Northridge earthquake north of Los Angeles in January 1994 (Plafker and Galloway 1989; Harp and Jibson 1995; Keefer and Manson in press). The Loma Prieta earthquake triggered an estimated 2,000 to 4,000 landslides on colluvial slopes that blocked a major highway and many secondary roads in the region (Plafker and Galloway 1989; Keefer and Manson in press). Interpretation of aerial photographs has identified more than 12,000 landslides with a width of at least 3 m that were triggered by the 1994 Northridge earthquake (Harp and Jibson 1995).

3. SLOPE INSTABILITY IN TALUS

Classic examples of massive talus deposits are common in high mountainous regions, where steep slopes, durable bedrock, lack of vegetation, and harsh climate combine to produce abundant rock fragments (Figure 20-19). In these regions movements of talus fragments are frequent and rock-fall hazards are considerable. Fortunately, transportation facilities rarely cross such regions and thus these unstable and hazardous conditions affect them infrequently. However, in regions of relatively high relief, transportation facilities commonly must pass through valleys and canyons in order to find acceptable routes at lower elevations. Talus deposits are commonly encountered along such valley and canyon routes (Figures 20-20 and 20-21).
The recent construction of Interstate-70 (I-70) through Glenwood Canyon in the state of Colorado encountered extensive talus deposits, and the experiences gained there have considerably enhanced the knowledge of geotechnical characteristics of talus and appropriate construction procedures where talus is encountered. Glenwood Canyon was eroded through a series of sedimentary and igneous rocks by the Colorado River. It reaches a depth of more than 1000 m and is characterized by steep slopes and cliffs, with extensive colluvium and talus deposits at their bases. The canyon provides an important low-gradient east-west route through an otherwise rugged plateau region. A railroad and an existing highway shared the narrow canyon bottom with the Colorado River. The scenic nature of the canyon raised environmental concerns that required the new four-lane Interstate highway to be constructed in such a way as to minimize impacts on canyon features. As a consequence, major roadway structures traverse and are founded on extensive talus slopes (Figure 20-22).

Existing knowledge was insufficient to design the required structures. Only a few studies are available that relate talus properties to the design and construction of transportation facilities (Ritchie 1963). Consequently, exploration techniques and foundation treatment methods were developed during the Glenwood Canyon project, several of which are discussed later in this chapter.

Talus is colluvium composed of predominantly large fragments. Talus thus shares many of the characteristics of colluvium discussed in Section 2.3. Hard, massive bedrock formations frequently produce very coarse, open-graded talus deposits. With time, the coarse fragments of these deposits may degrade or finer materials may be added by wind or water transport so that these deposits slowly become infilled with a matrix of fine-grained materials. The degree of infilling of these talus deposits may vary horizontally and vertically. In other cases, the talus may initially be formed from a mixture of coarse and fine particles.

Thus, talus deposits may range from extremely coarse-grained deposits with large voids to much more dense deposits consisting of coarse fragments embedded in a matrix of finer particles. Following the concepts proposed by Clift (1994) for describing rockfills, these talus deposits may be classified as rock-supported, transitional, or matrix-supported (Figure 20-23).

Rock-supported talus is often inherently unstable and may be hazardous even to walk across. The weight of the deposit is transmitted as point loads among the fragments. These concentrated loadings may result in crushing or breakage of fragments or even in sudden realignments to a more stable configuration. In contrast, matrix-supported talus transmits most of the load by compaction of the relatively fine-grained matrix materials, and the larger fragments are supported, or "float," within the...
matrix. Transitional talus has intermediate properties; the matrix materials may be loosely compacted since they only partially fill many of the voids, and the weight of the deposit is transmitted mostly by the contact between the large fragments. Each of these three talus categories behaves differently in a kinematic sense. Often a single talus deposit will contain sections from all three categories. Because the surface of most talus deposits is armored with larger-sized particles, the degree of infilling with depth is difficult to predict.

Estimating strength and stability properties of talus is extremely difficult. Stabilizing or densifying open-graded talus may be accomplished by grouting. However, experience with I-70 in Glenwood Canyon demonstrated that determining the best method of injecting grout, estimating the volume of grout required, or defining improved bearing capacity involved much trial and error, in situ field testing, and experience with the characteristics of talus in the area. Gaining suitable access for the necessary exploration equipment is often difficult on talus and may be hazardous in some cases (Figure 20-24).

Ritchie (1963) noted that talus becomes stratified because of the gradual accumulation of rock fragments. Once a rock fragment comes to rest on the sloping surface of a talus deposit, Ritchie (1963, 23) stated, "it never, of itself, begins to roll again (although much of the material may move about by debris sliding). On mature natural slopes, rock roll is seldom a problem for highways located near their base." Ritchie emphasized that excavations into talus slopes are especially troublesome. Talus slopes reflect the natural angle of repose of the talus material, and generally cut slopes are constructed at a steeper angle. Even so, these cut slopes extend large distances away from the transportation facility, and once a rock begins to roll on such a slope, it cannot stop until it reaches the base of the cut. Many cut slopes are constructed slightly steeper than the inclination of the crude stratification of the talus. This constructed slope angle causes individual rock fragments to ravel, or pop out, from the face of the cut, resulting in continuous and progressive failure of the cut. Ritchie recommended that some form of slope protection for the traveling public is most desirable, if not mandatory, where such cut slopes are necessary in talus.

Talus slopes present other hazards. Although most talus is unlikely to initiate debris flows such
as those in finer-grained colluvium, debris flows often issue from rock chutes above talus deposits. In severe cases these debris flows may extend completely across the talus slope and cause damage to transportation facilities located on the lower portions of the talus deposit.

4. SUBSURFACE INVESTIGATIONS

Traditional technologies, such as drilling, test pits, trenches, and geophysical methods, are all employed to obtain information on the physical characteristics of colluvium. However, each method has limitations in evaluating colluvial deposits. Internal heterogeneity of colluvial deposits coupled with the tendency for the strength of colluvium to degrade over time increase uncertainty and risk concerning characterizations of engineering properties. Colluvium deposited in water-deficient environments may exhibit a floculated or honeycomb soil-particle structure that can lead to hydrocompaction.

4.1 Planning Subsurface Investigations

Engineering geologists and geotechnical engineers should plan very carefully any subsurface investigations for site-specific determination of the engineering properties of colluvium in order to take into account and reflect the following characteristics of this material:

- Colluvium at depth may be deeply weathered and is often more dense (infilled);
- The moisture profile can increase to saturation with depth;
- Internal friction and cohesion may vary horizontally and vertically within the deposit;
- Climate and parent materials are major contributors to the engineering parameters of colluvium;
- Typical slope angles, particle size and distribution, strength properties, and moisture content are all related to the origin and location of the colluvium;
- Colluvial deposits are often only marginally stable, and their relatively steep slopes may make equipment access difficult or even impossible; and
- Colluvial slopes frequently are located in areas subject to rock-fall and debris-flow hazards, so precautions to protect field investigation personnel may be necessary.

By recognizing these characteristics and planning investigative procedures to account for them, the engineering geologist or geotechnical engineer is more likely to develop a successful investigation. For example, exploratory drill holes should be extended to greater than typical depths to check for unusual conditions, and areas subjected to subsurface investigations should be extended to add confidence to global stability calculations. Many years of water-level measurements may be required to provide confidence in the estimated maximum water levels assumed in design calculations.

4.2 Drilling Methods

Drilling in colluvium, and especially in talus, is difficult, relatively expensive, and often does not provide the geologist with a complete profile of the deposit. Drilling in fine-grained colluvium can be accomplished with conventional tools, such as solid and hollow flight augers and split-tube samplers. However, the supervising engineering geologist must be prepared for sudden changes in the
properties of the deposit and to expect zones with no drilling recovery.

In Glenwood Canyon, Colorado, numerous talus deposits were encountered during construction of I-70. At one point near the center of the canyon, a large ventilation structure for two tunnels was to be located in the bottom of a narrow tributary canyon that had extensive talus deposits. Construction planning required a detailed subsurface evaluation of these talus deposits. These explorations provided much new experience concerning the best methods for investigating the nature of talus deposits.

The Colorado Department of Transportation (CDOT) cooperated with manufacturers to develop wire-line core drilling bits and procedures to successfully drill the test holes in these talus deposits. Severe problems resulted from the use of traditional exploratory drilling methods. In the initial exploration, soil-sampling drill rigs equipped with tri-cone bits and drive casings, or casings with diamond shoes, were used. These methods resulted in very slow production rates and poor-quality samples. When traditional diamond coring bits were used, they were damaged by heat buildup during periodic losses of drilling fluid. At this location, loss of drilling fluid was a common occurrence because of void spaces within the talus. Although void spaces are rarely found deep within a talus deposit, some voids exceeding 3 m were found at depth during this investigation. Uneven or eccentric loadings are detrimental to most rock-coring bits; thus, in spite of the best efforts of the drilling personnel, the diamond bit was frequently damaged because it became placed between a boulder and a void.

4.3 Test Pits and Trenches

Test pits and trenches often provide better observations of the profile of a colluvial deposit than can be obtained by examining samples removed from exploratory holes. Visual inspection of the walls of a trench can lead to more accurate design of sampling and testing programs and ultimately to a more accurate determination of engineering properties. The geologist and the designer are cautioned to consider that any excavations in colluvium may collapse rapidly. These deposits are among the most dangerous in which to perform steep-sided excavations.

4.4 Geophysical Exploration Methods

Geophysical methods often are not satisfactory or especially reliable for determining subsurface interfaces such as water horizons and bedrock contacts. The third dimension of a hillside deposit adds considerable uncertainty to the interpretation. These methods are better used to supplement drilling and test pit data.

5. DESIGN CONSIDERATIONS FOR COLLUVIUM

Although colluvium is unconsolidated and therefore a soil according to engineering classifications, construction in colluvium is typically much more difficult than in other major deposits, including alluvial, glacial, lacustrine, or eolian soils. Colluvium is more likely to exhibit unfavorable properties such as particle size and strength variations, large void spaces, and unexpected excavation failures.

5.1 Creep

Creep is a phenomenon of concern when structures are placed on colluvial deposits. It is known that some long-term translation or movement of materials can occur, especially within the near-surface regime. However, little definitive information exists on this phenomenon. A series of inclinometers were installed by CDOT through a major talus deposit in Glenwood Canyon, Colorado. These inclinometers were monitored for 4 years to support design calculations for foundations of a planned extensive viaduct along the base of the deposit. No movement was observed during the monitoring period. However, this single short-term program certainly cannot be used to conclude that this talus deposit will not exhibit creep in the future. The viaduct foundations were designed to accommodate lateral loadings that would result from some creep movements of the talus.

5.2 Installation of Ground Anchors

Installation of ground anchors in talus can cost an order of magnitude more than a similar installation in a clay soil. Drilling of horizontal or subhorizontal holes into colluvium, especially talus, requires special equipment and experienced crews (Figures 20-25 and 20-26). During construction of
Interstate-70 through Glenwood Canyon, many of the slope stabilization systems required either temporary or permanent retaining walls that relied on tiebacks into talus or colluvial slopes for their stability (Figures 20-26 and 20-27). Where talus deposits were encountered, conventional ground anchor installations employing stage grouting were not feasible because of the numerous void spaces and zones of very loose matrix material. Most of the grout was being lost, resulting in inadequate bond strength and a lack of corrosion protection.

A system that used geotextile "socks" to contain grout, known as grout containment devices (GCDs), was ultimately employed to install these anchors. Experiments were conducted with many different types of geotextiles, including both woven and nonwoven products, to determine which performed best as GCDs. Most of the nonwoven GCDs ruptured against the sharp fragments in the talus deposits under the high pumping pressures required to inject the grout.

The most effective method of installation was to grout a woven geotextile material in short sections (approximately 1.5 m long) as the drill casing was removed. In coarse talus, the only other technique that was successful involved a proprietary expander-body anchor that utilized a steel GCD.

### 5.3 Pile Foundations

Foundations for structures that must be placed on colluvium must account for potential nonuniform bearing capacities beneath them. Nonuniform bearing capacities lead to unexpected eccentricities that may result in distress or failure of the structure. The depth and configuration of most colluvial deposits favor a pile-foundation design. Installation of deep pile foundations can be very difficult and expensive if large boulders, which may be randomly dispersed within many of these deposits, are encountered.

In Glenwood Canyon, the foundations for an extensive viaduct had to be placed on a talus deposit (Figure 20-28). Preblasting techniques were developed by CDOT and successfully used to allow the driving of large-diameter piles through this talus. The method involved predrilling a small-diameter hole at the location of each steel pile using wire-line drilling. The hole was cased with polyvinylchloride (PVC) pipe and backfilled with drill cuttings. Gelatin dynamite was attached.
FIGURE 20-27
Installation of permanent retaining walls that utilize tiebacks into talus, Glenwood Canyon, Colorado.
COLORADO DEPARTMENT OF TRANSPORTATION

to reinforced detonator cords and lowered into the hole, which was then stemmed. Detonation of the charges fractured any large talus fragments so the piling could be driven through the small broken fragments. The process was repeated as necessary until the pile had been driven to the desired tip elevation. This procedure obviously added to the cost for installation of these steel piles. However, when compared with other alternatives, it was a feasible and cost-effective solution.

5.4 Control of Groundwater and Surface Water

Control of groundwater and surface water is a critical design consideration. Every effort must be made to avoid increasing water sources in the colluvial soils. Design intentions must be enforced by construction personnel. One common mistake is to allow the concentration of roadway runoff into pipes that discharge into minor drainages. Improperly designed drainage structures may cause erosion or even landslides, and collection of water around foundations can lead to damaged structures. A properly designed drainage system should take into consideration its relationship to the geologic history of the deposit.

5.5 Dangers of Rock Fall and Debris Flow

When evaluating the stability of colluvial and talus deposits, the engineering geologist must be concerned with rock-fall and debris-flow hazards. A historical perspective that emphasizes the origin of these deposits through downslope movement of materials must be emphasized to designers of transportation facilities. In spite of careful evaluation and design in Glenwood Canyon, rock-fall incidents have caused minor damage to roadway structures (Figure 20-29) and killed three occupants of one vehicle when it was hit by a large rock.
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FIGURE 20-29
Minor rock-fall damage at base of talus slope, Interstate-70, Glenwood Canyon, Colorado.
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SHALES AND OTHER DEGRADABLE MATERIALS

1. INTRODUCTION

The designers of earthwork must take precautions when the materials at hand cannot be classified as rock or as soils in terms of their behavior in slopes or in civil engineering works in general. In their in situ form, the geologic formations may have names or appearances that imply rocklike behavior. Once disturbed, however, some of these formations retain the character of rock, but others may degrade to soil-size particles in a time frame that is relevant to the long-term performance of slopes built in, on, or with these materials.

The currently available methods of identifying, classifying, and treating these degradable materials so as to reduce the risk of slope failure are discussed in this chapter. Sedimentary rocks, which constitute the bulk of degradable materials worldwide, are discussed first. Other degradable materials, including weathered igneous and metamorphic rocks, are discussed in less detail. Emphasis is placed on the successful use of these materials in embankments and on their treatment in the formation of cut slopes. In geologic terms, all of the soils and rocks in the earth's crust are "degradable" materials, since all materials modify over geologic time. However, on the human time scale, only comparatively rapid degradation of a strong or hard rocklike material into a weaker soil-like material is of concern to the designer of stable slopes. Certain sedimentary rocks can exhibit a loss of strength that can be of several orders of magnitude within a time frame that may be as short as only a few hours. Such a rapid breakdown is easily identified by straightforward laboratory tests. Other rock materials show no appreciable change in strength over many years. Unfortunately for engineers, the problem materials fall somewhere between these extremes of rock behavior.

Predicting the behavior of degradable materials has been the subject of much research since the early 1960s, and this research thrust continues today. Much of this research can be tied to the construction of large transportation facilities. In the United States, the development of the Interstate highway system required much higher cuts and embankments than had been common in the past. Problem geologic materials that previously could be economically addressed by avoidance, minor mitigation, or maintenance created the need for new engineering solutions. In Central America the construction of the Panama Canal resulted in slope problems that continued decades after construction and are also associated with the properties of degradable materials (Berman 1991).

2. GEOLOGICAL CONSIDERATIONS

Degradable materials were not considered in detail in the 1978 landslide report, but the basic principles that govern them were identified:

Before one can completely comprehend the particular problems of stability, one must under-
stand the lithology of the physical properties not only of the rock mass itself but of all the materials in the mass.... A sedimentary rock sequence, for example, is markedly different from an igneous series or a metamorphic complex. Each particular type is characterized by a certain texture, fabric, bonding strength, and macro and micro structures. The most important rock properties are the nature of the mineral assemblage and the strength of the constituent minerals; a rock material cannot be strong if its mineral constituents are weak or if the strength of the bonds between the minerals is weak. (Piteau and Peckover 1978, 194)

The strength of the bonds between the minerals is also related to the geologic history of the formation of interest. The resulting hardness is generally due to long-term consolidation under external pressures and not to cementing minerals (McCarthy 1988). Degradable materials can be grouped according to two broad geologic sources, those derived from sedimentary rocks and those derived from igneous and metamorphic rocks.

2.1 Degradable Materials from Sedimentary Rocks

Shales constitute about one-half of the volume of sedimentary rocks in the earth's crust. They are exposed or are under a thin veneer of soil over a third of the land area (Franklin 1981). Shales are by far the most pervasive and problematic degradable material. As early as 1948, Taylor stated (53): "Shale itself is sometimes considered a rock but, when it is exposed to the air or has the chance to take on water, it may rapidly decompose."

In the American Geological Institute's Glossary of Geology, shale is defined as

a fine-grained detrital sedimentary rock, formed by the consolidation (esp. by compression) of clay, silt, or mud. It is characterized by finely laminated structure, which imparts a fissility approximately parallel to the bedding.... [It is composed of] an appreciable content of clay minerals and detrital quartz. [Shale includes] rocks such as claystone, siltstone, and mudstone. (Bates and Jackson 1980, 573)

Referring to Huang (1962), Hopkins noted that typically, shales are composed of about one-third quartz, one-third clay minerals, and one-third miscellaneous substances. The principal minerals of shales, such as quartz, clay minerals, and hydrated oxides (such as bauxite and limonite), are formed by the weathering of feldspars and mafic igneous rocks. Some associated minerals such as calcite, dolomite, pyrite, illite, and glauconite are formed during and after deposition of the primary minerals. (Hopkins 1988, 8)

Unfortunately, many of the shale particles are less than 1 μm in diameter, and consequently study of their mineralogy is difficult or impossible by simple visual observation. The resulting geologic field classification of shales does not reliably relate to engineering properties.

Terzaghi and Peck described very clearly the geologic processes that lead to the problem properties of shales:

As the thickness of the overburden increases from a few tens of feet to several thousands, the porosity of a clay or silt deposit decreases; an increasing number of cohesive bonds develops between particles as a result of molecular interaction, but the mineralogical composition of the particles probably remains practically unaltered. Finally, at very great depth, all the particles are connected by virtually permanent, rigid bonds that impart to the material the properties of real rock. Yet, all the materials located between the zones of incipient and complete bonding are called shale. Therefore, the engineering properties of any shale with a given mineralogical composition may range between those of a soil and those of a real rock. (Terzaghi and Peck 1967, 425-426)

These two authors further suggested using an immersion test on intact samples to obtain the relative performance of otherwise "identical sedimentary deposits." As will be discussed in Section 3, this was the direction taken by many researchers of that time.

Just as increasing loads over geologic time play an important role in the interparticle bonding of shale formations, the reverse process, unloading, has significant effects. During the removal of load, "the shale expands at practically constant horizontal dimensions" (Terzaghi and Peck 1967, 426).
During expansion, the interparticle bonds are broken, and joints form at fairly regular spacings. At depths on the order of 30 m, the joints are spaced meters apart and are closed. Closer to the surface, intermediate joints form because of differential movements between the blocks. These joints open, allowing moisture to penetrate. The increase in moisture content may reduce the shear strength, and, if so, new fissures are formed. The final result and slope of any exposed face depend on the interparticle bonding remaining in the shale formation.

2.2 Degradable Materials from Igneous and Metamorphic Rocks

Because sedimentary rocks (and shales in particular) are typically formed relatively near the earth's surface and without the extreme heat and pressure that occur at depth, they tend to be mineralogically stable near the surface. Weathering of these materials then involves either a reversal of the consolidation pressure or a dissolution of cement bonds holding the grains or mineral groups together. In contrast, igneous and metamorphic rocks are created under temperature and pressure conditions that are drastically different from conditions at the surface. Macias and Chesworth described the implications of the difference:

One might therefore expect that they would weather more readily than sedimentary materials. Generally, however, expectations in this regard are not fulfilled. Soils form more readily on sedimentary rocks than on other types and the reason is obviously hydrodynamic. For chemical weathering to take place to any significant degree, water must circulate through the rock, and the open structure of most sedimentary materials is more conducive to this than is the restricted porosity of most igneous and metamorphic rocks...the igneous rocks most susceptible (to weathering) are those with an open structure such as the non-welded pyroclastics. Again, in the metamorphic regime the importance of hydrodynamics is shown in that a vertical disposition of foliation encourages a more facile descent of aqueous solutions and a more rapid weathering, than a horizontal foliation. (Macias and Chesworth 1992, 283)

Weathering of igneous and metamorphic rocks is generally divided into two categories: physical and chemical. Ollier (1969) described in detail several types of physical weathering, including sheeting or spalling (fracturing parallel to a free surface created by erosion, excavation, tunneling, etc.), frost weathering (extension of fractures by expansion of freezing water), salt weathering (extension of fractures by the growth of salt crystals), and isolation (partial disintegration of the rock caused by the volume changes accompanying temperature changes).

Ollier (1969) also described types of chemical weathering, including solution (dissolution of soluble minerals, particularly salts and carbonates), oxidation and reduction (chemical alteration of minerals to form oxides or hydroxides), hydration (incorporation of water to create a new mineral), chelation (leaching of ions such as metals), and hydrolysis (reactions between minerals and the component ions of water).

As noted by Macias and Chesworth (1992), chemical weathering, which brings about mineralogical changes in igneous and metamorphic rocks, is usually more crucial than physical weathering in defining the strength properties of the materials. Physical weathering, however, does provide avenues for water to enter the rock by the creation and extension of fractures and subsequently encourages the more rapid progress of chemical weathering by an increase in surface area exposed to water.

Obviously some minerals, and therefore some rocks, are more susceptible than others to the weathering processes described above. For instance, Bowen's Reaction Series (Goldich 1938), which describes crystallization of magma, may be reversed to model the weathering process: calcium plagioclase weathers more readily than sodium plagioclase, and olivine weathers more readily than biotite, which weathers more readily than muscovite, which weathers more readily than quartz. Thus, rocks containing high percentages of calcium plagioclase or olivine will weather faster than rocks containing high percentages of sodium plagioclase or quartz.

Detailed descriptions of the weathering products of minerals have been provided by Macias and Chesworth (1992), Ollier (1969), and Carroll (1970). In general, most silicates (feldspars and micas in particular) weather into clay minerals. Under more extreme conditions, such as those found in tropical or humid climates, or after long periods of time in a geologic sense, they break
down further into oxides and hydroxides of aluminum and iron. The specific types of clay minerals formed depend to a great degree on the parent materials, the pH, and the extent of saturation.

Because the weathering products of rocks are largely a function of the mineralogical composition, certain igneous and metamorphic rock types that share common minerals may share similar weathering characteristics. The following observations may assist in predicting general weathering characteristics of igneous and metamorphic rocks (Ollier 1969; Macias and Chesworth 1992):

1. **Granite and diorite**: Because granites typically exhibit massive structure, they also typically develop unloading fractures when exposed at the surface. Continued physical weathering increases the surface area exposed to chemical weathering: Chemical weathering alters feldspars and micas into clays, whereas quartz persists as a sand. According to Ollier (1969, 81), “weathering often follows the joints, and isolated joint blocks weather spheroidally, leaving ‘corestones’ of unaltered granite in the center.”

2. **Gneiss and amphibolite**: In igneous and metamorphic rocks, feldspars and pyroxenes tend to weather rapidly, amphiboles weather at an intermediate rate, and quartz and accessory minerals are persistent. Ollier (1969, 82) noted that gneiss, in particular, “is rarely as well jointed as granite, so unloading is not common, or at least harder to detect. Minerals are segregated into bands, and bands of the most weatherable mineral affect the total rock strength—a property that often proved troublesome in engineering.”

3. **Schist, slate, and phyllite**: Ollier (1969, 82) noted that “these [schists] have marked fissility along the ‘schistosity’ and this is very important in weathering. They contain some very resistant minerals but weathering is moderately easy. Frost weathering can rapidly break up schist.”

4. **Basalt and peridotite**: According to Ollier (1969, 81), “Basalt is attacked first along joint planes, leading eventually to spheroidal weathering. All the minerals are eventually converted to clay and iron oxides, with bases released in solution, and as there is no quartz in the original rock, the ultimate weathering product is often a brown base rich, heavy soil.” Peridotite shares mineralogical characteristics with basalt and may be anticipated to weather similarly.

The weathered rock product referred to as saprolite is of particular interest in evaluating engineering properties. Saprolites are “rotten rocks,” or rocks in which the rock structure is preserved but many of the less durable minerals have altered to clay. Saprolites generally form less stable slopes than their parent rocks because of the increased amount of clay and loss of interlocking structure. They also maintain zones of weakness by preserving the general rock structure, or new zones of weakness may be created by preferential weathering along bands of less stable minerals.

Saprolites that preserve zones of weakness from the original rock structure or contain intact, unweathered blocks may be expected to behave like degradable materials. Saprolites that do not have these characteristics may be expected to behave like deeply weathered soils, whose properties are better described by a system that addresses tropical soils, as discussed in Chapter 19.

This brief geological background clearly establishes that the evaluation of degradable materials is complex and that no single approach to determining the long-term behavior is likely to work for every formation. Thus, many researchers have concentrated on developing identification and classification methods that have regional applications. Local experience and understanding are keys to success when building through, on, or with these materials.

### 3. IDENTIFICATION AND CLASSIFICATION

The investigative procedures for identifying or recognizing potential slope stability problems in shale formations are similar to those described in other chapters of this report. The focus in this section will be on reviewing laboratory and field tests developed for sedimentary rocks, shales in particular.

#### 3.1 Shales

3.1.1 **Identification**

From a visual reference, the natural topography of regions underlain by shales displays certain characteristics. Terzaghi and Peck (1967, 426) stated: “On shales of any kind, the decrease of the slope angle to its final equilibrium value takes place primarily by intermittent sliding. The scars of the slides give the slopes the hummocky, warped appearance known as ‘landslide topography.’”
In the 1978 landslide report, Rib and Liang (1978) described the typical landforms of shale landscapes and their interpretation from aerial photography. If available, aerial photographs are excellent tools for identifying potential problem sites provided that the user is trained to recognize certain characteristics associated with the diagnostic features.

For thick, uniform shale beds, Rib and Liang described the associated landforms (1978, 57): “Clay shales are noted for their low rounded hills, well-integrated treelike drainage system, medium tones, and gullies of the gentle swale type.” Ray (1960, 16) noted that shales “have relatively dark photographic tones, a fine-textured drainage, and relatively closely and regularly spaced joints.”

However, it has also been observed that shales are particularly susceptible to landsliding when interbedded with pervious rocks such as sandstones or limestones. In this case, Rib and Liang noted:

Interbedded sedimentary rocks show a combination of the characteristics of their component beds. When horizontally bedded, they are recognized by their uniformly dissected topography, contourlike stratification lines, and treelike drainage; when tilted, parallel ridge-and-valley topography, inclined but parallel stratification lines, and trellis drainage are evident. (Rib and Liang 1978, 57)

3.1.2 Laboratory Tests and Classification Systems

Since the late 1960s, there have been numerous attempts to develop tests to assist design engineers in the difficult task of classifying argillaceous shales and predicting their performance in embankment or cut slopes. These issues are of interest to the mining industry as well as to transportation engineers. The main objective has been to find tests that will reliably differentiate between durable shales that may be treated as rock and those with limited durability that are degradable on a human time scale.

Underwood (1967) discussed in detail the limitations of the various geological, chemical, and mineralogical classification methods of that time. He suggested grouping shales according to significant engineering properties (strength, modulus of elasticity, potential swell) and according to common laboratory tests (moisture content, density, void ratio, permeability). He recognized, however, that developing such a scheme would be a significant effort and he recommended (1967, 116) that “a comprehensive study involving the cooperation of government agencies, private engineering firms, and universities, is needed to produce a satisfactory engineering classification for compaction shales, especially the clay shales.”

In the early 1970s, major research efforts were under way at Purdue University sponsored by the Indiana Highway Department and at the U.S. Army Engineer Waterways Experiment Station sponsored by the Federal Highway Administration. Numerous reports resulted from this research, including those by Bragg and Zeigler (1975), Shamburger et al. (1975), Strohm et al. (1978), and Strohm (1978). Because of the widespread occurrence of problem shales and their almost infinite variation of behavior, researchers in a number of state transportation departments, other public agencies, private companies, and universities have continued to refine these earlier studies, to revise the proposed tests, and to apply them to their respective areas.

Although it has been known for decades that certain shales deteriorate rapidly upon immersion in water, Franklin and Chandra (1972), Lutton (1977), and Franklin (1981) have made significant contributions to establishing specific tests for slaking of shales. The tests from these studies are described briefly below.

3.1.2.1 Slake Test

The slake test was originally developed to provide an indication of material behavior during the stresses of alternate wetting and drying, which, to some degree, simulate the effects of weathering. The test procedure and applications have been discussed by numerous authors, including Chapman et al. (1976), Withiam and Andrews (1982), and Hopkins and Deen (1984). The procedure is briefly described below:

1. Choose six pieces of shale each weighing about 150 g or the largest pieces available to have a total of 150 g in each group.
2. Identify and photograph each piece beside a millimeter scale.
3. Dry shale to a constant weight at 105°C and record dry weight. (Note: drying the sample is
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an important step; the following step of the test must not be started with a field-moist sample.)

4. Place each specimen in a separate jar and cover with distilled water. The condition of the specimens should be checked for the first 10 min, then at 1, 2, 4 or 8, and 24 hr.

5. Remove the specimens from the water and check for any change in pH of the water.

6. Dry to a constant weight and record weight of shale specimens retained on 2-mm (No. 10) sieve. (Note: recording weight of intermediate cycles is desirable so that the results may be compared with those of the slake durability test, described next.)

7. Photograph specimens if significant degradation has occurred or at the end of the last test cycle.

8. Repeat procedure four additional times, or until total degradation, to make five cycles.

9. Calculate the slake index for each of the six samples and take the average:

\[ S = \frac{(\text{original weight} - \text{final weight})}{\text{original weight}} \times 100 \]

This simple test will usually identify the poorly performing shales in a matter of hours. If the specimens are quite resistant, however, this test is time consuming and requires qualitative judgment as to its performance.

3.1.2.2 Slake Durability Test

Franklin (1981) suggested a more severe and less time-consuming test known as the slake durability test, which is summarized below. Obviously, shales that fall apart in the slake test need not be subjected to the slake durability test.

For the slake durability test, a wire-mesh drum made with 2-mm (No. 10) mesh is rotated while partially submerged in a trough of water. The axis of the 140-mm-diameter drum is 20 mm above the water surface.

1. Select 10 pieces of shale (40 to 60 g each) with a total weight of approximately 500 g.

2. Identify and photograph the group beside a millimeter scale.

3. Place the shale fragments in the drum. Weigh drum and shale together. Place drum in an oven and dry the shale to a constant weight at 110°C.

4. Compute natural moisture content; then mount drum in trough.

5. Rotate the drum at 20 revolutions per minute for 10 min.

6. Remove the drum from the water, rinse, dry in oven, and weigh drum and remaining shale.

7. Repeat the cycle four more times to produce five cycles, but calculate the slake durability index \( I_d \) after each cycle. Photograph as necessary.

8. Calculate the durability index as follows:

\[ I_d = \frac{\text{weight of shale remaining inside drum}}{\text{original weight of sample}} \times 100 \]

Run at least two specimens from each sample of shale and take the average of their durability indexes.

The test proposed by Franklin has been standardized and is described in ASTM D-4644-87 (1992). In this newer test it is recommended that only two cycles be performed before the slake durability index is computed.

From these two tests several agencies have developed classification systems that allow them to determine the method or methods by which they will treat shales in embankment construction. These treatments are discussed in Section 4. In addition, several researchers have proposed classification systems and slope stability evaluations that depend on a number of other laboratory tests, including jar slake, rate of slaking, Atterberg limits, free-swell tests, and point-load strength. The procedures for jar slake, point-load strength, and free-swell tests are described below. Atterberg-limit tests are common in current engineering practice, so no procedural description is given. However, a word of caution should be expressed. Chapman et al. (1976) have noted that Atterberg limits when evaluated for degradable materials are often a function of the energy input and mode of preparation; thus variation in the test can be introduced by the operator.

3.1.2.3 Jar Slake Test

The following procedure for the jar slake test was described by Wood and Deo (1975):

1. A piece of oven-dried shale is immersed in enough water to cover it by 15 mm. [It is important that the shale sample be oven dried. Lutten (1977) reported that damp material is relatively insensitive to degradation in this test when compared with dry material.]

2. After immersion, the piece is observed continuously for the first 10 min and carefully during...
the first 30 min. When a reaction occurs, it happens primarily during this time frame. A final observation is made after 24 hr.

3. The condition of the piece is categorized (complete breakdown, partial breakdown, no change), as follows:

<table>
<thead>
<tr>
<th>Jar Slake Index</th>
<th>Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Degrades to a pile of flakes or mud</td>
</tr>
<tr>
<td>2</td>
<td>Breaks rapidly, forms many chips, or both</td>
</tr>
<tr>
<td>3</td>
<td>Breaks slowly, forms few chips, or both</td>
</tr>
<tr>
<td>4</td>
<td>Breaks rapidly, develops several fractures, or both</td>
</tr>
<tr>
<td>5</td>
<td>Breaks slowly, develops few fractures, or both</td>
</tr>
<tr>
<td>6</td>
<td>No change</td>
</tr>
</tbody>
</table>

The reproducibility of the jar slake test was evaluated by Dusseault et al. (1983).

The U.S. Office of Surface Mining Reclamation and Enforcement (1991) has defined "durable rock" as rock that does not slake in water as in the jar slake test. Welsh et al. (1991) proposed a strength-durability classification system that includes the point-load test to "clearly differentiate between strong-durable and weak or nondurable materials."

The principal advantages of the test are that the equipment can be taken to the field, irregular samples can be used, and it is inexpensive to perform.

On the basis of work by Olivier (1979), Welsh et al. (1991) selected a dual-index system to categorize rock into three classes (Class I, nondurable and weak; Class II, conditionally stable; and Class III, durable and strong). In addition to the jar slake test, a graph (Figure 21-1) is used that plots the results of the point-load versus the free-swell test. The two tests are described briefly next.

FIGURE 21-1
Strength-durability classification of jar slaking (Welsh et al. 1991). REPRINTED WITH PERMISSION OF THE AMERICAN SOCIETY OF CIVIL ENGINEERS
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I = Non durable and weak
II = Conditionally durable
III = Durable and strong

Jar Slake Indices

\( l_j = 1-6 \)
\( l_j = 1 \) or 2 (soil behavior)
\( l_j = 6 \) (no breakdown)
3.1.2.4 Point-Load Test
The history and development of the equipment and the suggested method for determining the point-load index were described more completely by Broch and Franklin (1972). The test was developed principally to be used in the field on rock core or irregular lumps ranging in size from 25 to 100 mm.

The point-load apparatus (Figure 21-2) compresses the rock sampled between the two points of cone-shaped platens. The shape of the cone has been standardized. The radius of curvature of the cone tip (5 mm) is the most critical dimension. The angle of the cone (60 degrees) is of importance only if significant penetration of the cone occurs during testing.

The apparatus must be equipped to measure the distance, \( D \), between the platens at failure to within an accuracy of \( \pm 0.5 \text{ mm} \). The load is applied hydraulically using a small hand pump and high-pressure ram with low-pressure seals to reduce inaccuracies of load measurement. The load, \( P \), is determined from a gauge monitoring the hydraulic pressure in the jack. A maximum-pressure indicator needle on the face of the gauge is necessary to accurately record the maximum pressure or load at failure. The apparatus should have a capacity of 50 kN. After both the distance \( D \) and the failure load \( P \) have been measured, the point-load index, \( I_s \), is determined:

\[
I_s = \frac{P}{D^2}
\]

where \( P \) is the point load at failure and \( D \) is the distance between platens at failure of the sample. It should be noted that for hard rock, the initial tested diameter \( d \) and the measured distance \( D \) are essentially the same.

To reduce scatter in the results, the samples should respect certain length-to-diameter \((l/d)\) ratios: \( l/d \geq 1.4 \) for cores and \( l/d \) between 1.0 and 1.4 for rock lumps when measured perpendicular to the loaded axis. In addition, when samples indicate to the geologist the potential for significant anisotropic mechanical behavior, samples should be divided and tested in groups to measure the strengths in each direction.

Since strength test results are influenced to some degree by the size of the specimen tested, Broch and Franklin (1972) proposed that the results be adjusted to a reference diameter of 50 mm. In their paper, a number of graphs showed the size effects reported from numerous tests on different rock types. They preferred using graphs to adjust the equation results rather than using factors in the formula because the formula is in stress units and has some theoretical justification. The graphs showed that the point-load strength decreases with increasing diameter. Consequently, when lumps are tested, the authors recommended using or preparing samples so that the initial dimension \( d \) be as close as possible to 50 mm.

In order to obtain a statistically valid average value of \( I_s \) at least 20 samples from the same formation should be tested (Oakland and Lovell 1982).

3.1.2.5 Free-Swell Test
The free-swell test is performed on intact core or from a bulk sample sawed into a rectangular prism. The minimum size should be 10 times the maximum grain size or 15 mm, whichever is greater. For direct testing purposes, NX-diameter core (54 mm) is generally acceptable. To measure the maximum swell, an axis perpendicular to the bedding laminaions is chosen. The sample is oven-dried, carefully measured, and placed in water, and the volumetric strain is computed from measurements taken after 12 hr of soaking. Olivier (1979) reported that at least 75 percent of the maximum free swelling occurs within the first 2 to 4 hr of the test. Welsh et al. (1991) reported that for Appalachian shales the proportion of swelling ranged from 80 to 99.1 percent, with an average of 90.8 percent by the end of 4 hr. Consequently, they recommended using the shorter-term test for those shales and approximating the 12-hr results by multiplying the 4-hr results by 1.1.

In the proposed classification shown in Figure 21-1, durable and strong rock (Class III) has a
swell of 4 percent or less and a rock strength equal to or greater than 6 MPa and exhibits rocklike behavior during the jar slake test (ranking higher than 2).

In this classification system, any shales with properties less than those of Class III should not be used in drain applications. Therefore, particular care must be taken to avoid placing these materials in or near drainage features used in landslide mitigation works.

Class I material, nondurable and weak rock, has the following characteristics:

- Fails the jar slake test (behaves like a soil),
- Fails during sample preparation for either the free-swell test or point-load test,
- Produces a value less than 2 MPa in the point-load test, or
- Has a free swell greater than 4 percent.

"Hard" shales, as defined by these simple tests, are not all without problems. As discussed by Strohm et al. (1978), the water in the slake durability and jar slake tests should be checked for pH. A pH less than 6.0 indicates an acid condition, and the shale mineralogy should be checked for minerals that can cause chemical deterioration (Shamburger et al. 1975). Chemical deterioration of hard shales in Virginia with \( I_p > 90 \) percent was studied by Noble (1977), who soaked samples in dilute solutions of concentrated sulfuric acid (18 M) and distilled water as a classification test. He found that a 25 percent solution was more reactive and gave the same ranking in degree of deterioration as the modified sulfate soundness test (ASTM C88).

Noble recommended that hard, dark-colored shales be checked for iron sulfides and chlorite as a clay mineral, since this combination can have great potential for rapid weathering. Upon oxidation and access to water, shales containing iron sulfides (e.g., as pyrite) produce sulfuric acid, which dissolves the chlorite. These chemical soaking tests should be considered in classifying hard shales contemplated for rock fill on important projects where long-term settlement must be kept to a minimum. In contrast to acid reaction, some shales in the western United States have dispersive tendencies (Shamburger et al. 1975) and may react adversely in alkaline (high pH) water.

3.2 Igneous and Metamorphic Rock

Little research has been undertaken to quantify how the degree of weathering of igneous and metamorphic rock affects their engineering properties. Cawsey and Mellon (1983) provided an overview of research in experimental weathering of basic igneous rocks. They noted the merits and weaknesses of various tests to reproduce the effects of weathering. Dearman (1976) discussed the use of a weathering classification in the characterization of rock, and Dearman et al. (1978) provided an evaluation of engineering properties based on a visual classification applied to granites (Table 21-1).

To some degree weathered igneous and metamorphic materials may be characterized by the same tests used to characterize shales (Section 3.1.2). This is particularly true for igneous and metamorphic rocks, which have an abundance of clay minerals and few core stones or unweathered blocks. However, a number of differences should be highlighted:

1. Researchers of degradable rocks have investigated shales and designed their classification and testing systems to apply to shales. Correlations with tests applied to weathered igneous and metamorphic rocks have not been established.
2. Weathering rates, and therefore long-term engineering behavior, depend highly on the original mineralogy, all other factors, including climate, being equal. Consequently, fresh rock cuts may weather dramatically near the surface. Similarly, increasing the exposed surface area of the rock fragments by excavation and crushing before their placement as fill may also accelerate subsequent weathering rates.
3. Control of water not only will improve pore-pressure characteristics (as in shales) but will also reduce weathering rates, further improving longer-term behavior.

4. ENGINEERING DESIGN CONSIDERATIONS

Using the laboratory tests described above, several researchers have proposed procedures for cut-slope and embankment design and construction using degradable materials. Although these proposals do not have the benefit of a wealth of engineering precedent and experience, they provide general guidelines.
A preliminary evaluation of the characteristics of shales as indicated by a number of standard laboratory tests has been described by Underwood (1965) and is shown in Table 21-2. This evaluation may be applied with care to nonshale degradable rock materials.

### 4.1 Embankment Design

Numerous workers have sought to correlate laboratory tests with construction design parameters for degradable materials. Much of the early work done at the U.S. Army Engineer Waterways

#### Table 21-1

| Rock Mass Properties of Weathered Granites and Gneisses (modified from Dearman et al. 1978) |
|-------------------------------------------------|-------------------------------|------------------------------|-----------------|-----------------|-----------------|
| **ENGINEERING PROPERTY** | FRESH, I | SLIGHTLY WEATHERED, II | MODERATELY WEATHERED, III | HIGHLY WEATHERED, IV | COMPLETELY WEATHERED, V | RESIDUAL SOIL, VI |
| **Foundation conditions** | Suitable for concrete and earthfill dams | Suitable for concrete and earthfill dams | Suitable for small concrete structures, earthfill dams | Suitable for earthfill dams | Suitable for low earthfill dams | Generally unsuitable |
| **Excavatability** | In general, blasting necessary | In general, blasting necessary | Generally blasting needed, but ripping may be possible depending upon the jointing intensity | Generally ripping and/or scraping necessary | Scraping | Scraping |
| **Slope design** | 1/4:1 H:V | 1/2:1 to 1:1 H:V | 1:1 H:V | 1:1 to 1.5:1 H:V | 1.5:1 to 2:1 H:V | 1.5:1 to 2:1 H:V |
| **Tunnel support** | Not required unless joints are closely spaced or adversely oriented | Not required unless joints are closely spaced or adversely oriented | Light steel sets on 0.6- to 1.2-m centers | Steel sets, partial lagging, 0.6- to 0.9-m centers | Heavy steel sets, complete lagging on 0.6- to 0.9-m centers; if tunneling below water table, possibility of soil flow into tunnel | Heavy steel sets, complete lagging on 0.6- to 0.9-m centers; if tunneling below water table, possibility of soil flow into tunnel |
| **Drilling rock quality designation (RQD), %** | 75, usually 90 | 75, usually 90 | 50-75 | 0-50 | 0 or does not apply | 0 or does not apply |
| **Core recovery (NX), %** | 90 | 90 | 90 | Up to 70 if a high percent of core stones; as low as 15 if none | 15 as sand | 15 as sand |
| **Drilling rates (m/hr)** | 2-4 | 2-4 | 8-10 | 8-10 | 10-13 | 10-13 |
| **(diamond NX), 2'/2-in. percussion** | 5-7 | 8 | 12-15 | 12-15 | 17 | 17 |
| **Permeability** | Low to medium | Medium to high | Medium to high | High | Medium | Low |
| **Seismic velocity (m/sec)** | 3050-5500 | 2500-4000 | 1500-3000 | 1000-2000 | 500-1000 | 500-1000 |
| **Resistivity (ohm-m)** | 340 | 240-540 | 180-240 | 180-240 | 180 | 180 |

**NOTE:** Weathering grades (shown here as column headings) are based on Dearman (1976).

a Benches and surface protection structures are advisable, particularly for more highly weathered material. The presence of through-going adversely oriented structures is not taken into account.

b Tends to be determined by joint openness and water-table depth.
Experiment Station for the Federal Highway Administration was summarized into technical guidelines by Strohm et al. (1978), who divided the design of shale embankments into five areas: foundation benching, drainage provisions, material usage, compaction requirements, and slope inclination. The following discussion utilizes a similar grouping.

4.1.1 Benching and Drainage

Typical recommended benching and drainage provisions are shown in Figures 21-3 and 21-4, where both longitudinal and transverse (cut-to-fill) situations are illustrated for shales interbedded with sandstone. Obviously the benches must be made into stable ground and the drainage rock must be
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Table 21-2
Engineering Evaluation of Shales (modified from Underwood 1965 and Wood and Deo 1975)

<table>
<thead>
<tr>
<th>PHYSICAL PROPERTIES</th>
<th>PROBABLE IN SITU BEHAVIOR *</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LABORATORY TESTS AND IN SITU OBSERVAIONS</strong></td>
<td><strong>UNFAVORABLE RANGE OF VALUES</strong></td>
</tr>
<tr>
<td>Compressive strength (psi)</td>
<td>50 to 300 (0.3 to 2 MPa)</td>
</tr>
<tr>
<td>Modulus of elasticity (psi)</td>
<td>20,000 to 200,000 (140 to 1400 MPa)</td>
</tr>
<tr>
<td>Cohesive strength (psi)</td>
<td>5 to 100 (0.03 to 0.7 MPa)</td>
</tr>
<tr>
<td>Angle of internal friction (degrees)</td>
<td>10 to 20</td>
</tr>
<tr>
<td>Dry density (pcf)</td>
<td>70 to 110 (1.1 to 1.8 g/cm^3)</td>
</tr>
<tr>
<td>Potential swell (%)</td>
<td>3 to 15</td>
</tr>
<tr>
<td>Natural moisture content (%)</td>
<td>20 to 35</td>
</tr>
<tr>
<td>Coefficient of permeability (cm/sec)</td>
<td>10^-3 to 10^-10 (3 x 10^-7 to 3 x 10^-11 ft/sec)</td>
</tr>
<tr>
<td>Predominant clay minerals</td>
<td>Montmorillonite or illite</td>
</tr>
<tr>
<td>Activity ratio = (plasticity index/clay content)</td>
<td>0.75 to &gt;2.0</td>
</tr>
<tr>
<td>Wetting and drying cycles</td>
<td>Reduces to grain sizes</td>
</tr>
<tr>
<td>Spacing of rock defects</td>
<td>Closely spaced</td>
</tr>
<tr>
<td>Orientation of rock defects</td>
<td>Adversely oriented</td>
</tr>
<tr>
<td>State of stress</td>
<td>&gt; Existing overburden load</td>
</tr>
</tbody>
</table>

* Expected problems indicated by X.
FIGURE 21-3
Longitudinal bench drainage tailored to stratification of seepage layers (modified from Strohm et al. 1978).

FIGURE 21-4
Transverse bench drainage tailored to stratification of seepage layers, cut-to-fill (modified from Strohm et al. 1978).
durable and not degrade with time. Requirements for this rock might follow the recommendations of Welsh et al. (1991). A typical design is shown in Figure 21-5, reproduced from a report by the Oregon Department of Transportation (Machan et al. 1989). Here the select durable rock embankment is placed to a level above the flood stage of an adjacent river, essentially eliminating the potential for wet and drying cycles in the shale embankment material placed above.

4.1.2 Material Use

During project development a material use plan should be prepared to cover excavation requirements and ensure that nondurable rocks are placed as soils in thin lifts and that durable rocks are placed as rock fill. The alternative is to place all materials as soils while meeting maximum gradation size and minimum compaction criteria. Wasting of degradable materials, such as shales, can generally be avoided by proper treatment and use. Exceptions might involve extremely wet clay shales, which may not be economically dried by disk ing or other means.

Strohm et al. (1978) developed design criteria based on the slake durability index, \( I_D \), and the jar slake index, \( I_J \), as follows:

- \( I_D > 90, I_J = 6 \): These materials can be used as rock fill as long as soil- and gravel-size materials do not exceed 20 to 30 percent of total lift. Too much fine material prevents the rock-to-rock contact necessary for stability and causes long-term settlement.
- \( I_D = 60-90, I_J = 3-5 \): These are hard, nondurable intermediate shales that require special treatment, typically including a high degree of compaction by heavy rollers (see Section 4.1.3).
- \( I_D < 60, I_J < 2 \): These materials need to be compacted as soil in thin lifts.

A number of other authors have prepared graphs or tables to help designers prepare the material plans. Lutton (1977) provided an estimate of allowable lift thicknesses as a function of slake durability index (Figure 21-6). The shale rating system proposed by Franklin (1981) (Figure 21-7) groups rock materials according to slake durability index and either plasticity index or point-load strength. Various groupings are assigned a shale rating, \( R \), which is used to derive a number of slope design parameters. For instance, Figure 21-8 provides an estimate of allowable lift thicknesses based on Franklin’s shale rating.

Santi and Rice (1991) used a modification of the slake index test to provide a preliminary clas-
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classification of degradable materials. As is shown in Figure 21-9, they suggested plotting the one-cycle slake value (representing the current state of weathering of a material) against the difference between the five-cycle and one-cycle values (representing the susceptibility to weathering of a material). They term this difference the slake differential. The resultant graph is then divided into sections denoting expected material behavior. Such a classification emphasizes the continuum between soil and rock behavior. It also indicates subsequent laboratory tests that are likely to further characterize the material.

Hopkins (1984) tested Kentucky shales extensively in order to correlate slake durability with the California bearing ratio (CBR) used by the state of Kentucky for pavement design. Mathematical expressions were developed to define suitable relationships for design. These expressions convert three different indexes for slake durability to predictions of the Kentucky CBR values.

**FIGURE 21-6**
Criteria for evaluating embankment construction on basis of slaking behavior of materials (modified from Lutton 1977).

**FIGURE 21-7**
Shale rating chart. Sample of shale is assigned rating depending on its slake durability and strength if slake durability is > 80 percent, or depending on its slake durability and plasticity if slake durability is < 80 percent (modified from Franklin 1981).
4.1.3 Compaction

In the contract documents for a construction project, it is generally good practice to call for test sections or field-scale tests to evaluate construction materials and methods. The test sections are used to develop the required compaction methods and control procedures for nondurable shales before major earthwork is started.

Most specifications require a minimum density of 95 percent of the maximum dry density as determined by AASHTO T-99 and a moisture content within 2 percent of optimum. Some specifications make a point of indicating a value below optimum. However, by their very nature, these materials degrade excessively during laboratory processing and compaction. This degradation can result in unrealistically high dry densities. The tests should be started with the in situ or natural water content, since that is what will be used on the project. It is also necessary to use fresh sample material for each determination of moisture content because of material degradation.

In the field it has been found that generally it is necessary to use two different types of rollers to obtain the specified density. A static or vibratory sheepsfoot roller weighing around 25000 kg is

![Figure 21-8](above) Tentative correlations among shale quality, lift thicknesses, and compacted densities (modified from Franklin 1981).

![Figure 21-9](Implication of slake differential partitioning. Characteristics of each category and appropriate testing may be estimated as shown (modified from Santi and Rice 1991).
needed to break down large rock fragments. Two to four or more passes may be needed, typically followed by a 46,000-kg pneumatic-tired roller for another two to four passes, which compacts the now-soil-like materials. Loose lift thicknesses are normally specified in the 0.2- to 0.3-m range. The quantity of water to be added or dried off by diskng must also be evaluated. All of the above considerations support the test-section approach for determining the proper procedures to use in the field with the equipment provided by the contractor.

4.1.4 Slope Design

In this discussion of embankment slope design the conventional procedures outlined in Chapter 13 of this report have been modified. Two figures from Franklin (1981) have been included. Figure 21-10 uses the shale rating, R, obtained from Figure 21-7 to estimate a range of values for cohesion and angle of internal friction. Figure 21-11 provides an estimate of allowable slope angles and embankment heights as a function of R.

Perry and Andrews related the mode of slaking to slope stability problems observed in mine spoils ranging in age from 2 to 10 years:

Little or no stability problems were found where slab or block slaking dominated [degradation to thick, blocky fragments]. Where chip slaking was dominant [degradation to thin, flat segments], the mass appeared to be relatively stable. The chips form an interlocking matrix which is resistant to bulk movement. When slaking to inherent grain size [degradation to fine-grained particles] was found to be the primary mode, stability problems were observed, as evidenced by slips, slides, and similar features. (Perry and Andrews 1982, 27)

In addition to the observations on mass stability, Perry and Andrews (1982) related slaking to erosion problems. Sheet, rill, and gully erosion were observed to occur to varying degrees on all spoils. Where a high proportion of materials that slaked to their inherent grain size was encountered, the most severe erosion was observed, whereas spoils with a high percentage of slake-resistant rocks were least affected. A "pebble pavement" created by an armoring of the surface with resistant small chunks was observed to be effective in controlling sheet erosion.

As a continuation of his earlier study, Hopkins (1988) performed numerous tests on some 40 different shales in an attempt to present predictive equations of engineering parameters from various index tests. For instance, he found that the natural water content of an unweathered shale was a good predictor of important engineering properties. In addition, Hopkins selected nine types of shales for triaxial testing on remolded specimens compacted to standard-, modified-, and low-energy compaction. The behavior of these complex materials required experience and engineering judgment for interpretation of the results. Hopkins stated:

Since $\phi'$ and $c'$ values defined by the $(\sigma'_1/\sigma'_3)$ failure criterion are generally higher and lower, respectively, than values obtained from the $(\sigma'_1 - \sigma'_3)$ failure criterion, then it is unclear which set of $\phi'$ and $c'$ to use in a given stability analysis. (Hopkins 1988, 105)

The principal difference lies in the values of $c'$ obtained, which can have a significant influence on the value of the safety factor computed for the slope. Because of this, Hopkins recommended that designers use both sets of parameters in their stability analyses to determine which is the most conservative. In their reports, designers were en-
coured to give the method used in the defining $\phi'$ and $c'$ obtained from their laboratory tests.

### 4.2 Cut-Slope Design

The design of cut slopes in degradable materials, particularly in clay shales, is as complex as their geology, which was briefly outlined in Sections 2.1 and 2.2. As described by Terzaghi and Peck (1967, 426), upon unloading, the shales expand horizontally, take on moisture, decrease in strength, and consequently are notorious for delayed and progressive failures.

Duncan and Dunlop (1969) examined the influence of the initial stresses on the stresses near the excavated slope using the finite-element method. In particular, their analyses were conducted to study the behavioral differences of the excavated slope in materials with low and high initial horizontal stresses. Other studies have shown that in heavily overconsolidated clays, the horizontal stresses may be 1.5 to 3 times the current overburden pressures at the site and that in the Bearpaw shale and similar rocks of western North America, horizontal stress has been measured at 1.5 times the overburden pressure at a depth of 20 m.

Duncan and Dunlop concluded:

Shear stresses around excavated slopes are much larger for conditions representing a heavily overconsolidated clay (high initial horizontal stresses) than for conditions representing a normally consolidated clay (low initial horizontal stresses). The results indicate that shear stresses large enough to cause failure may develop at some points within the slopes, even though the factor of safety according to the usual $\phi = 0$ method is considerably greater than unity. (Duncan and Dunlop 1969, 489)

Great care must therefore be used when determining shear strengths of intact shale specimens and when using these values in slope stability calculations. The shear-strength envelopes must be based on residual strength values from tests advanced to large strains.

In view of the difficulties in obtaining and testing samples representative of the materials in a large slope, many engineering firms and transportation departments invoke the local “experience factor” in the design of slopes for minimal maintenance over the long term.

The number of variables is obviously quite large, and only a few examples are illustrated here. Franklin (1981) addressed this topic. Figure 21-12, reproduced from Franklin's paper, provides an estimate of allowable cut-slope angles as a function of the shale rating $R$ and the bedding and joint orientations. State highway departments typically address cut-slope design by using standard plans included in their contracts. These are used to guide the excavation process and locate benches. Typically, the top surface of each bench is located at the top of the degradable materials. Several examples from the Kentucky Department of Highways Geotechnical Manual (1993) are shown in Figures 21-13 through 21-19. If rock fall is anticipated, the reader should refer to Chapter 18, Stabilization of Rock Slopes.
FIGURE 21-12

FIGURE 21-14
Typical slope configuration in Class II nondurable shale (modified from Kentucky Department of Highways 1993).

FIGURE 21-13
Typical slope configuration in Class III nondurable shale (modified from Kentucky Department of Highways 1993).

FIGURE 21-15
Typical slope configuration in Class I nondurable shale (modified from Kentucky Department of Highways 1993).
Shales and Other Degradable Materials

5. CONCLUSION

It should be clear that the topic of constructing with, in, or through degradable materials is a complex one. There are few absolutes, and one must trust the experience of others. A great deal of reliance is placed on knowing the behavior of slopes in the vicinity and the geologic conditions at the site. It is hoped that the information in this chapter along with that in Chapter 15 on rock slope stability analysis will provide guidance for a successful project.
FIGURE 21-19
Through cut with dipping bedding planes (modified from Kentucky Department of Highways 1993).

NOTE:
Centerline Bearing = N 64°W
Strike of Bedding = N 55°W
True Dip = 24°SE
Apparent Dip X-Section = 24°SE
Apparent Dip Centerline = +4°

RQD: Rock Quality Designation
REC: % Recovery from Geologist’s Log
SDI: Slake Durability Index
JS: Jar Slake
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Chapter 22

HYDRAULIC TAILINGS

1. INTRODUCTION

Tailings, defined as sand-, silt-, or clay-sized solid wastes from mineral-processing operations that were originally produced, handled, and deposited in slurry form, represent a special case of slope stability in that they are artificially constructed deposits of manufactured soil. Tailings are distinct from other types of coarse mining wastes or smelter slag that are dumped or piled under dry conditions. Tailings deposits share many geotechnical characteristics of such other hydraulic fills as offshore drilling islands, hydraulic-fill water dams, dredged material deposits, and certain other industrial wastes (e.g., fly ash and papermill sludge). These related materials are not discussed here, but pertinent information can be found in two publications from the American Society of Civil Engineers: Geotechnical Practice for Disposal of Solid Waste Materials (ASCE 1977) and Hydraulic Fill Structures (Van Zyl and Vick 1988).

Tailings are often identified by their association with mining and milling operations. Where encountered along transportation routes, tailings deposits may affect the stability or safety of these facilities by (a) causing instability of excavated cuts, (b) creating potential landslide hazards from adjacent deposits, (c) increasing subgrade compressibility and settlement, and (d) possessing adverse environmental characteristics (high erodibility, heavy-metal pollution, and acid drainage).

2. CHARACTERIZATION AND PROPERTIES

For most metalliferous ores, tailings represent the end product of crushing and grinding operations after extraction of the valuable mineral particles. For other ores, such as phosphates, coal, or construction aggregates, tailings are produced by simple washing and screening operations. In either case, the maximum particle size typically varies from 0.1 to 1.0 mm, with the relative proportions of sand- and silt-sized particles governed by the type of processing required for optimum mineral extraction efficiency. Mechanical grinding produces particles that are highly angular; clay is contained in the tailings only if present in the parent ore, and clay content is usually significant only for tailings produced by washing operations. Specific gravity of tailings solids varies from as low as 1.5 for coal to almost 4.0 for tailings derived from sulfide-type orebodies where pyrite is rejected during processing. Vick (1990) summarized gradation and index properties for tailings from a variety of ore types.

2.1 Construction of Tailings Impoundments

During operation of a milling facility, the tailings slurry is usually pumped to a tailings impoundment at a pulp density of 15 to 50 percent solids by weight. Within the impoundment the solids settle
from suspension, and the supernatant water collects in a *decant pond* from which it is discharged or recycled to the mill process. Central to geotechnical characterization of any tailings deposit is the manner in which discharge and deposition of the tailings slurry have been conducted, and conventional exploration and sampling techniques alone cannot substitute for an understanding of these operations.

Usually the tailings slurry is discharged from the embankment perimeter, typically as shown in Figure 22-1. To the extent that a sand fraction may be present in the slurry, these particles tend to settle nearest the point of discharge, with finer particles carried farther in the slurry stream. This sedimentation pattern gives rise to an above-water beach of *sand tailings* (defined as those with less than 50 percent passing the No. 200 sieve) and a zone of *slimes* (more than 50 percent passing the No. 200 sieve) extending from the more distant regions or the above-water beach to beneath the decant pond, as shown in an idealized manner in Figure 22-2. The degree of particle-size segregation on the beach, and therefore the extent to which the sand tailings and slimes are differentiated, depends on such factors as gradation of the original slurry and its solids content (Abadjiev 1985). The
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**FIGURE 22-1** Tailings slurry discharge and beach deposition (modified from Vick 1990).

**FIGURE 22-2** Sequential tailings dam raising and tailings deposition showing idealized sand and slimes regions (modified from Vick 1990).
transition between zones of sand tailings and slimes in a tailings deposit is gradual, interlayered, and indistinct and is governed by the various techniques and locations of tailings slurry discharge adopted during operation of the impoundment. Nevertheless, characterization of a tailings deposit into regions of predominantly sand and slimes is fundamental to establishing broad ranges of physical, index, and engineering properties and to targeting subsurface exploration in key areas.

2.2 Sand Tailings Characteristics

Sand tailings derived from beach deposition are usually loose, with relative densities ranging from 30 to 50 percent. Upon initial deposition, they typically exhibit corrected standard penetration test (SPT) blowcounts, expressed as \( (N_1)_{60} \), of 3 to 5. There is evidence to support some increase in \( (N_1)_{60} \) values with time due to "aging" effects (Troncoso 1990).

2.3 Slimes Characteristics

Slimes, on the other hand, qualify as low-plasticity to nonplastic silts for tailings derived from grinding of metalliferous ores. Other ores and processes, most notably Florida phosphatic ores, exhibit less favorable plasticity, sedimentation, and consolidation characteristics in their clay slimes (Bromwell and Raden 1979; Schiffman et al. 1988). A void ratio of 0.8 to 1.3 is typical of many slimes deposits, with \( (N_1)_{60} \) values often ranging from 1 to 3. Of particular significance to slope engineering issues is the high specific retention of void water exhibited by slimes. Once sedimentation and consolidation processes are complete, further gravity drainage seldom results in appreciable reduction in water content or gain in strength except in the zone affected by surface desiccation, which seldom extends below depths of 1 to 2 m. Thus, slimes deposits, even in dry climates, have remained soft and virtually fully saturated for up to 60 years after deposition has ceased and surface water has been removed. This feature, along with the associated low undrained shear strength, makes slimes the most troublesome tailings material from the point of view of slope engineering or embankment construction. Slimes deposits also exhibit high compressibility, although rates of consolidation are usually relatively rapid.

2.4 Typical Strength Characteristics

Strength characteristics governing slope stability vary according to sand or slimes characterization. For most types of sand tailings, the drained (effective-stress) friction angles typically range from 33 to 38 degrees. These relatively high values for loose materials are attributable to particle angularity. Sand tailings display virtually no effective cohesion intercept \( (c') \) except in special cases involving chemical cementation, such as gypsum tailings or tailings affected by oxidation of sulfide minerals (usually pyrite). Vick (1990) extensively summarized drained strengths for various tailings types.

Provided that the nature, origin, and depositional characteristics of sand tailings deposits are fully understood, estimates of drained strength based on published values for similar tailings types are often sufficient for effective-stress analyses. Slope stability is seldom sufficiently sensitive to ordinary variations in drained strength to justify extensive laboratory testing.

For slimes tailings, either drained or undrained strength may be pertinent to slope stability, depending on such factors as the degree of desiccation-induced overconsolidation that the slimes may have experienced during deposition. For slimes derived from metalliferous ores, drained (effective-stress) angles of internal friction are generally in the range of 28 to 37 degrees (Vick 1990). Slimes exhibit little or no effective cohesion.

The undrained strength \( (s_u) \) of slimes is, however, sensitive to details of the original deposition process. For slimes deposited within and beneath the decant pond, normally consolidated conditions prevail after dissipation of deposition-induced excess pore pressures, and the variation of undrained strength with depth can be characterized by stress-normalized ratios \( (s_u / \sigma_{')} \) ranging from about 0.20 to 0.27 (Vick 1990; Ladd 1991). In contrast, slimes deposited above water or on intermittently saturated portions of the beach or otherwise influenced by local desiccation during deposition may exhibit far more irregular undrained strength patterns, which may be difficult to assess (Maclver 1961). Although recovery of undisturbed samples of saturated slimes for laboratory testing is possible using fixed-piston samplers, vibration during sample transport or sample extrusion frequently causes gross disturbance and densification. Draining of sample tubes in the field
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before transport and freezing of recovered samples have both been used successfully to reduce these effects. Alternatively, Wahler and Associates (1974) and MacIner (1961) provided examples of undrained strength assessment for slimes by field vane-shear testing. However, thin sand seams are often present, especially in beach transition zones, and these may make drainage conditions during vane-shear testing difficult to ascertain. In conjunction with conventional sampling, the cone penetrometer test (CPT) is very useful for identifying interlayering and other stratigraphic details of tailings deposits.

3. SLOPE STABILITY AND ENVIRONMENTAL ISSUES

Slope stability problems related to tailings deposits most commonly arise in connection with dams that contain the deposited slurry, and a rich literature on tailings-dam stability exists, including work by Morgenstern (1985), Kealy and Soderberg (1969), Soderberg and Busch (1977), Klohn (1972), Vick (1990), and Corp et al. (1975). Brawner (1979) described several failures and repair case histories. Seismic stability of tailings dams is of considerable importance because of the liquefaction susceptibility of tailings deposits; examples of current practice in dynamic analysis were provided by Finn et al. (1990), Troncoso (1988), Lo et al. (1988), and Vick et al. (1993).

Although tailings-dam design and analysis methods apply in principle to transportation-related slope engineering situations involving tailings, important differences exist. Chief among these are the following:

1. Route alignments on or through tailings deposits most often involve excavated cuts,
2. Tailings may be considered as a borrow source for embankment fill, and
3. Tailings deposits are inactive and abandoned rather than actively operated in conjunction with ongoing mining operations.

3.1 Stability of Excavated Cuts

Stability of excavated cuts in inactive tailings deposits is ordinarily controlled by the cohesionless nature of the sand and the undrained strength behavior of the slimes. Conventional limit-equilibrium procedures of slope stability analysis apply to tailings deposits, but more important than the computational procedure is the adoption of appropriate strength parameters. Ladd (1991) provided a thorough discussion of effective stress analyses versus undrained strength analyses in actively operating tailings impoundments and demonstrated that pore pressures due to undrained shearing must be addressed in assessing slope stability. These findings apply to excavated slopes in tailings slimes as well and emphasize the previously discussed importance of stress history and undrained strength resulting from the original circumstances of slimes deposition.

Equal in importance to calculating stability of cuts in tailings deposits is evaluating the feasibility of excavating them. The typically dry and even dusty surface of abandoned tailings deposits may produce a misleading impression. Although sand tailings eventually dewater by gravity drainage given sufficient time and foundation permeability, even perched water remaining in sand layers can produce "running" conditions on excavated faces. The same is true for slimes, which may remain fully saturated only a few feet below the desiccated surface crust long after the impoundment has been abandoned. Both saturation and low undrained shear strength of slimes seriously impede the mobility of wheeled construction equipment during excavation, and costly and time-consuming dragline or backhoe excavation techniques must often be used. These problems have been avoided during large-scale remining of tailings by hydraulic excavation (McWaters 1990), but this requires that a new impoundment be constructed to retain the excavated tailings slurry.

3.2 Use of Tailings as Fill

Tailings from abandoned deposits have been considered for use as highway fill. Dry sand tailings have been found to have suitable compaction characteristics and engineering properties. Pettibone and Kealy (1971) presented typical engineering properties for compacted tailings fill and described the use of tailings borrow for construction of a 6-km section of Interstate-90 near Kellogg, Idaho.

However, in the construction of highway fills using tailings, their highly erosive nature must be considered (see Section 3.4). A roadway fill constructed from tailings at Silverton, Colorado, was rapidly eroded when a culvert designed to carry the flow of a small stream became blocked with debris
FIGURE 22-3
Erosion of highway fill constructed from tailings, Colorado State Highway 110, Silverton, Colorado, May 1985. Road embankment was destroyed in a few hours when culvert designed to carry flow of Boulder Creek became blocked with debris during a period of high spring runoff. Fill acted as temporary dam but was quickly eroded once flowing water overtopped it. Reconstruction of roadway with new culvert took several weeks.

COURTESY OF THE SILVERTON STANDARD AND THE MINER

FIGURE 22-4
View across eroded section of highway fill constructed from tailings, Colorado State Highway 110, Silverton, Colorado, May 1985. Light-colored slope (background) is part of active tailings disposal, which has been constructed with relatively steep slope. Remains of wooden supports for former tailings discharge pipes are visible on slopes. Mill is situated behind tailings, and access to it was disrupted by this failure.

COURTESY OF THE SILVERTON STANDARD AND THE MINER
during a spring storm (Figures 22-3 and 22-4). The blockage was not detected during the night and the stream overflowed the fill and rapidly eroded it. Once started, the erosion occurred so rapidly that nothing could be done to prevent it. Reconstruction took several weeks. This road was not a major highway but did provide the only access between an active gold mine and its mill as well as the only feasible access to recreation sites in a mountain valley. The erosion of the road fill thus caused some measurable economic hardship.

3.3 Toxicity of Tailings

Use of tailings as highway fill or disposal of excavated tailings may present environmental issues related to toxic liability. Potential toxicity of tailings depends on the geochemistry of the orebody and the nature of the metallurgical processing and cannot be generalized even for ores of the same basic type. Although probably the majority of tailings deposits are chemically innocuous, some tailings may contain high levels of such constituents as arsenic, lead, cadmium, fluoride, or molybdenum, which can be harmful if ingested by humans, grazing animals, or certain plants. Such exposure can be enhanced when disturbed tailings are dispersed by wind. The solubility, mobility, and potential for transport of many heavy metals within groundwater or surface-water environments are greatly enhanced by the low pH levels generated by sulfide oxidation of some abandoned deposits, especially those rich in pyrite, pyrrhotite, or marcasite minerals. Exposure of such tailings surfaces to the atmosphere accelerates oxidation and acidification through complex chemical and biological reactions. Gadsby et al. (1990) provided an overview of recent research and practice in this area.

3.4 Erosion Susceptibility of Tailings

Environmental issues also derive from the highly erosive nature of tailings slopes, and special measures may be necessary to reduce and control sediment transport. Because of their relatively fine and uniform grain size, tailings are erodible by water and wind. Slopes as flat as 3H:1V are frequently considered necessary for erosion control and establishment of vegetation. Erosion considerations rather than mass stability may ultimately be found to govern slope design for tailings.

Slope erosion notwithstanding, eroded material from adjacent flat tailings surfaces can affect transportation facilities. Tailings eroded by water can quickly plug ditches and culverts, and wind erosion has been known to cause visibility-related safety hazards in dry climates. The rapid erosion of a highway fill constructed from tailings near Silverton, Colorado, was mentioned in Section 3.2. This rapid erosive failure resulted from a blocked culvert, which dammed a small stream and caused it to overtop the highway fill. The adjacent active tailings disposal site is shown in Figure 22-4. This site was constructed with comparatively steep slopes. Wind erosion on these slopes produced large dust clouds under relatively low wind velocities. The steepness of the slopes hampered revegetation efforts. With the recent final closure of the mine and mill, these slopes are being regraded to lower angles and revegetation is beginning to help stabilize these tailings. Such revegetation of exposed tailings surfaces can be complicated by the absence of nutrients, poor textural characteristics, and sometimes by the high residual metal concentrations in the tailings, which may be toxic to plants. Successful revegetation of large areas of tailings often requires specialized studies, including field test plots. Smaller areas can be quickly revegetated by covering tailings surfaces with topsoil, although this may be quite expensive.

4. FAILURE OF TAILINGS IMPOUNDMENTS

Slope failure and breaching of actively operating tailings dams are frequently accompanied by flowing of the saturated tailings deposit. These flows have produced extensive damage and loss of life in the past, but damage to adjacent transportation facilities has historically been limited to temporary closure of railroads and highways. Perhaps the greatest potential hazard may be posed by certain types of actively operating tailings dams where flows triggered by seismic failure may affect lifeline transportation facilities such as highways or pipelines and impede postearthquake disaster response and recovery efforts. Vick (1991) presented methods of estimating flow runout distances in the event of tailings embankment failure. These procedures have been used to address the impacts of potential tailings flows on adjacent highways for existing and proposed tailings dams in Utah and Montana (Vick, unpublished study).
The potential for flow failures from abandoned tailings deposits is less clear but is the topic of current research (Troncoso 1990). Dobry and Alvarez (1967) studied many tailings deposits subjected to strong earthquake ground motion in Chile and documented a number of liquefaction failures and flows from actively operating tailings impoundments. However, with inactive deposits, slope effects were limited to deformation and cracking. No flow failures are known to have occurred for abandoned tailings deposits that did not retain impounded water, under earthquake loadings or otherwise (USCOLD 1994).

Nevertheless, in one recent case involving two abandoned tailings deposits in Missouri that were constructed using unusual tailings deposition procedures and that retained surface water, dynamic analyses and flow-failure runout assessments were performed to evaluate the potential for inundation of a downstream community resulting from tailings-dam failure triggered by a seismic event (Vick et al. 1993). It was found that a proposed highway embankment downstream from the dams could be designed to retain a possible flow and thus substantially reduce the hazard to downstream residents. Thus, if potential failure hazards from tailings dams are evaluated and recognized in advance, judicious planning and layout of transportation facilities can mitigate their effects.

5. MITIGATION MEASURES

Construction of cuts and fills on or through tailings deposits requires addressing stability, subgrade compressibility, construction feasibility, and environmental factors. The characteristics of tailings deposits can be less favorable than those of natural soils in most of these respects. Various soil improvement methods have been considered for tailings deposits, many of which were summarized by Mitchell (1981, 1988). However, the applicability of virtually all such techniques is limited to specific characteristics of soil, saturation, or both. No single technique has been found universally feasible for both sand and slimes tailings under all conditions. Avoidance of tailings deposits during route selection, with due consideration for the risks that adjacent impoundments may pose, therefore remains a primary mitigation strategy.
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1. INTRODUCTION

The purpose of this chapter is to review the engineering character of loess and typical cut-slope stability problems that have been observed and to suggest design approaches with special consideration for cut slopes related to transportation facilities. The discussion relies heavily on the experience of state transportation departments in Missouri, Tennessee, Illinois, and Washington.

Loess is an eolian deposit composed primarily of silt-sized particles. Loess deposits constitute approximately 11 percent of the land surface of the earth and 17 percent of the soil deposits of the United States (Turnbull 1965). Extensive areas of Europe, Asia, New Zealand, the Arctic, and the Antarctic are covered by loess deposits with thicknesses commonly between 20 and 30 m. However, the most extensive loess deposits are in China (Hobbs 1943; Schultz and Frye 1965; Eden and Fulkert 1988). The most extensive deposits in the United States cover parts of the Midwest as well as portions of Washington, Oregon, Idaho (Figure 23-1), and Alaska.

Loess is characterized by a loose structure that consists of silt and fine sand particles coated by a clay binder. Because of the clay coating on the silt and sand particles, there is little true intergranular contact, particularly at low confining pressures. Thus, most of the strength is attributable to the clay binder. At low water contents, high negative pore pressures develop in the binder, producing relatively high shear strengths. As a result, as long as it remains unsaturated, loess has the ability to stand in vertical cut slopes and to support relatively large loads as a foundation material. However, upon wetting, the negative pore pressures are eliminated, reducing effective stresses, and thus the strength, as water content within the clay fraction increases to near saturation.

Sudden settlement from wetting (hydroconsolidation) is also a result of the loose structure. Upon wetting, the reduction in shear strength allows the granular material to reorient, producing a denser soil with a substantially lower void ratio, which can result in large settlements. It was this tendency to consolidate, particularly with respect to earth-dam
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foundations, that led to much of the original research on the physical properties of loessial soils performed by the U.S. Bureau of Reclamation in the early 1950s and 1960s (Leighton and Willman 1950; Hansen et al. 1959).

Slope stability problems in loess deposits appear to be common and range in scale from massive landslides to small slides and flows or erosion problems. A number of very large landslides in loessial materials have been documented in the literature, only a few examples of which are noted here.

One of the most infamous landslides in loess deposits occurred in 1920 in Gansu Province, China, as a result of the Richter magnitude (M) 8.5 Haiyuan earthquake. Approximately 650 loess collapses (slides and flows) killed about 100,000 people (see Chapter 2) (Close and McCormick 1922; Tungsheng 1988). In the Tadzhik Republic of the former USSR, the 1949 M 7.5 Khait earthquake triggered numerous massive debris avalanches and flows (many of which were in loess deposits) that buried 33 villages (Leonov 1960; R. L. Schuster, personal communication, 1993, U.S. Geological Survey, Denver, Colorado). In March 1983, 45 million m$^3$ of loess collapsed from the crest of a hill in Gansu Province. The debris, consisting of a 100-m-thick slab of rain-saturated loess, dropped 270 m and traveled laterally 1.7 km at speeds of 7 to 12 m/sec. The slide buried four villages, dammed a river, and killed 220 people (Adams 1988).

A rare type of landslide in loess occurred in 1989 in a suburb of Dushanbe in the Tadzhik Republic. The terrain was hilly and the highly porous silt (loess) had been wetted by irrigation. An M 5.5 earthquake caused liquefaction of the collapsible loess deposits, which triggered a chain of landslides. The landslides turned into a very large mud flow, which buried more than 100 houses 5 m deep (Ishihara et al. 1990).

Although such large and catastrophic loessial landslide problems have not occurred in the United States, a number of slope stability problems related to loess have been of concern to engineering geologists and civil engineers for many years. Many of the problems recorded in the literature are related to transportation issues. The slope problems range from moderate to small slides and flows to erosion. The impact of these problems ranges from concern for safety of the public to environmental damage (soil erosion and stream sedimentation) or, in some cases, to aesthetics.

2. LITERATURE REVIEW

2.1 Formation of Loess

As shown in Figure 23-1, the distribution of loess deposits in the United States centers around major waterways, which during the Late Pleistocene were points of egress for meltwater from continental glaciers. Glacial erosion of the land surface produced soil and rock debris that was transported by the meltwater. Rivers did not have the capacity to transport the large volume of sediment, causing formation of braided streams and outwash plains. Thermal effects of rising temperatures during the glacial retreat created winds that induced eolian transport of materials from the outwash plains. It is generally accepted that these winds eroded and transported silt- and clay-sized materials and deposited them in a loose loessial structure. The eolian source of deposition has been substantiated by the sorting of loess with distance from the source; that is, loess deposits characteristically become more fine grained with distance from the source (Smith 1942; Schultz and Frye 1965).

2.2 Fundamental Properties

Comprehensive studies of the engineering and index properties of loess were made by Holtz and Gibbs (1951), followed by Royster (1963), Royster and Rowan (1968), the Missouri State Highway Department (1978), and Higgins et al. (1985, 1987). Holtz and Gibbs were primarily interested in consolidation. Basic laboratory tests, including gradation, specific gravity, plasticity, and shear strength, were performed on a large number of samples. Grain size characteristics revealed that the majority of samples (71 percent) fell within gradation limits arbitrarily defined as silty loess. Samples found to be finer than the boundaries established for silty loess were termed clayey loess (21 percent), and coarser samples were categorized as sandy loess (8 percent). A grain-size distribution chart delineating these subdivisions is presented in Figure 23-2.

Holtz and Gibbs (1951) also conducted Atterberg-limit tests and plotted the results on a plasticity chart. The plot exhibited a concentration of points representing soils with plasticity indexes ranging from 5 to 12 percent and liquid limits between 28 and 34 percent. Examination of these data in conjunction with the gradation analysis re-
revealed that the concentration was indicative of silty loess. Furthermore, a more poorly defined grouping of higher plasticity index and liquid limits was found to coincide with gradation curves in the clayey loess range. Thus, a useful relationship between gradation and plasticity was established.

Holtz and Gibbs found that shear strength, as determined by triaxial testing, varied considerably with water content and to a lesser extent with dry density. As would be expected, strength increased with decreasing water content and increasing density. The angle of internal friction remained fairly constant, ranging from 30 to 34 degrees, whereas the cohesion intercept increased rapidly as water content decreased.

Although Holtz and Gibbs believed that strength was not affected substantially by the gradational subdivisions (sandy, silty, and clayey loess), it is evident that this is not true at low water contents when a total stress analysis is employed. Undrained cohesion increases with increasing clay content for a given water content below saturation, resulting in higher strength. However, this effect is at least partially offset by the tendency of clayey loess to maintain a higher natural water content than that of silty or sandy loess (Missouri State Highway Department 1978).

Gibbs and Holland (1960) expanded the data base of the original work by Holtz and Gibbs. The results of additional laboratory tests and of plate-load and pile-driving tests were incorporated into their report. Conclusions pertinent to strength properties remained essentially unchanged.

The relationship between water content and shear strength was more thoroughly examined by Kane (1968), who presented what he termed the "critical water content" concept. Unconsolidated-undrained (UU) triaxial shear tests were conducted at various water contents on undisturbed samples obtained from a site near Iowa City, Iowa. In addition, tests to measure negative pore-water pressures and volumetric variation with water content were performed. It was found that above a given water content (the critical water content) the clay binder was volumetrically stable. Below the critical water content, the clay fraction shrinks as a result of desiccation. The critical water content can also be described as the water content at which the clay binder becomes saturated. This mechanism provides a reasonable explanation of the variation in strength with water content. Because the clay binder is nearly saturated once the critical water content is reached, any additional water fills voids between particles and has little effect on effective stress levels until complete saturation is achieved. As water content decreases below critical, desiccation occurs and negative pore-water pressures are developed in the clay binder. As the water content decreases, the negative pore pressure increases, which increases effective confining pressure and thus increases strength. The applicability of the concept of critical water content to slope stability problems in loess has been noted by several investigators (Missouri State Highway Department 1978; Higgins et al. 1985, 1989; Higgins and Fraga 1988). They found the critical water content for Missouri and Washington loess to be in the range of 17 to 20 percent.

### 2.3 Index Properties and Shear Strength

General trends in index and shear strength properties of loess have been determined for many locations in the central United States, eastern Washington, and Alaska.

#### 2.3.1 Clay Composition

Montmorillonite, or a combination of montmorillonite and illite, is the dominant clay mineral for loess deposits in the central United States (Handy et al. 1955; Gibbs and Holland 1960; Crumpton...
and Badgley 1965; Krinitzsky and Turnbull 1965; Bandyopodyopadhyay 1983). The clay fraction of Alaskan loess is predominantly chlorite with minor amounts of illite and possibly kaolinite (Davidson and Roy 1959).

2.3.2 Calcium Carbonate

Calcite deposits in loess are generally found as discrete grains, root fillings, or nodules (Holtz and Gibbs 1951; Gibbs and Holland 1960). In some cases a continuous layer or crust of calcite may form at shallow depths below the ground surface. This crust generally forms as the result of ground-surface evaporation and has been observed on cut slopes in Mississippi (Krinitzsky and Turnbull 1965) and eastern Washington (Higgins et al. 1989).

In eastern Washington, it appears that the presence or absence of calcium carbonate is at least partially related to mean annual precipitation or evaporation. In areas averaging greater than 51 cm of precipitation per year, no samples containing calcium carbonate were encountered. Conversely, a large majority of samples collected in areas where mean precipitation was less than 38 cm contained a significant quantity of calcite.

Where present in sufficient quantities, calcite increases the dry strength of loess. However, because of the discontinuous nature of calcite accumulation, care must be taken when strength properties are determined for a specific site. If test samples are obtained from a location containing a higher-than-average percentage of calcite, the tests may indicate a strength higher than the actual strength for the site as a whole.

2.3.3 Gradation

Gradation characteristics of loess from different locations in the United States are presented in Figures 23-3 through 23-9. In general, the range in grain-size distribution falls within the bounds established by Holtz and Gibbs (1951), with the exception of Alaskan loess, which tends to be slightly coarser. The maximum grain size in loess deposits examined within the conterminous United States is 2.00 mm (No. 10 sieve), whereas analyses on Alaskan loess exhibit an upper limit of 9.53 mm (3/8-in. sieve). It is thought that the particles larger than 2.00 mm in Alaskan loess may be carbonate concretions formed after deposition of the loess (Sheller 1968).
2.3.4 Plasticity

The results of Atterberg-limit tests from various investigations are presented in Figure 23-10. Although substantial variability can be observed in the range of plasticity from location to location, the approximately linear relationship between liquid limit and plasticity index appears to be similar for all locations.

2.3.5 Shear Strength

Shear strength is the most important engineering property of any soil when slope stability is considered. Unfortunately, shear strength is difficult to quantify for loessial soils when saturation is less than 100 percent. The angle of internal friction reported in early studies remains relatively constant, between 28 and 36 degrees, whereas the cohesion intercept varies inversely with water content. Higgins et al. (1987) found shear strength values for UU tests on eastern Washington silty and clayey loess. Cohesion ranged from 21 to 69 kPa and the angle of internal friction ranged between 9 and 21 degrees. Consolidated-undrained tests showed a range for cohesion of 0.5 to 31 kPa and for internal friction of 27 to 29 degrees.

The highest values of cohesion were reported for loess samples with high density, high clay content, and low moisture content. Cohesion values as high as 448 kPa have been observed (Holtz and Gibbs 1951). Conversely, low-density silty loess samples tested at high water contents produced Mohr envelopes with cohesion intercepts equal to zero.

Although the variability of the angle of internal friction appears to be confined to a narrow range (with some exceptions), some controversy exists regarding the strength of low-density silty loess at high water contents. Some authors observed a complete loss of strength below a minimum consolidation pressure of approximately 69 kPa (Holtz and Gibbs 1951; Cleverger 1956; Gibbs and Holland 1960; Royster and Rowan 1968), whereas other authors did not (Olson 1958; Akiyama 1964; Kane 1968). Some investigators explained the lack of shear strength at low consolidation pressures by stating that a minimum degree of consolidation is required to produce grain-to-grain contact and thus shearing resistance (Holtz and Gibbs 1951; Cleverger 1956; Gibbs and Holland 1960).
FIGURE 23-10
Plasticity data for loessial deposits throughout the United States (modified from Sheller 1968).
2.3.6 Variability of Index Properties with Distance from Source

Although index properties within a given deposit of loess tend to vary within narrow bounds, some trends have been noted with respect to the distance from the source of the loess. Investigations in the Midwest, the South, and the state of Washington (Dahl et al. 1952; Krinitzsky and Turnbull 1965; Handy 1976; Higgins et al. 1985, 1989) indicated an increase in clay content and decrease in total thickness with distance from the source. Studies in Iowa (Dahl et al. 1952), Mississippi (Krinitzsky and Turnbull 1965), and Washington (Higgins et al. 1985, 1989) noted that as clay content increases, silt content decreases, with sand content being a uniform, minor constituent.

Variation in clay content tends to affect engineering and other properties. As clay content increases, natural water content and density also increase (Davidson and Handy 1952; Higgins et al. 1985, 1989). Thus, natural water content and density can be expected to increase with distance from the source.

A linear relationship between thickness and the logarithm of distance from the source has been established (Handy 1976) for midwestern loess deposits. Although this relationship is undoubtedly true for some deposits, in many cases thickness is highly variable on a local scale with no clear trends discernible. When a high degree of variability is encountered, it is usually due to hummocky terrain with maximum thicknesses near the crests of hills and thin deposits in intervening depressions (Kolb 1965).

2.3.7 Density

Typical densities for eastern Washington loess were reported by Higgins and others (1987). Dry densities for 12 samples of silty loess ranged from 1.13 to 1.57 Mg/m³, and for three samples of clayey loess the range was 1.36 to 1.44 Mg/m³.

2.3.8 Depth Effects

It is not possible to generalize about the variation in textural composition with depth other than to say that changes in the relative percentage of the sand, silt, and clay constituents with depth are usually minor. In some areas sand content was found to increase slightly with depth, whereas clay content remained constant or showed a minor decrease (Lyon et al. 1954; Higgins et al. 1985). Conversely, some vertical sections exhibited a uniform percentage of sand with depth, whereas clay content remained constant but increased slightly at the base of the unit (Hansen et al. 1959). Except for isolated cases, constituent percentages did not vary more than 7 to 8 percent.

In-place density and natural water content demonstrate a more consistent trend with depth than does textural composition. Ignoring fluctuations in the upper 2 m, both density and water content tend to increase with depth.

3. REVIEW OF CUT-SLOPE DESIGN PRACTICE

In the United States, comprehensive design criteria that specifically address the unique engineering properties of loessial soils are applied by a limited number of state transportation departments. A summary of design procedures employed by various states is presented in Table 23.1.

The results of three comprehensive studies (Royster and Rowan 1968; Missouri State Highway Department 1978; Higgins et al. 1985) in three states (Tennessee, Missouri, and Washington) on the design of cut slopes in loess have been published. The findings of all three concerning loess properties and slope behavior showed only minor differences, usually because of different climatic conditions.

In general, the design specifications recommended by these studies are based on four main criteria: (a) gradation boundaries similar to those established by Holtz and Gibbs (1951) for silty and clayey loess, (b) the critical-water-content concept developed by Kane (1968), (c) experience from studying the relationship between slope performance and physical properties of loess soils, and (d) surface-water drainage.

It was concluded that vertical slopes perform well in silty loess when water contents are maintained below about 17 percent (the critical water content). Slightly higher water contents (less than 20 percent) could be tolerated with a favorable exposure (between southeast and southwest). Flattened slopes should be used for silty loess with high water contents and for all cuts in clayey loess. Although 2H:1V slopes are generally flat enough
The Missouri and Washington investigations suggested some problems with the drilling and sampling methods most commonly used to obtain "undisturbed" samples, particularly at high water contents. Undisturbed samples were obtained by both Shelby tubes and Denison double-tube samplers, and their densities were compared with those for hand-cut samples. In all cases downhole samples were found to be denser, indicating compression during sampling. The largest discrepancies between hand-cut and downhole samples were found when water contents were in excess of 18 percent (Missouri State Highway Department 1978). The Washington study found that all Shelby-tube samples had a higher density than hand-cut samples; however, no specific correlations were noted (Higgins et al. 1987). A similar investigation on the sampling effect on Bulgarian loess (Milovic 1971) obtained similar results.

The general conclusion of the Missouri and Washington reports regarding near-vertical versus flattened slopes is that the use of near-vertical cuts should be restricted but not eliminated. Provided that the deposit meets the gradation and moisture criteria outlined, a near-vertical cut is the preferable choice, particularly since silty loess tends to erode severely on flattened slopes. However, efficient drainage of surface water away from the slope face is essential.

Although Royster (1963)' and Royster and Rowan (1968) generally agreed with these conclu-
of ponding water or are created by material removed through the horizontal pipe.

Major erosional features are found to be the result of improper drainage or channel protection. In eastern Washington, serious erosion problems were observed in long cuts transecting small drainage basins that had no provisions for conveying excess runoff away from the cut. The highly erosive nature of silty loess requires the diversion of runoff from what normally would be considered insignificant drainage areas. Figure 23-11 illustrates the result of truncating a small drainage area without providing a means of conveying excess runoff from the slope or providing erosion protection.

Figure 23-12, which shows gully erosion along US-12 near Walla Walla, Washington, demon-

FIGURE 23-11 Gully erosion resulting from truncation of a small drainage basin near Dusty, Washington.

FIGURE 23-12 Gully erosion where small side drainage was truncated by highway cut to right of photograph, US-12 near Walla Walla, Washington.
FIGURE 23-13
Piping erosion developing into gully erosion (US-12 near Walla Walla, Washington).

FIGURE 23-14
Runoff source causing erosion in Figure 23-13 (small depression at center of photograph).

strates the progressive nature of erosion in loessial soils. Erosion was initiated where a small side drainage was truncated by the highway cut (to the right in the photograph) and has progressed rapidly up gradient. Erosion will continue until the overall gradient is decreased below that causing channel scour.

Figures 23-13 and 23-14 illustrate two important points. In Figure 23-13, the majority of the erosion in the left portion of the photograph is due to piping. To the right of the small pipes, gully erosion is beginning to develop. Vegetation in the base of the depression, as well as the shape of the developing gully, indicates that the gully originated as a pipe. When the pipe enlarged to the point where the overlying material could no longer be supported, caving occurred and the overlying vegetation was deposited in the depression. This mechanism is very common in the formation of erosion gullies in silty loess.

The second point is that extensive erosion problems may develop caused by runoff from extremely small drainage basins. Figure 23-14 shows the drainage area above the erosion shown in Figure 23-13. When the area was first examined in June, before the harvest of winter wheat in late July and August, there was no indication that drainage was concentrating flow toward the problem area. Figure 23-14, taken following harvest in the early autumn, shows a minor basin draining into the existing erosion zone.

Figure 23-15 demonstrates the extent of damage when proper drainage is not provided. The majority of the damage appears to be due to a single summer storm event; a combination of piping and surface erosion is taking place. Piping inlets originated a substantial distance behind the cut, which exemplifies the need for construction of drainage ditches an adequate distance behind the cut slope.

Figures 23-16 and 23-17 show erosion damage to near-vertical cuts in Mississippi and Louisiana where water ponded near the crest of the slope. If natural drainage is directed away from a loess slope, erosion is usually minimal (Figure 23-18).

The Missouri study (Missouri State Highway Department 1978) reported extensive erosion damage on sodded V-shaped benches in silty loess. The slopes were cut nearly vertical and benching. However, drainage channels on the benches eroded severely, which can lead to failure of the entire bench. Paved ditches have been used in Missouri and Illinois to mitigate this effect.

Another serious erosional problem in loessial soils in any climate, particularly on flattened slopes, is surface erosion during construction and up to the time of establishment of a good vegetative cover. Even with adequate drainage, extensive damage may result from raindrop impact and rill erosion. This problem is most critical in silty loess, but clayey loess is also susceptible.

The ability of a slope to hold a vegetative cover appears to be related to the steepness of the slope. The relationship is complicated by factors such as
exposure, type of vegetative cover, soil type, and climatic conditions. There is no quantitative method that accurately predicts the maximum angle at which a slope can be cut and still retain a continuous vegetative cover. However, experience from transportation departments in Washington, Missouri, Illinois, and other states indicates that slopes of 2.5H:1V or flatter are reasonable for establishment and maintenance of vegetation.

4.2 Shallow Slope Movements

Higgins et al. (1985, 1989) found shallow downslope movements to be common in the eastern part of the Washington loess deposit where precipitation is nearly 500 mm annually, but these failures are not common in the midwestern United States. This type of failure is largely due to late-winter and early-spring climatic conditions. Precipitation and snowmelt are common at this time of year, resulting in a thin layer of thawed, saturated soil overlying either frozen or unsaturated soil. The layer of thawed, saturated soil, along with any overlying vegetation, tends to slide or flow downhill.

This form of failure appears to be primarily related to the amount of precipitation, the clay content, and the slope angle. In the western two-thirds of the Washington loess deposit where precipitation is less than 38 cm annually, downward movements of shallow slopes were rarely observed. Clay content increases from west to east, as does precipitation. Increases in clay content, resulting in lower permeability combined with increased precipitation, raise the likelihood of obtaining the near-surface saturated conditions required for failure.

Two different forms of shallow slope failure have been observed in eastern Washington and appear to be related to soil type. In silty loess it is not uncommon to see sheets of vegetative cover 5 to 15 cm thick with an arcuate upper boundary move downslope (Figure 23-19). In this form, only minor damage was observed. However, over the years these small failures can expose large areas of soil to erosion, and damage increases considerably over time.

In clayey loess, shallow slides and flows are common and result in major slope degradation. Movement appears to be a mud-flow phenomenon with both large- and small-scale failures. Higgins
et al. (1985, 1989) observed at least minor damage in many of the clayey loess slopes over 3 m high and steeper than 2.5H:1V.

Small-scale slides, flows, or both, such as that in Figure 23-20, were found to be the most common form of failure in eastern Washington. Failures were typically 0.3 to 3 m wide with the depth of failure ranging between several centimeters and about a meter. The initial failure was normally followed by increased erosion due to the loss of vegetative cover, with severe gully erosion a common result. In some cases, failure is due to saturation of the soil under the snowpack as well as to weight of the snowpack on the underlying saturated slope (Figure 23-21).

Although not as common, large-scale slides and flows have been observed in Washington. The failure mechanism is thought to be the same as that for small-scale failures with a low depth-to-width ratio for the failure surface. Figure 23-22 shows a relatively large failure. The effect of steepness on stability of slopes cannot be emphasized strongly enough. In all cases where extensive damage was observed in eastern Washington, slopes were approximately 2H:1V or steeper. No instances of failure were observed for slopes flatter than 2.5H:1V. These observations agree with experience in the midwestern United States, where slopes greater than 2.5H:1V have proven to be too steep to maintain good vegetative cover in loessial soils (Royster and Rowan 1968; Missouri State Highway Department 1978).

Exposure has an influence on these shallow slides and flows. It is not uncommon to find that
two opposing cuts with similar slopes and drainage, one facing north and the other south, are affected very differently. The north-facing slope will invariably demonstrate a greater degree of degradation because of shallow slides and flows than the south-facing slope, because slopes facing north typically have higher average water contents than do slopes with any other orientation. Figures 23-23 and 23-24 show south- and north-facing slopes, respectively, cut in clayey loess at approximately 2H:1V. Note that in Figure 23-23 erosion has occurred where small patches of vegetation and soil have slipped away. However, the north-facing slope (Figure 23-24) has experienced numerous shallow failures that have stripped the vegetation. Near the slope crest are scars from larger failures that have occurred over the past several years and have significantly steepened the slope. The result of the shallow slides is exposure of bare soil and rapid formation of erosion gullies, some of which range up to 0.6 m in depth.

The practice of constructing drainage ditches immediately adjacent to the toes of slopes appears to contribute to this type of failure. Periodic highway maintenance requires removal of sediment from ditches, which may result in undercutting of the toe. In addition, drainage ditches directly adjacent to the toe may raise the water content of the toe materials, further encouraging failure.

4.3 Volume Change

Failure of slopes as a result of shrinkage cracks that develop in clayey loess is common in the humid midwestern United States. Blocks and slabs of soil fall from near-vertical faces of loess along shrinkage cracks that have developed from drying of the slope face (Figure 23-25). Shrinkage potential of a soil is a function of soil density, moisture content, and clay content. This type of failure often occurs shortly after slope faces of wet, clayey loess are exposed to drying. In Missouri this phenomenon occurs most often in clayey loess with liquid limits near 35 percent (Missouri State Highway Department 1978).

4.4 Undercutting

Undercutting is common in the midwestern United States in both silty and clayey loess with liquid limits ranging from 31 to 34 percent. The failure is progressive, originating as local sloughing near the base of a near-vertical slope; the shallow failure then oversteepens or undercut the original slope, which eventually causes material upslope to fail. Undercutting is most frequently found where a vertical rise truncates a water table or a stratum with very low cohesive strength (such as sand) or high water content (Missouri State Highway Department 1978).

4.5 Freezing Damage

Frost damage was found to be a serious problem on near-vertical slopes in silty loess in Missouri...
FIGURE 23-23
South-facing slope on US-195 near Pullman, Washington, showing little degradation.

FIGURE 23-24
North-facing slope, opposite cut in Figure 23-23, exhibiting severe gully erosion.

FIGURE 23-25
Slabbing of near-vertical cut along Mississippi State Highway 220.

(Missouri State Highway Department 1978).

Failure is initiated by formation of an ice lens at a shallow depth within a slope, thawing of the ice lens raises pore-water pressures, and failure occurs by slump along the resulting surface of weakness. The resultant damage leaves soil exposed to erosion and further damage.

Four conditions are required for this type of failure:

1. The soil must transmit sufficient water during freezing periods to enable ice lenses to form, for example, in silt with high frost-heave susceptibility;

2. Water must be available, for example, at the intersection of a cut slope by the water table;

3. Freezing must occur over relatively long periods, for example, on north-facing slopes; and

4. The slope must be steep enough to allow failure after the ice lens melts.

4.6 Rotational Slides

Rotational slides on loess slopes have occurred in both moist and dry climates; however, they appear to be more common in the moist climate of the midwestern United States than in eastern Washington. Generally, this type of failure is associated with saturated (or nearly saturated) conditions on steep slopes. Occasionally, rotational failures occur in clayey loess in the Washington loess deposit. Water-table depths tend to be great throughout the loess deposit area. However, in the eastern section of the deposit where seasonal precipitation is relatively high and the loess has at least 20 percent clay content, some failures do occur (even on undisturbed slopes). Figure 23-26 shows an example of a rotational failure (a slump
and earth flow) on a natural slope. The slope was inclined approximately 2H:1V, the head scarp was approximately 5 m high, and the failed material flowed about 15 m from the base of the scarp. As is common in this area, the failure occurred in a region where runoff and groundwater seepage from the surrounding field could be expected to collect and saturate the soils. Geotechnical investigations for slopes should be designed to detect such groundwater conditions.

4.7 Summary

The foregoing discussion indicates that the majority of experience with cut slopes in loess involves those that are less than 15 m high. This experience shows that the most significant influences on stability are surface drainage, soil water content, and grain-size distribution. Silty loess soils should perform well in near-vertical cuts (5H:1V) if they are protected by surface-drainage structures and if natural moisture contents remain less than 17 to 20 percent. Cuts in clayey loess should perform well if they do not exceed approximately 2.5H:1V and are protected by a cover of vegetation, and if concentrated runoff flow is not directed across the slope face. The examples presented illustrate that major performance problems are due to (a) poor or inadequate surface drainage systems for cuts in silty loess (and in a few cases for cuts in clayey loess) and (b) oversteepened slopes for cuts in clayey loess. The experience with cut slopes in sandy loess is inadequate to suggest any design criteria other than conventional soil-cut designs.

The designer of slopes in loess should be fully aware of the following soil properties and should design cut slopes to avoid the resulting problems:

1. Loess is highly erodible, and the flow of water, even at low to moderate volumes and gradients (less than 5 percent and 5 to 10 percent, respectively), can cause severe erosion;
2. Disturbance of the natural soil structure by grading, operation of heavy equipment, farming activities, and so forth, makes the soil more susceptible to erosion;
3. Saturation of the soil softens the clay binder and greatly decreases the strength, leading to slope failure or accelerated erosion; and
4. Silty loess soils are highly susceptible to failure by piping.

5. SITE CHARACTERIZATION

5.1 Office Study

Before a site visit, published information on the project area should be reviewed. Much generally can be learned about the geotechnical properties of the soils in an area before a site visit, which will then help the slope designer plan the field investigation program.

Typical sources of information on soil conditions can be found in the research reports listed in the reference section to this chapter, U.S. Department of Agriculture county soil surveys, or geologic maps published by the U.S. Geological Survey or the appropriate state geological survey. The county soil conservation agent can also be a good source of information. This information will help the designer determine whether significant thicknesses of loessial soils are present and provide general knowledge of soil properties at the proposed site (grain-size distribution, percentage of clay-sized material, soil stratigraphy, permeability, drainage character, depth to bedrock, agricultural use, and irrigation potential). The general knowledge gained from these data should be used to plan an efficient field investigation to define the specific site conditions.

5.2 Field Reconnaissance

After the office study, the site should be visited to verify information gained in that study and to determine soil type and stratigraphy, natural drainage conditions, land use and potential for its change, and presence of structures or activities near the top of the backslope. Observations of
geologic processes at or near the site that could affect the project are important. These may include erosion problems on nearby slopes, seeps, and condition of existing cut slopes in the general area. These observed conditions should be considered in the cut-slope design.

5.3 Field Exploration Program

Sampling should be done in the most efficient manner, which is dependent on the size and type of cut slope that is proposed. Soil samples are required for determination of the natural water content, grain-size distribution, and Atterberg limits for standard cut-slope projects. Cuts in excess of 15 m high or with nonuniform stratigraphy may require stability analysis, and therefore undisturbed samples may be needed for shear-strength tests. Sampling methods in loess are summarized in Table 23-2.

Sampling for shallow cuts can be accomplished by hand augering and for the face of an existing cut by means of horizontal test holes. These holes must extend a minimum of 1 m into the face and should be spaced so that the deposit is characterized both vertically and laterally. Major cuts should be sampled by means of test holes to a minimum of 3 m below grade. Sampling should be continuous in the top 2 m of the hole and every 1.5 m thereafter. There should be a minimum of two holes per cut, normally spaced 60 to 100 m apart (150 m maximum). Samples for shear-strength analysis should be hand cut to avoid densification of the sample by sample-tube collection methods.

6. LABORATORY TESTING

Laboratory tests are used to evaluate soil index and engineering properties that are related to the ultimate engineering behavior of a cut slope and the recommended design. For cut slopes higher than 15 m or for nonuniform stratigraphy, strength tests may be required.

Routine laboratory tests required for cut-slope design include Atterberg limits, sieve analysis, and hydrometer analysis for classification of the soil as silty, clayey, or sandy loess. Determination of natural moisture content is also required. These soil properties determine the appropriate slope design for cuts no higher than 15 m and supply useful information for the stability analysis and design of higher cuts.

Table 23-2
Sampling Methods in Loess

<table>
<thead>
<tr>
<th>PARAMETER AND SAMPLING METHOD</th>
<th>RELIABILITY</th>
<th>COST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type 1: dry hollow-stem auger boring, tube sampling (Higgins et al. 1987)</td>
<td>Very poor</td>
<td>Low</td>
</tr>
<tr>
<td>Type 2: dry hollow-stem auger boring, &lt;5-in. pitcher-type sampling with lined tube (Casias 1987)</td>
<td>Fair</td>
<td>Moderate</td>
</tr>
<tr>
<td>Type 3: dry hollow-stem auger boring, &gt; 5-in. pitcher-type sampling with lined tube (Casias 1987)</td>
<td>Good</td>
<td>Moderate to high</td>
</tr>
<tr>
<td>Type 4: block samples (Higgins et al. 1987; Gibbs and Holland 1960)</td>
<td>Excellent</td>
<td>High (requires excavation)</td>
</tr>
<tr>
<td>Gradation, index parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type 1</td>
<td>Excellent</td>
<td>Low</td>
</tr>
<tr>
<td>Types 2, 3, 4</td>
<td>Excellent</td>
<td>Moderate to high</td>
</tr>
<tr>
<td>Strength, consolidation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type 1</td>
<td>Very poor to unacceptable</td>
<td>Low</td>
</tr>
<tr>
<td>Type 2</td>
<td>Poor</td>
<td>Moderate</td>
</tr>
<tr>
<td>Type 3</td>
<td>Fair to good</td>
<td>Moderate to high</td>
</tr>
<tr>
<td>Type 4</td>
<td>Excellent</td>
<td>High</td>
</tr>
</tbody>
</table>
Loessial soils require slightly different testing procedures than more conventional soils. These differences arise in testing for strength and consolidation properties. Standard procedures are used for gradation determination and index-property testing.

The sensitive, collapsible nature of loess requires extreme care in handling samples. Some disturbance will occur in the preparation of samples for density determinations and triaxial and consolidation testing; such disturbance can be minimized only by care in handling.

The collapse sensitivity of loess adds another parameter that should be evaluated. Collapse sensitivity can be formally evaluated by parallel triaxial tests in which one sample is tested dry and another is saturated at some point in the test. Double oedometer tests (Holtz and Gibbs 1951) can be performed to evaluate the effects of water in causing collapse.

Natural moisture content is an indicator of the degree of disturbance. A moisture content between the shrinkage limit and the plastic limit indicates a high likelihood that the deposit is undisturbed. Moisture contents midway between the plastic and liquid limit (liquidity index of 0.5) indicate an extremely metastable condition. A higher moisture content (liquidity index of 0.8 or higher) generally initiates collapse.

If deep cuts are planned (greater than 15 m) or if water contents are expected to be greater than critical (17 percent), it may be necessary to run strength tests on undisturbed samples. Undisturbed strength testing should ideally model the state of stress and groundwater regime. Triaxial testing should be performed using compression or extension loading as the stress state in the slope dictates. The residual shear strength should be determined by extending the triaxial-test strain beyond the peak value to capture the residual strength value.

Groundwater conditions will indicate whether drained or undrained conditions are required if saturated or high-moisture loess is tested. The relatively dry nature of undisturbed loess requires triaxial testing without saturation and disallows pore-pressure measurements. When groundwater conditions are such that achieving a moisture content above 17 percent is considered unlikely, a total stress analysis is the preferable approach. Conversely, where water contents in excess of 17 percent are anticipated, an effective-stress analysis should be performed on saturated samples.

Triaxial testing with $K_0$-consolidation has not been reported in the literature, likely because of difficulty in determining the appropriate $K_0$-value for the porous-structured loess. The negative pore pressure in the undisturbed loess clay binder normally far exceeds the overburden pressure, and the strength is derived from this high negative pore pressure. Practically, it suffices to consolidate dry, undisturbed loess under isotropic conditions for triaxial testing.

The unconfined compression test is used frequently in loessial soil testing. This test provides an indication of the available strength to enable loess to stand vertically. Drawbacks of this test include lack of residual strength data and a failure to indicate strength anisotropy (Matalucci et al. 1970).

7. FIELD TESTING

The Iowa borehole shear-testing device and the cone penetrometer test have been used to determine shear-strength parameters in loess (Higgins et al. 1987; Modeer et al. 1991). The results obtained by these methods have been compared favorably with the results of triaxial testing of block samples from the same soils.

8. LOESS SLOPE DESIGN

The most common procedures for designing slopes to account for the unique properties of loess incorporate soil mechanics with a significant amount of empiricism. This heuristic approach has served many transportation departments and engineering organizations very well, considering the time and expense of an alternative extensive field and laboratory endeavor. Each agency or organization has either modified existing loess slope design procedures or expended significant effort to develop original design procedures. All of these procedures are remarkably similar, and those recommended below are based on a combination of experience and established procedures from the Missouri, Illinois, and Washington transportation departments.

If the soil at the site of the proposed cut is a silty loess with water content below critical (<17 percent can be used as an approximation on the basis of experience in the Midwest), near-vertical cuts ($\frac{1}{4}H:1V$) may be considered. If utilized, near-
Vertical cuts should be benched on approximately 6-m vertical intervals (or at the approximate midpoint) when the total height of the cut exceeds 9 m. Benches should be 3 to 5 m wide and gently sloped (10H:1V) toward the back of the cut (Figure 23-27). In cases where benched cuts are required, the benches should be seeded or sodded. Benches should maintain a longitudinal gradient for drainage that should not exceed 3 to 5 percent. If the drainage system above the slope crest is properly constructed (as discussed in the next section), it should not be necessary to employ erosion-control methods in excess of vegetative cover unless extremely long cuts are made. The selection of near-vertical cuts for silty loess is an attempt to avoid potentially severe erosion problems if the slope is flattened. However, it should be noted that maintenance of the near-vertical slope is difficult.

If water content exceeds critical (17 percent) or if the soil is a clayey loess, flattened slopes should be utilized. Generally, 2.5H:1V slopes would perform adequately, but if a water table is intercepted, flatter slopes may be required because of seepage forces (Figure 23-27). A flattened cut should be seeded immediately following construction. In addition, a protective cover such as a straw mulch or a synthetic material should be placed over the slope. These covers serve the dual purpose of preventing raindrop impact, a major cause of erosion on newly opened cuts, and helping to retain moisture required to initiate a vegetative cover.

The design of cuts (near-vertical or flattened) deeper than about 15 m or cuts that intersect a water table or high-moisture-content zones should be based on a detailed stability analysis. When groundwater conditions are such that achieving a saturated condition is unlikely, a total-stress analysis is the recommended approach. Conversely, when groundwater conditions make saturation possible, an effective-stress analysis should be used.
If a slope stability analysis is to be performed on a silty loess that maintains a water content below critical (<17 percent), a wedge-type failure is perhaps the most likely geometry. When saturation at depth is encountered for either silty or clayey loess, a rotational failure may occur; however, because of possible anisotropy of the soils, the geometry of the failure surface may deviate from circular. Subsurface data from the borehole should aid in evaluating whether a circular or planar surface should be used in the stability analysis.

A near-vertical slope design based on strength-test results on undisturbed loess must take into account the potential for factors that will reduce the available strength. Increasing the design factor of safety or limiting the height of individual cuts (benching) is a common method to account for these intangibles. For example, the designer may use normal global factors of safety for all slopes but limit the heights of vertical faces rather than designing the height on the basis of strength testing. Reduced strength parameters may be used for design in addition to an increased design factor of safety. For example, Illinois uses a limiting factor of safety of 2 for vertical slopes.

These design recommendations are for homogeneous materials and do not account for sandy layers or sandy loess. Under these conditions, a conventional soil mechanics approach should be applied.

9. DRAINAGE DESIGN

Designers of surface-water drainage systems for cut slopes in loess should use the following recommendations as a basis for design:

1. Prevent water (sheet wash) from flowing over the face of a cut in silty loess. Prevent concentrated flows from washing over a cut face in silty or clayey loess.
2. Do not allow water to collect in or saturate the soil within 3 to 5 m of the top of the cut face in silty loess. Water has been observed to contribute to piping.
3. Do not allow water to collect against the toe of the cut in silty or clayey loess. Saturation of the soils in the toe can cause sloughing of the slope.
4. Do not direct flow into unprotected channels in silty or clayey loess but line them with vegetation or synthetic or natural material, or deep gullies may appear within a short period of time (i.e., 1 to 4 years).
5. Avoid disturbance of soil structure and natural vegetation at the crest of the slope cut as much as possible during and after construction to maintain soil strength and erosion resistance.

On the basis of observations of the erosion problems around cut slopes discussed above, the following design criteria are suggested with respect to the drainage required for cut slopes in loess:

1. Damage from sheet wash over the face of flattened slopes (2.5H:1V) in clayey loess is minor if a vegetation cover is maintained. Therefore, surface-water diversion above the cut is not necessary unless gullies, swales, channels, and so on, will concentrate flow onto the slope face.
2. For cuts in silty loess (¾H:1V), placement of drainage ditches or berms 3 to 5 m behind the top of the cut slope is recommended if the drainage area above the cut is inclined toward the cut. The drain should be U-shaped or flat-bottomed and lined to protect it from erosion (Figure 23-28). Also, a gradient must be maintained so that water does not stand and saturate the slope.
3. Drains that convey surface water around the sides of cut slopes often have moderate (5 to 10 percent) to steep (>10 percent) gradients. In many cases the erosion protection required in these channels will be more substantial than for those at the heads of cuts. These steep drains may require paving with asphalt or concrete or lining with filter fabric, crushed rock, and so forth.
4. If natural drainage channels are truncated by a cut, the drainage system should be adequate to transmit the flow around the cut face (which may require considerable right-of-way) or across the cut face in lined channels or structures. Direct flow across the cut face must be avoided. All drainage structures should be located in a fenced right-of-way for protection, and the area should be seeded or have the natural vegetation preserved to maintain the soil structure and strength and to prevent traffic from farm equipment or other vehicles from damaging or destroying the drainage system and protective cover.
5. Toe drainage can be accomplished with ditches (U-shaped or flat-bottomed) located approximately 3 m from the toe of the slope. The ground slope between the toe of the slope and
the ditch should be gently inclined toward the ditch (between 4H:1V and 5H:1V is recommended). Any material that spalls downslope between the toe and the ditch should be left in place to protect the toe.

10. CONSTRUCTION-CONTROL CONSIDERATIONS

Considering the adverse effects of water on the stability of loess, cut slopes are best constructed during the dry season. The drainage structure above the crest of the cut should be constructed before the opening of the cut and with as little disturbance to the surrounding vegetation as possible. Once the cut is made, construction equipment should be kept away from the crest.

A flattened cut should be seeded immediately following construction. In addition, a protective cover such as a straw mulch or a geosynthetic material should be placed over the slope. Any area stripped of vegetation, such as a ditch or berm, should be covered with the appropriate material as soon as possible to avoid excessive erosion.

Slopes should be cut uniformly (there should be no compound slopes) to avoid concentration of erosion and undercutting. Also, if animal holes intersected by the cut daylight above the crest where water may easily enter (such as in the drainage structure), they should be backfilled with low-permeability fines to avoid development of erosion pipes.

11. MAINTENANCE AND REPAIR

Because of their highly erosive nature, loess slopes deteriorate very rapidly once erosion has been initiated. Thus, it is very important to repair any erosion damage as soon as it is discovered. Maintenance may require repairs to, enlargement of, and removal of deposited silt from existing ditches. Increased erosion protection, such as installation of liners in ditches or in some cases construction of drainage facilities where they were previously believed to be unnecessary, may be required.

Vegetative cover requires periodic attention. In order to maintain a heavy ground cover, fertilizer must be applied every 3 to 5 years (on the basis of experience in the midwestern United States). In addition, some areas will not seed well the first time and may require a second and possibly a third seeding.

Sediment should be removed carefully from toe ditches on existing slopes to avoid undercutting the toe of the slope. Even minor undercutting will cause at least some sloughing, and therefore the grader blade should not contact the slope cut.
Repair of loess piping failures as well as erosion damage on all loess slopes should disturb the soil structure as little as possible and should reduce areas of concentrated surface water flow. Attempts to regrade loess slopes have had only marginal success. It is impossible to regrade damaged near-vertical slopes. These slopes require redirection of surface water from the damaged slope and removal of failed material. The vertical face may be reestablished in the undisturbed portions of the loess.

Large vertical sink areas (developed from piping) can be repaired by placing a geosynthetic liner (with an appropriately designed infiltration rate), backfilling with graded aggregate, placing an impervious cover, and redirecting drainage. Repair measures have failed only when surface drainage was not adequately diverted or the drainage system was not maintained, allowing infiltration.
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1. INTRODUCTION

Sensitivity is defined as the ratio of the undisturbed to the remolded shear strength of a soil and thus expresses the loss of strength when a soil is remolded. A variety of clay deposits may exhibit sensitivity, but some marine clay deposits exhibit very high sensitivity and very low remolded shear strength. Such deposits are termed quick clays, which is a direct translation of the term kvikkleira used by Norwegian investigators to describe these deposits, common in their country. The Norwegians define quick clays as those soils exhibiting a sensitivity greater than 30 and having a remolded shear strength less than 0.5 kPa (Norsk Geoteknisk Forening 1974). This definition requires the remolded soil to behave like a fluid. It should be noted that this definition of quick clay considers soil behavior only, ignoring geographic location, depositional environment, or any other factors related to origin or material.

In nonsensitive soils, landslide masses generally come to rest at the toe of the slope and act like a stabilizing mass in the new slope geometry. For sensitive clays, however, the remolding involved in the mass movement results in a drastic reduction in shear resistance, causing the remolded clay to behave like a thick liquid so that the slide mass moves away and leaves the new slope unsupported. A new instability may result and a series of retrogressive failures will be triggered that can extend far beyond the crest of the initial slope. In highly sensitive clays, therefore, it is not just the risk of a slope failure that is of concern, but also the area that can be affected by retrogressive sliding.

Their high sensitivity combined with the fluidity of the remolded materials makes quick clays very susceptible to retrogressive landsliding. Rapid and dramatic geotechnical failures are the result (Figure 24-1). This type of retrogressive failure has been referred to as a flow slide or earth flow. The latter term is preferred, since it is in line with current international landslide terminology (see Cruden and Varnes, Chap. 3 in this report). Several cases have been documented in which such retrogressive failures affected areas larger than 20 ha and extended more than 500 m beyond the crest of the initial slopes (Eden and Jarrett 1971; Eden et al. 1971; Tavenas et al. 1971; Brooks et al. 1994; Evans and Brooks 1994).

At present, the risk and extent of retrogression are difficult to evaluate. However, on the basis of studies conducted in eastern Canada, retrogression may be considered to be a consequence of an initial slope failure. In terms of analysis, the first step is to quantitatively examine the initial slope stability. The second step is to evaluate, in a semi-quantitative manner, the risk of retrogression that could develop following initial slope failure. In addition to numerical analysis, a certain comprehension of the formation of slopes in sensitive clay deposits is helpful in order to put the processes into a rational framework.
2. DESCRIPTION OF SENSITIVE CLAY DEPOSITS

The existence of sensitive clay deposits is related to:

1. Mineral sources and depositional conditions responsible for an open soil fabric and a relatively high water content and
2. Geochemical factors responsible for a reduction of the liquid limit and the remolded shear strength.

These factors naturally restrict the geographic distribution and geologic characteristics (including composition, stratigraphy, groundwater geochemistry, and groundwater volumes) of soft sensitive clay deposits.

2.1 Geographic Distribution

Although soft clay deposits are found in many parts of the world, the most extensive areas of highly sensitive clays occur in Scandinavia and eastern Canada. They have also been reported in Alaska, Japan, the former Soviet Union, and New Zealand (Torrance 1987). Small areas of similar deposits may still be discovered, but it appears unlikely that any large areas of such deposits remain undiscovered.

2.2 Geologic Origin

Sensitive clay deposits are generally young marine clays deposited in preglacial and postglacial bodies of water that existed during the retreat of the last Wisconsin ice sheet between 18,000 and 6,000 years before the present (BP). Many of the topographic depressions left by the glaciers formed freshwater lakes, but some were connected to the oceans at some stage.

The weight of the continental ice sheets caused depression of the land surface up to several hundred meters. Isostatic rebounding of the land surfaces occurred after the ice retreated, but this is a relatively slow process that is still continuing in some regions. The enormous amounts of water incorporated into the continental ice sheets caused the ocean volumes to be somewhat less than at present, and the ocean levels dropped worldwide by at least 120 m (Kenney 1964). However, the rate of ice-sheet melting and the consequent rise in sea level were much more rapid than the rebounding of the land surface following ice-sheet removal.

Isostatic rebound and eustatic sea-level changes after the last deglaciation have been well documented (Kenney 1964; Andrews 1972; Hillaire-Marcel and Fairbridge 1978; Quigley 1980). The isostatic rebound was much larger than the in-
crease in sea level. The net result of the interaction between changing land elevations and sea levels was a period of inundation and subsequent reemergence of certain portions of the continental land masses in the time between the melting of the continental ice sheets and the present day.

Sensitive clays are considered to have been deposited in marine, or at least brackish, bodies of water. In North America the last glaciation covered most of Canada, parts of the conterminous northern United States, and part of Alaska. The largest deposits of postglacial marine clays were formed in the Champlain Sea, which occupied the St. Lawrence lowlands from the Gulf of St. Lawrence to the region around the city of Ottawa during the period approximately 12,500 to 10,000 years BP (Elson 1969; Gadd 1975; Hillaire-Marcel 1979).

2.3 Groundwater Geochemistry

The emergence of these postglacial marine clay formations above sea level altered their groundwater regimes, and because of hydraulic or concentration gradients, their pore-water salt concentration, which was initially as high as 32 g/L, was reduced. Present-day pore-water salinity in many sensitive clay deposits has been reduced to values below 1 g/L. Reduction of pore-water cations (salinity) is known to reduce the liquid limits (Rosenqvist 1966) and the remolded shear strength of clays.

Because of an open fabric and high water content retained since deposition, some lacustrine clays and unleached marine clays can also be fairly sensitive. The soft Barlow-Ojibway lacustrine clay in northern Québec Province, for example, has a water content of as much as 100 percent, a plasticity index of 40, a liquidity index of 1.5, and a sensitivity of about 20. However, geochemical factors, such as salinity reduction, are considered necessary for the development of extrasensitive or quick clays, which have a liquidity index greater than 2 and flow when remolded. However, it should be noted that geochemical factors other than salinity reduction, such as the introduction of dispersants, can also lead to an increased liquidity index and sensitivity.

2.4 Composition and Mineralogy

Because of their geologic origin, sensitive clays frequently have a characteristic composition and mineralogy. The silt fraction is most often high, typically in the range of 30 to 70 percent. The fraction with grain sizes smaller than 2 μm generally contains more rock flour than clay minerals, and the clay minerals are predominantly illite (Quigley 1980; Locat et al. 1984).

2.5 Stratigraphy

In large depositional basins, marine clay deposits are generally massive and notably uniform. In small basins, or in the proximal areas of large basins, marine clay deposits can be interlayered with sand and gravel and even with glacial till (Gadd 1975). For most slope stability analyses, the stratigraphy of typical postglacial soft clay deposits can generally be simplified (Figure 24-2). The massive clay formation is confined between two relatively pervious boundary layers. The upper boundary consists of either a weathered fissured crust or sand and silt derived from the final depositional stages. The lower boundary is formed either by till deposited on the bedrock by glaciers or by fissured bedrock. The overall coefficient of permeability in the boundary layers is generally at least two orders of magnitude higher than that in the massive clay deposit.
3. VALLEY FORMATION AND GROUNDWATER REGIME

The process of clay deposition in shallow marine or brackish environments usually produced an initial deposit with little or no topographic relief and gentle slopes. Subsequent emergence of these deposits subjected them to subaerial erosion. Today the slopes of geotechnical concern in these sensitive clay deposits are the result of erosion by rivers or streams that cut valleys through these deposits. In the Champlain Sea region of eastern Canada, the preconsolidation pressure is, in general, in agreement with the maximum filling level of the valley (Eden and Crawford 1957; Crawford and Eden 1965). In other areas the apparent preconsolidation reflects either cementation (Locat and Lefebvre 1986; Lefebvre et al. 1988) or secondary consolidation (Bjerrum 1967). Stages of valley formation are illustrated in a simplified manner in Figure 24-3, where the valley bottom is seen to gradually approach the lower pervious boundary layer.

Valleys in soft sensitive clays can be found today in different stages of formation, and the groundwater regime evolves according to the valley development. This evolution of the groundwater regime plays an important role in the general state of slope stability and in the morphology of the landsliding that does occur. The groundwater regime in the vicinity of a slope not only determines the pore-pressure distribution in the clay deposits, but also is a prime factor in the general slope stability along the valley sides. In sensitive clay areas the critical location for the water table is often close to ground surface. The groundwater regime can vary widely from one site to another, ranging from a general underdrainage to high artesian conditions. It is difficult to interpret and to extrapolate piezometric readings without knowing the pattern of the groundwater regime. Simple considerations of typical present-day topographic profiles and of the valley erosion process, as shown in Figure 24-3, are helpful in predicting and understanding the groundwater regime.

Once the boundary conditions have been assumed, it is indeed a simple matter to produce a flow net because for practical purposes the permeability of marine clay deposits can be considered isotropic (Tavenas et al. 1983). Figure 24-4 shows groundwater flow patterns for the geometric conditions corresponding to the three stages of valley development shown in Figure 24-3. These flow nets have been determined numerically assuming a permeability in the lower boundary layer of 10 times the permeability in the clay.

In the early stage of valley formation, the groundwater regime is not significantly influenced by the lower pervious boundary [Figure 24-4(a)] because the bottom of the valley is well above it. However, as the bottom of the valley is eroded closer to the lower boundary [Figure 24-4(b)], high artesian pressures develop. At this stage, because pore-pressure discharge or dissipation is restricted by the relatively impervious clay, the pore pressure in the boundary layer under the bottom of the valley and the lower part of the slope tends to equilibrate with the head existing behind the slope.
crest. Such a condition is obviously detrimental to stability and favors a deep failure surface. In fact, the artesian pressures evaluated from the flow net of Figure 24-4(b) are sufficient to blow up the bottom of the valley.

Groundwater within the lower boundary layer discharges into the river once the valley formation reaches a sufficiently advanced stage [Figure 24-4(c)]. In the vicinity of the slope, the piezometric head is slightly higher than the river level and creates a downward gradient in the clay formation. The surface infiltration into the upper pervious boundary materials is much larger than the flow that can percolate through the intact clay formation. Thus, the water table is essentially unaffected by the downward drainage and generally remains close to the surface inside the upper boundary layer, fluctuating with the season. In the upper boundary layer, the flow can be assumed to be parallel to the ground surface and under almost hydrostatic conditions.

Groundwater regimes along valleys in their final stages of formation have been documented at several sites, especially in the Tyrrell Sea basin of northern Quebec Province where valleys appear to have evolved more rapidly because of a clay that is more erodible than that in the St. Lawrence valley (Lefebvre 1986). The groundwater regime deduced from a large number of piezometers at one site in the Broadback River valley is presented in Figure 24-5(a) along with the stratigraphy obtained from several borings. Figure 24-5(b) presents the results of a numerical analysis by the finite-element method. The permeability coefficients used in these analyses were obtained by permeability tests in open-tube piezometers.

Both the numerical analysis and the piezometric data confirm that strong underdrainage developed in the clay formation when the underlying till formation discharged into the river. The groundwater table remained close to the ground surface in the wet season so that essentially hydrostatic conditions prevailed in the surficial crust. Under the crest of the slope, the pore pressure increased with depth in the upper part of the intact clay formation and then decreased toward the

![Flow nets showing groundwater regimes in vicinity of clay slopes corresponding to stages of valley formation shown in Figure 24-3 (modified from Lafleur and Lefebvre 1980): (a) early phase, (b) intermediate phase, (c) advanced phase.](image-url)
lower boundary value. Such general underdrainage is obviously beneficial for stability.

In contrast, the artesian pore pressure that is characteristic of the intermediate stage of valley formation [Figure 24-4(b)] creates conditions that may lead to deep landslides involving large masses of sensitive clays and to subsequent retrogressive failures.

When the lower-boundary material discharges into the river, at the later stages of valley formation [Figure 24-4(c)], the valley walls have reached a phase of equilibrium and stability. Because of important underdrainage at this stage, landsliding in response to bank erosion is generally shallow and does not penetrate deeply into the sensitive intact clay. Risk of retrogression is then fairly low. At this stage, slopes as high as 30 m and as steep as 30 degrees have been found to stand in normally consolidated deposits (Lefebvre et al. 1991). Cases of retrogressive failure have been identified in regions reflecting this final stage of valley formation, but only under conditions of exceptionally severe toe erosion and undercutting (Lefebvre et al. 1991).

4. STABILITY ANALYSIS

As noted in Chapter 13, slope stability methods evaluate the state of stress on a potential failure surface and compare the shear stresses with the available shear strength in the form of a safety factor. The stress evaluation for effective stress analysis is more complex because the effective normal stress on the potential failure surface must be calculated in order to evaluate the shear strength. In such analyses, realistic pore-pressure distribution and shear-strength parameters must be used to obtain a correct evaluation of the available shear strength.

4.1 Shear Strength

The shear-strength parameters must correctly model the shear strength that can be mobilized on the failure surface of a slope that has been formed by the erosion processes described in the previous sections. For that purpose, one must distinguish between those conditions causing an initial failure
of a slope that has existed for some time and those conditions causing the almost instantaneous retrogressive failures taking place after a first slide.

As shown in Figure 24-6, starting from the maximum level of sediment filling, the slope that exists today is the result of a slow process of erosion that has decreased the confining stress and increased the shear stress. The stress state on a soil element lying on a potential failure surface can thus be considered the end point of a drained stress path (A to B, Figure 24-6). When stress state B approaches the strength envelope closely enough, a slight reduction in effective stress or increase in shear stress caused by any number of reasons is sufficient to make the slope susceptible to incipient failure.

Actual failure may never occur, or it may occur following a slight additional change to the stress state resulting from such causes as a higher water table during a wet season or erosion at the toe of the slope. This failure will obviously be undrained. Because of the overconsolidated state of the soil, if the failure is triggered by an undrained increase of shear stress due to rapid toe erosion, the undrained stress path (BO) will not deviate much from the drained stress path (BN). Thus, an effective stress analysis that implies a drained stress path remains valid until the incipience of failure and even then does not introduce a significant error into the analysis of an initial landslide.

However, the situation is completely different for retrogressive failures. The shear stresses are applied almost instantaneously and create an undrained loading. Stability consideration for the role of retrogression must therefore be based on the undrained shear strength.

### 4.2 Effective Stress Parameters

The effective stress parameters for analysis of an initial failure must describe the shear strength for the range of stresses existing on a potential failure surface; these parameters are generally determined by drained triaxial compression tests. The reconsolidation, or cell, pressure must be fairly low in order to have a state of stress at failure in the range of those stresses existing in the field on the potential failure surface. For this purpose, triaxial specimens are commonly reconsolidated at cell pressures ranging from 5 to 30 kPa in order to have, at failure, a state of stress that is in the overconsolidated range.

When tested under low confining stress in the overconsolidated range, sensitive clays exhibit brittle behavior (Figure 24-7). A sharp peak strength is mobilized at relatively small axial deformation on a triaxial stress-strain curve; the strength rapidly decreases after the peak and stabilizes on a plateau. The shear strength remains approximately constant beyond an axial deformation of 4 to 5 percent. The strength of these eastern Canadian sensitive clays at large deformations is routinely determined at an axial deformation of 8 percent. Study of many case records for locations in eastern Canada has shown that it is the large-deformation, or postpeak, strength that is mobilized during the initial failure of a natural slope or long-term excavation slope (Lefebvre and...
LaRochelle 1974; Lefebvre 1981). Skempton (1964) reached a similar conclusion, namely, that for stiff overconsolidated clays, it is the strength at large deformations that is mobilized during a slope failure.

The use of the postpeak strength in performing stability analyses of sensitive clays can be justified by progressive failure along the failure surface or by the fact that the peak strength in sensitive clay cannot be mobilized under sustained load. Triaxial drained creep tests performed on sensitive St. Lawrence clays (Figure 24-7) have shown that creep failure develops for any loading above the strength level corresponding to large deformations (Lefebvre 1981). In any event, the strength at large deformations may be considered to form a stability threshold in terms of either deformation or time. The postpeak strength is generally determined by means of an isotropically consolidated triaxial drained test with a rate of loading of 1 to 2 percent per day to allow drainage; the test is continued to an axial deformation of 10 to 12 percent.

Sampling disturbance is generally a significant factor with sensitive clay in the overconsolidated state. The peak strength is, for example, much affected by sampling disturbance. However, good commercial tube sampling is sufficient to determine the strength at large deformations. When tube sampling methods are used, the scatter in the results may be larger than when block samples are used. In principle, the large-deformation strength envelope can be determined for overconsolidated samples by using undrained tests with pore pressure measurement. However, difficulties arise in obtaining this determination accurately by such methods because the stress paths all tend to reach the failure envelope at the same stress state.

### 4.3 Normalized Shear Strength

A large data bank has accumulated over the years on the postpeak shear strengths of the sensitive Champlain Sea clays of eastern Canada. For specimens reconsolidated in the laboratory to the same confining pressure, the strength at large deformations appears to be influenced by the stress history; that is, it increases with preconsolidation pressure. Figure 24-8 presents test results on block sample specimens of Champlain Sea clays from nearly 20 sites (Lefebvre 1981). The data are normalized by the preconsolidation pressure, $\sigma'_p$. The data from all these sites, located over a region about 700 km long, plot in a surprisingly narrow band. They represent a range of natural water content from 40 to 90 percent, plasticity index from 5 to 40, and preconsolidation pressure from 100 to 600 kPa.

The normalized postpeak envelope (Figure 24-8) exhibits some curvature, with the shear resistance initially increasing rapidly with effective stress and then flattening toward the normally consolidated envelope. Because this normalized envelope is common to all Champlain Sea clay sites, it can be used as a first approximation to derive the strength parameters from $\sigma'_p$. As indicated by the curvature of the envelope, for the same confinement stress range, $\phi'$ increases with $\sigma'_p$. If the parameters are determined for an identical confinement pressure ($\sigma'_p$) range of 5 to 20 kPa, the normalized envelope of Figure 24-8 provides an estimate of $\phi'$ that increases from 29 to 43 degrees, whereas $\sigma'$ increases from 100 to 400 kPa and $c'$ remains approximately constant at 7 kPa. These values are summarized in Table 24-1. Test results from tube samples generally correlate with the envelope defined in Figure 24-8 but exhibit a larger scatter.

The postpeak strength defined for the soft sensitive Champlain clays is surprisingly high and appears somewhat paradoxical when compared with the residual strength determined for stiff overconsolidated clays, which is defined by a zero cohesion intercept and a value for $\phi'$ that sometimes is as low as 10 to 15 degrees. The high postpeak $c'$ and $\phi'$ values for the Champlain clay are primarily related to its mineralogy. The high silt and rock flour content and the relatively low fraction of illitic clay minerals result in a fairly large friction angle. In addition, as shown by the correlations established with $\sigma'_p$, the shear strength at large deformations is still influenced by the stress history and may be different from a true residual strength.

The correlations established for Champlain clay should be checked before they are adopted to describe the characteristics of sensitive clays from other regions of the world. From limited data obtained from analyses of block samples of sensitive clays from four sites in the Tyrrell Sea basin in northern Quebec Province, the postpeak parameters for the Tyrrell Sea clays appear to be slightly lower than those for Champlain clays. Figure 24-9 shows a comparison of the normalized postpeak strength envelopes for the Tyrrell Sea and Champlain Sea clays.
Marine clay deposits are generally massive and fairly homogeneous; thus the use of a circular failure surface is generally appropriate. Bishop's modified method is most often used for stability analyses of soft clay slopes at sites in eastern Canada. The relatively high $\phi'$ that is used for the stability analysis of an initial failure in sensitive clay slopes points to the importance of a good understanding of the pore-pressure distribution.

5. ESTABLISHING RISK OF RETROGRESSION

Although the analysis of an initial landslide failure on a slope composed of sensitive clay appears fairly straightforward, there is much more uncertainty in the evaluation of the risk of retrogression following this initial failure. The potential retrogression distance is indeed an important parameter in assessing the risk of damage.

The risk of retrogression is broadly related to two conditions. First, the clay has to be sensitive enough that the debris of the initial landslide will move away, or flow out, instead of creating a stabilizing mass at the toe of the newly created slope. Second, the newly created slope must have an unstable geometry, or a geometry such that the induced shear stresses exceed the undrained shear strength of the clay.

5.1 Role of Sensitivity and Remolded Shear Strength

Because factors other than clay sensitivity, such as slope geometry and stratigraphy, play a role, it is difficult to establish a sensitivity threshold below which the debris from the initial landslide will not move away and prevent retrogression. However, large retrogressive failures, for example, the typical "bottleneck" earth flow, develop generally in very sensitive or quick clays. In fact, the remolded shear strength controls the susceptibility of the earth mass to flow. Figure 24-10 presents values of sensitivity as a function of the remolded shear strength for a dozen sites of slope failure in Champlain clays (Grondin 1978). Those sites where retrogression has or has not developed are also identified. The remolded shear strengths and sensitivities shown in Figure 24-10 were determined in the laboratory. At sites where retrogressive failures developed, the remolded shear strength was lower than 1 kPa and the sensitivity was generally higher than 40. Figure

<table>
<thead>
<tr>
<th>RANGE OF CONSOLIDATION</th>
<th>$\sigma'_c$</th>
<th>$c_m'$</th>
<th>$\phi_m'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-20</td>
<td>100</td>
<td>7.4</td>
<td>28.7</td>
</tr>
<tr>
<td>5-20</td>
<td>200</td>
<td>7.7</td>
<td>34.7</td>
</tr>
<tr>
<td>5-20</td>
<td>300</td>
<td>7.7</td>
<td>39.8</td>
</tr>
<tr>
<td>5-20</td>
<td>400</td>
<td>7.5</td>
<td>43.6</td>
</tr>
</tbody>
</table>

FIGURE 24-8
Normalized postpeak strength envelope from block samples of Champlain Sea sensitive clay (Lefebvre 1981).

FIGURE 24-9
Comparison of normalized postpeak strength envelopes for Champlain Sea and Tyrell Sea sensitive clays.
5.2 Stability Number

The susceptibility of the clay to flow is not sufficient to induce retrogressive earth-flow failures. The slope geometry after the initial failure must
be such that the shear stress in the new slope exceeds the undrained shear strength of the clay. Therefore, the potential distance of retrogression is difficult to evaluate. Nevertheless, the risk of retrogression after the occurrence of an initial failure can be assessed at least qualitatively. From analytical studies and examination of more than 40 case records, Mitchell and Markell (1974) proposed that retrogression can occur only if the stability number, \( N = \gamma H/Cu \), is larger than 6 within the depth of potential failure.

This stability number is similar to the coefficient used in the evaluation of bearing capacity, as if the stress \( \gamma H \) imposed by the new slope were creating an undrained extrusion of the clay below. The larger the value of \( \gamma H/Cu \), the larger will be the retrogression distance before equilibrium. Mitchell and Markell (1974) found a general relationship between \( \gamma H/Cu \) and the distance of retrogression, although other factors such as sensitivity, stratigraphy, and topography also appear to play a significant role in limiting retrogression.

The groundwater regime influences the effective-stress profile and consequently the undrained shear strength profile, especially in normally consolidated deposits. In the final stage of valley formation, deposits may be affected by strong underdrainage, as described earlier, which causes the undrained shear strength to increase rapidly with depth in the lower half of the clay deposit. Under these circumstances, the most critical position for a retrogression surface will be much higher on the slope than would otherwise be the case because of the unique relationships between the \( \gamma H/Cu \) values and elevation (or depth).

The liquidity index and the ratio \( \gamma H/Cu \) are probably the most useful parameters for assessing the risk of occurrence of retrogressive failures. However, because retrogressive landslides can only be triggered after the initial failure has occurred, securing the stability of a slope against an initial failure is the logical approach in preventing large retrogressive earth flows.

### 6. CONCLUSIONS

In sensitive clay deposits, landslides are an important component in the development of young river valleys. The primary cause of instability is changes of geometry related to natural erosion or sometimes to human intervention. In slopes in which stability has already become marginal, some slight seasonal variations in the groundwater regime may trigger a landslide. For the long term, however, the groundwater regime in the vicinity of slopes evolves with the development of valleys in a way that affects the general stability of the valley walls and the morphology of the landslides. Detailed piezometric readings are required to permit a rational interpretation of the groundwater regime. Piezometric data should not be considered isolated data values but a reflection of a groundwater regime controlled by boundary conditions.

Approaches to stability analyses of sensitive clay slopes are based largely on experience and the study of many case records. However, consideration of the genesis of clay slopes justifies the type of analysis as well as the approach for determination of the shear-strength parameters. Landslides in sensitive clays are notorious for large and very rapidly enlarging retrogressive earth flows that can be triggered as a result of the initial failure. Expertise has been developed in the evaluation of stability against an initial failure using effective stress analysis, proper pore-pressure data, and postpeak strength parameters. However, it remains difficult to assess whether an initial failure will generate a sequence of retrogressive earth flows. Slopes composed of sensitive clays with a stability number \( \gamma H/Cu \) larger than 6 and a liquidity index higher than 1.5 are generally considered as presenting a risk of retrogressive failure following an initial failure.

### REFERENCES


1. INTRODUCTION

The term permafrost was first proposed by Muller as a conveniently short word to refer to perennially frozen ground:

Permanently frozen ground or permafrost is defined as a thickness of soil or other superficial deposit, or even of bedrock, at a variable depth beneath the surface of the earth in which a temperature below freezing has existed continuously for a long time (from two to tens of thousands of years). Permanently frozen ground is defined exclusively on the basis of temperature, irrespective of texture, degree of induration, water content, or lithologic character.... The expression "permanently frozen ground" however is too long and cumbersome and for this reason a shorter term "permafrost" is proposed as an alternative. (Muller 1947, 3)

The formation and existence of permafrost are largely controlled by climate and terrain but are also greatly affected by human intervention. Permafrost occurs in the northern and southern latitudes that are generally within about 35 degrees of the North and South Poles. Permafrost underlies about one-fifth of the land surface of the world, including about half of Canada (Brown 1970). The distribution of permafrost in the Northern Hemisphere is shown in Figure 25-1.

Permafrost is also found at high elevations in lower latitudes. This high-altitude permafrost is called alpine permafrost and is found, for example, in the Rocky Mountains of the United States and in the Alps of Europe. Alpine permafrost is more widespread and thicker on north-facing slopes, but variations in snow cover and vegetation on different slopes complicate the situation. In a totally different environment, permafrost is known to occur offshore in many northern areas of the world, including the eastern Canadian Arctic and under the Beaufort Sea (Samson and Tordon 1969; MacKay 1972; Hunter et al. 1976; Osterkamp and Harrison 1976).

Geocryology is defined as the study of earth materials at temperatures below freezing (Bates and Jackson 1980, 256). The geocryology of landslides is of greatest significance in cold regions where the mean annual air temperature is near or below freezing and the depth of freezing is significant with respect to the landslide structure. In areas where the ground is permanently frozen, natural thawing or thawing induced by human activities can be a significant destabilizer.

Earth material properties can change radically upon freezing (Andersland and Anderson 1978; Johnson 1981; Eyles 1983; Harris 1987). Depending on specific site conditions, freezing can be either a stabilizer or a destabilizer of earth materials (Johnston et al. 1981). Shear strengths of soils increase when soils freeze. Freezing ground can also cap and restrict groundwater flow, increasing pore pressures in soils remaining unfrozen below the freeze front. Conversely, shear strengths of soil
FIGURE 25-1
Distribution of permafrost in Northern Hemisphere (National Academy of Sciences 1983).
masses reduce as soils thaw, and thawing can relieve pore pressures that develop during periods of freezing. Thawing may promote increased drainage of saturated soils and thus may have the effect of increasing the shear strength of the mass. Therefore, specific sites must be examined closely to determine whether stability or instability may be caused by thermal changes.

2. OCCURRENCE OF PERMAFROST

The temperature within the earth increases gradually with depth. Geothermal gradients ranging from about 1°C per 22 m to 1°C per 160 m, depending on the type of soil or rock and the effect of past climate periods, have been measured in permafrost regions of the Northern Hemisphere (Jessop 1971; Judge 1973). The depth of permafrost can be estimated if the mean annual ground temperature is known and the local geothermal gradient can be estimated.

Figure 25-2 presents an example of ground temperature distribution in a permafrost region. This temperature profile is sometimes called a “trumpet” curve because of its characteristic shape. Annual fluctuations in air temperature produce corresponding fluctuations in ground temperature, but vegetation and snow covering the surface decrease these fluctuations, which also decrease with increasing depth, reflecting the thermal characteristics of the soil or rock. The limits of summer and winter temperature extremes converge below the zone of annual surface-temperature influence at a point known as the depth of zero annual amplitude and follow the geothermal gradient below that depth. As shown in Figure 25-2, the annual temperature fluctuations cause the annual melting and refreezing of the near-surface materials. This zone is called the active layer, and the top of the permanently frozen materials is called the permafrost table.

The permafrost region of North America (Figure 25-1) is divided into two principal zones: the continuous permafrost zone in the north and the discontinuous permafrost zone in the south (Brown and Péwé 1973).

2.1 Continuous Permafrost

In the continuous permafrost zone, permafrost exists everywhere beneath the land surface except in newly deposited unconsolidated sediments where the climate has just begun to influence the ground thermal regime. In this zone permafrost can extend to great depths. For example, in areas on the North Slope of Alaska, permafrost extends more than 350 m below the ground surface, and in the northern parts of the Canadian Arctic Archipelago it extends to depths as great as 600 m (Judge 1973). At the southern limit of the continuous permafrost zone, permafrost is typically 60 to 100 m thick. The active layer is relatively thin, varying from 0.3 to 1 m. The permafrost temperature at the depth of zero amplitude ranges from —5°C in the south to —15°C in the extreme north.

2.2 Discontinuous Permafrost

In the discontinuous permafrost zone, permafrost exists together with layers of unfrozen ground known as taliks. The extent of permafrost terrain in an area depends on the history of the climate for the area and the condition of the ground surface. In the southern fringe areas of this zone, permafrost occurs as scattered islands ranging in size from a few square meters to a few hectares. Regions favorable to permafrost are usually covered with a thick vegetative mat that insulates the permafrost strata from the current above-freezing mean annual surface temperatures. When this mat
is removed or disturbed, the permafrost degrades rapidly. When the insulating mat remains in place, the permafrost can be preserved for many years. Further north, the permafrost becomes more continuous and underlies a greater variety of terrain types.

Discontinuous permafrost ranges in thickness from a few centimeters in the southernmost areas to 60 to 100 m at its boundary with the continuous permafrost zone. Thicknesses may vary rapidly and irregularly over short distances. The depth of the active layer may exceed 3 m depending on local climate and surface conditions. The active layer may not always extend to the permafrost table; at some locations a zone of unfrozen ground known as the residual thaw layer is found between the base of the active layer and the permafrost table (Brown et al. 1981).

2.3 Saline Permafrost

Because permafrost is defined by temperature, it is not necessary for the soil fluids to become frozen solid for the strata to be referred to as permafrost. Salts in pore water are the most frequent cause of permafrost containing unfrozen soil fluids. The salt concentration of seawater is sufficient to cause a depression of the freezing point of about 1.7°C, and as the salt concentration increases, further depression of the freezing point occurs. As saline permafrost pore water freezes, salt is rejected in front of the freeze front, resulting in the formation of pockets of highly saline unfrozen pore water between strata containing fully solidified ice. These conditions are common along the Arctic Ocean coastline in Alaska and adjacent areas in Canada where they have caused some difficulties for engineers designing facilities for existing small communities or associated with petroleum extraction (McPhail et al. 1976; Walker et al. 1983; Nixon and Lem 1984; Sellmann and Hopkins 1983).

3. CHARACTERISTICS OF FROZEN GROUND

From an engineering standpoint the physical properties of permafrost are a prime concern. Frozen rock formations can have strength characteristics similar to those of unfrozen formations when the rock quality is high. Formations with low rock quality can contain significant volumes of ice, which can produce high strengths when frozen but much lower strengths when thawed. In addition, there can be a volume change in the formation as a result of the thawing and subsequent draining.

Most soils show markedly different properties in their frozen and unfrozen states. Ice-rich strata have properties similar to ice, whereas the properties of dry, clean granular soils can be similar to those of thawed granular soils. Field investigation techniques for frozen ground, including sampling, borehole logging, and field testing of frozen soil properties, have been discussed by Ladanyi and Johnston (1978).

3.1 Classification

A classification of frozen soils that has been widely used in North America was presented by Pihlainen and Johnston (1963) and Linnell and Kaplar (1963). Linnell and Kaplar suggested the following three steps for description and classification of frozen soils:

1. The soil phase is identified independently of the frozen state using the Unified Soil Classification System.
2. Soils characteristics resulting from freezing of the material are added to the description, and
3. Ice found in the frozen materials is described.

The frozen-soil characteristics (step 2) are based on two major groups: soils in which segregated ice is not visible to the naked eye (Group N) and soils in which segregated ice is visible (Group V). Depending on the degree to which the ice in Group N imparts solidification and rigidity to the soil mass, soils may be subdivided into those that are poorly bonded (Group Nf) or well bonded (Group Nb).

Figure 25-3 shows the key elements of the Linnell and Kaplar frozen soil classification system. This system has been adopted in ASTM D4083 and can be used with all frozen soils to estimate their engineering properties when frozen and upon thawing. Those strata with little or no ice will be relatively stable upon thawing. For example, some clayey silts that were overconsolidated when frozen have shown very slight strength changes when they thawed.

In contrast, strata with ice lenses larger than 25 mm will not be thaw stable since these strata will undergo significant volume changes and strength reductions as the ice melts and drains from the formation.
### 3.2 Strength Properties

Behavior of frozen soil is controlled primarily by temperature and ice content and salinity. As the ice content increases, the soil mass acts more like pure ice. As ice content decreases and temperatures rise, the frictional components of the soil particles begin to contribute to the ground behavior. The degree of bonding of fine sands and silts can be evaluated by blowcounts obtained in the standard penetration test. Strata composed of fine sands and silts that are poorly bonded because of depression of the freezing point by saline pore fluids or because of temperatures near 0°C tend to have blowcounts of less than 100 blows per 30 cm (100 blows per foot in customary units). Figure 25-4 presents some typical data on blowcount versus salinity from a coastal deposit of silty fine sand with an average temperature of about —2°C (28°F). A temperature-depth profile of the site is presented in Figure 25-5.

### 3.3 Creep

A major consideration with frozen ground is the creep characteristics of ice and frozen soil. Ice will flow under sustained load; thus ice-rich soils must be investigated to determine their creep characteristics. As the temperature of frozen ground approaches 0°C, the rate of creep increases. Predictions of creep rates for frozen ground were made
by Nixon and Lem (1984) as well as by many others. The soil and ice parameters are not well-defined and can be time consuming and difficult to obtain. As shown in Figure 25-6, the data can be scattered, and very slight changes in near-freezing temperatures can cause significant changes in the creep rate.

### 3.4 Frost Action

Frost action in soils includes the detrimental processes of frost heaving, which result mainly from the accumulation of moisture in the soil in the form of ice lenses at the freeze front during the freezing period, and thaw-weakening, or the decrease in strength when seasonally frozen soil thaws. Frost action is an extremely complex process. Many studies of frost action and related problems have been undertaken (Johnson 1952; Jessberger 1970). Frost heaving and thaw-weakening of soils produce significant damage and frequently require costly maintenance. A number of landslides have been caused by these processes.

Three basic conditions must exist for frost action to occur (Johnston et al. 1981):

1. The soil must be frost-susceptible,
2. There must be a water supply, and
3. The soil temperature must be sufficiently low to allow some soil water to freeze.

Frost-susceptible soils are most commonly identified by criteria based on grain size. A grain-size criterion originally proposed by Casagrande (1931) appears to offer the most useful rule of thumb for identifying frost-susceptible soils (Linnell and Kaplar 1959). It has been used by the U.S. Army Corps of Engineers to create a frost design soil classification. This frost classification system is frequently used in the design of pavements and is presented in Figure 25-7.

Casagrande stated:
Under natural freezing conditions and with a sufficient water supply one should expect considerable ice segregation in non-uniform soils containing more than three percent of grains smaller than 0.02 mm and in very uniform soils containing more than ten percent smaller than 0.02 mm. No ice segregation was observed in soils containing less than one percent of grains smaller than 0.02 mm, even if the ground water level was as high as the frost line. (Casagrande 1931, 169)

As noted by Casagrande, the migration of water in both unfrozen and frozen soils is complex and basic to frost action and heaving.

Thaw-weakening is also a complex process and may occur in soils, especially clays, whether or not ice lenses have formed during an earlier freezing period. Ice-rich permafrost has very low permeability. The permeability is controlled by temperature and typically ranges from \(10^{-7}\) cm/sec to less than \(10^{-11}\) cm/sec, as shown in Figure 25-8.
3.5 Seasonal Freezing and Thawing

In regions where there are prolonged winter periods with daily average air temperatures at or below freezing, the ground surface freezes. Conduction is the dominant ground heat-transfer process; however, the description of conductive heat flow must also be accompanied by an evaluation of the liberation or adsorption of heat resulting from phase changes in the water. Whenever a substance such as water changes from a solid to a liquid (by thawing) or from a liquid to a gas (by evaporation), considerable volumes of heat energy are required. Conversely, considerable heat energy is released when a gas converts to a liquid (by condensation) or from a liquid to a solid (by freezing). The term latent heat is used to define the energy components associated with these phase changes.

For estimation of seasonal freezing and thawing, ground surface temperature variations are...
usually not considered in detail, but average values for the entire freezing or thawing period are used instead. In practice, the average seasonal temperatures are represented by the freezing or thawing index. The air freezing (I_{af}) and thawing (I_{at}) indexes are determined by computing the sum of the deviations of mean daily air temperatures from the freezing point during the thawing or freezing season. For time scales on the order of months, average ground surface temperatures can be correlated reasonably well with average air temperatures. For design purposes ground surface temperatures are estimated from air temperatures using an empirically defined n-factor, the ratio of the ground surface freezing or thawing index (I_{gf} or I_{gt}) to the air freezing or thawing index (I_{af} or I_{at}):

\[ n_f = \frac{I_{gf}}{I_{af}} \quad n_t = \frac{I_{gt}}{I_{at}} \] (25.1)

The magnitude of the freezing and thawing n-factors (n_f and n_t) depends on climate conditions as well as type of surface. In summer, vegetation-covered but treeless surfaces that remain wet will have average ground surface temperatures about equal to the corresponding average air temperatures, and the n-factors will thus be close to unity. Snow is an excellent insulator, and its presence causes the mean annual ground temperature to be several degrees warmer than it would be otherwise. Dry or well-drained surfaces, such as roadways, because of their sensitivity to variations in solar and long-wave radiation, have surface temperatures that vary over a wider range than do air temperatures. Care must be taken in estimating n-factor values (Lunardini 1978).

The depth of annual freezing is also dependent on the characteristics of the ground, especially its moisture content. The latent heat of a soil mass is dominated by the latent heat of water, which is the amount of heat that must be removed from water before it becomes ice and can cool to temperatures below 0°C. An identical amount of heat is required to melt ice. This amount of heat is much greater than the specific heat of water, the amount of heat it takes to warm the water 1 degree if there is no phase change. The latent heat of the mineral soil particles is zero since no phase change occurs. Thus, as the soil moisture content increases, soil masses freeze and thaw more slowly.

3.6 Ground Movements Resulting from Freezing

The process known as frost creep has been subjected to considerable study since it is readily measured in the field. The potential amount of downslope movement due to frost creep (C) results when the soil freezes and heaves a distance H perpendicular to the slope and a subsequent thaw causes the soil to settle vertically. The values of C and H and the slope angle \( \theta \) are then related according to the following equation:

\[ C = H \cdot \tan \theta \] (25.2)

Field measurements of frost creep suggest that it may be less important than first believed and that other mechanisms may combine with frost heave to create downslope movements. For example, Jahn (1975) measured 30 mm of downslope movement on a 4-degree slope in Spitsbergen, yet the measured frost heave of 0.15 m would only account for about 10 mm of the downslope movement. Most investigators suggest that viscous flowage of saturated soils is an important aspect of downslope movements of thawed soils, even on gentle slopes. This flow of saturated unfrozen earth material is called solifluction, which is discussed in more detail in Section 4.1.1.1.

3.7 Drainage Cutoff Caused by Freezing

Groundwater flow can be cut off or diverted by frozen zones with much lower permeabilities. This frequently occurs when the surface freezes and the groundwater is trapped beneath a surface cap and the permafrost table. Under these artesian conditions, quite high pressures can build up. These pressures may be further increased as the zones are progressively invaded by advancing freeze fronts. The buildup of pore-water pressure reduces the shear strength of the soil strata in which the pressures develop. Weaknesses in the frozen surface capping zone can result in seepage zones that may flow both summer and winter. In summer these zones form springs, but in the winter the discharging water freezes and builds up icing deposits—layers of solid ice that may block or damage transportation facilities or cover slopes, which may become unstable when the icing deposits melt in the following summer and provide a large supply of water (Figure 25.9).
3.8 Ground Movements Resulting from Thawing

Frozen soils frequently contain moisture contents in excess of saturation, even for very loose soils. When these soils thaw, the soil matrix compresses as the excess moisture is forced out of the pores. This compaction is known as thaw-consolidation. The amount of compression is proportional to the ratio of the in-place frozen density to the after-thaw density. If the moisture content of the frozen soil can be determined, assuming that the soil has excess moisture, the frozen density can be calculated. The after-thaw density can be estimated by determining the soil type and the overburden pressure. Thaw strains of 25 percent are common in frozen fills and natural ground formations with high moisture contents. Thaw-consolidation should be anticipated in soils with frozen moisture contents of 20 percent or higher unless the soils contain a clay component. Taber (1943) described the role of thaw-consolidation in the processes of solifluction and skin flow, two major types of slope movement in originally frozen soils (see Section 4.1).

3.9 Shear-Strength Reduction During Thaw

Excess water is frequently drawn into freezing soil strata, causing these strata to become saturated and loose. When thawing occurs, the shear strengths of these loose saturated soils are very low until the soils have been allowed to drain and dry. Provision of adequate drainage is frequently a problem in the topographically low-relief regions common to many areas in the Arctic of North America. Low air temperatures inhibit rapid drying.

4. TYPES OF PERMAFROST SLOPE MOVEMENTS

In permafrost areas landslides are found in both frozen and unfrozen ground. Landslides involving unfrozen ground are mostly found in areas of recent sediments adjacent to bodies of water. Unfrozen Cretaceous shales are also affected by landsliding in Canada's Northwest Territories. The discussion in this chapter will be restricted to landslides in frozen or partially frozen ground. Most landsliding involving frozen ground begins when thawing occurs; shearing through frozen ground has been noted in some natural slopes but is relatively rare. There is also the potential that dynamic loadings related to earthquakes may cause liquefaction of thawed cohesionless soils situated between the frozen near-surface portions of the active layer and the underlying permafrost (Finn et al. 1978).

4.1 Classification of Permafrost Landslides

Typical landslide features and associated mass-wasting phenomena have been widely described in the literature (Bird 1967; MacKay 1966; MacKay and Mathews 1973; Washburn 1973). Because of the great degree of human activity along the Mackenzie River Valley of northwestern Canada, the characteristics and distribution of landslides in this region have received considerable attention (Isaacs and Code 1972; Chyurlia 1973; Code 1973; McRoberts and Morgenstern 1973). McRoberts and Morgenstern (1973, 1974a) proposed a classification of permafrost landslides based solely on descriptive features (Figure 25-10). The major divisions in this classification—flows, slides, and falls—closely correspond to the stan-
standard terminology for describing landslides, as defined in Chapter 3 of this report. However, the subdivisions of these categories contain some non-standard terms that define some of the unique landsliding conditions found in permafrost areas.

4.1.1 Flows

Flow-dominated movements on natural and cut slopes are common in permafrost areas, especially when the slopes are composed of fine-grained frozen soils. Studies by Pufahl (1976) demonstrated the complexities of the heat balance on the surface of exposed and thawing permafrost. Denudation of vegetative cover on ice-rich permafrost slopes usually results in thawing. Because moisture contents are frequently well above 20 percent, flowing or creeping, or both, of the thawed zone is a natural consequence. This movement continues until the next winter, when freezing begins to restabilize the slope.

The McRoberts and Morgenstern classification (Figure 25-10) considered only naturally occurring landslides and included four types of flow movements: solifluction and skin, bimodal, and multiple retrogressive flows.

4.1.1.1 Solifluction

Solifluction is defined as "the slow downslope flow of saturated, unfrozen earth materials" (National Research Council of Canada 1988, 78). Solifluction has been observed on natural slopes and on slopes modified by human construction. In each case, freezing in winter seals the sloping ground surface, which then prevents surface drainage of pore water and causes water contents to reach levels of saturation and higher. As the saturated zone warms in spring and summer, the slope slowly creep downward. As the upper zone thaws and drains, it becomes more stable but continues to move on top of the ice-rich materials, which remain frozen. A classic example of soli-
Solifluction is shown in Figure 25-11. Solifluction is similar to flow movements but is much slower and not as deep-centered. Figure 25-12 shows solifluction around a deeply embedded pipe pile. Inclinometers placed close to this pile showed the greatest movement at the surface with the magnitude of movement decreasing with depth (Figure 25-13). The movement is greatest during the period of spring thaw and slows as drainage occurs through the summer. It stops when the ground refreezes in the autumn.

4.1.1.2 Skin Flows
Skin flows involve the detachment of a thin cover of vegetation and mineral soil and subsequent movement of this mass over a planar undulating surface. These failures have much in common with the debris flows occurring in residual or colluvial soils (see Chapter 20). They form long ribbonlike shapes down the slope that may coalesce to involve large areas and are most common in ice-rich sediments in the discontinuous permafrost zone, particularly following a forest fire (Hardy and Morrison 1972; Hughes 1972; MacKay and Mathews 1973).

Skin flows develop when the pore pressures generated during thawing reduce the shearing resistance of the soil materials to low levels. Accordingly, skin flows may develop on slopes as flat as 6 degrees (McRoberts 1973), although they are frequently found on steep slopes.

4.1.1.3 Bimodal Flows
Bimodal flows were so named by McRoberts and Morgenstern to indicate that two modes of mass movement occur. These dual modes of movement are reflected by the characteristic low-angle tongue of flowed debris and the steep head scarp. Bimodal flows have many characteristics in common with the landslides occurring in sensitive clay deposits (see Chapter 24).

In most active bimodal flows, permafrost in the head scarp is exposed to the atmosphere and degrades by ablation. The surfaces of the tongues have very low slopes and the water contents of the materials forming the tongue may approach the liquid limit of these soils. Figure 25-14 shows plan and section views of a bimodal flow landslide along the Mackenzie River.

Bimodal flows are initiated by some process or combination of processes that removes the insulating cover of vegetation and thawed soil, exposing the ice-rich permafrost in such a manner that ablation begins and is sustained. Following initiation, ablation can generate substantial rates of mass wasting. Observations by McRoberts (1973) suggested that head scarps may regress at rates ranging from 3 to 20 cm/day during the season of thaw. With such rates it is evident that bimodal flows can pose a threat to adjacent structures and transportation facilities.

4.1.1.4 Multiple Retrogressive Flows
Multiple retrogressive flows are dominated by flowage but may retain some portion of their pre-failure relief. Their form suggests that a series of retrogressive failures have occurred in the head scarp. Rotational and nonrotational sliding may also be observed in portions of these flows, which may cover quite large areas and are usually relatively shallow.

4.1.2 Slides
McRoberts and Morgenstern subdivided permafrost slide movements into three classes: block, multiple retrogressive, and rotational slides (Figure 25-10). Block slides frequently involve a single large block that has moved downslope with little or no back tilting. Multiple retrogressive slides are characterized by a series of more or less arcuate blocks that are concave toward the toe and step upward from the toe to the head scarp. The blocks may exhibit back tilting.
Multiple retrogressive and block slides occur in materials whose water contents appear to be lower than those that result in flows. These slides are associated with shear failure in frozen and unfrozen soil and are frequently quite large features 45 to 60 m high. McRoberts and Morgenstern (1974b) discussed the mechanics of slides in frozen soil extensively and suggested that the base of these failures often lies in unfrozen clay, at least for the sites they studied in the Mackenzie River Valley.

Figure 25-15 shows one example of a multiple retrogressive slide. It appears to be the result of groundwater conditions in a talik beneath the active layer. Thawing presumably provided additional excess moisture to the sliding mass, and the result was an almost circular landslide. Figure 25-16 shows the presumed positions in the spring and in the fall of the groundwater source believed to have contributed to this landslide.

4.1.3 Falls

Permafrost-related falls involve the gravity-influenced rapid downward dropping of detached blocks of frozen materials. Falls are common along the banks of rivers and lakes and parts of the Arctic Ocean coastline where thawing and erosion undercut the permafrost-bonded bank materials. Large blocks of frozen material periodically break off, facilitating bank recession. Recession rates as high as 10 m/year have been reported (Walker and Arnborg 1963).
4.2 Selected Examples of Permafrost Landslides

In the following sections a number of slope failures in permafrost regions are discussed. Taken mostly from the author's own experience, they have been selected to illustrate typical slope stability problems encountered in permafrost regions.

4.2.1 Flow Movements in Mine Wastes

Flows frequently occur as a result of the placement of ice-rich overburden or waste materials from mining operations. In many cases, the waste is frozen when placed in a stockpile and can take more than one season to thaw completely. Rapid thaw can result in large flows, as shown in Figure 25-17. At this site ice-rich mine wastes stored on a sloping surface during winter began to flow as the waste thawed.

4.2.2 Flowage of Fill Material

Figures 25-18 and 25-19 show a flow failure at a location where a fill containing ice was placed on sloping natural ground, probably during the winter. As the fill thawed, the saturated mass began to flow. During subsequent winters the surface of the fill froze, confining incoming groundwater within the fill. During the spring and summer each year, as the thaw front moved into the loose ice-rich fill, the fill began to flow.

4.2.3 Solifluction and Creep Movements

Permafrost areas frequently include landslides that develop as a result of either shallow or deep-seated creep. Figure 25-20 presents the profile of a permafrost slope that is creeping and includes inclinometer deflections at various locations. The inclinometer deflections show the effects of deep
creep and reduced movements in the the ground surface. In this case the ice-rich zone is sliding and creeping over a denser, drier zone. The creep failure surface developed at a depth at which the permafrost temperature had warmed sufficiently to creep but not enough to allow for adequate drainage and increased strength.

4.2.4 Landslides in Soil and Rock Cut Slopes

Figure 25-21 shows a permafrost rock cut slope that has become unstable as it has thawed, releasing both blocks of bedrock and masses of saturated, unstable soil. The darker materials in the center of Figure 25-21 are weathered rock and soils that were frozen at the time of construction but began sloughing and sliding as the slope thawed. This release is typical of a thawing composite soil-and-rock-slope failure. The slope appeared stable during construction, but the insulating overburden was removed, exposing the frozen and weathered bedrock to thawing. After the thaw front was able to penetrate the rock structure, blocks were released along the surfaces of structural weakness, including both foliation surfaces and joints. Additional volumes of thawing soils added considerably to the total volume of unstable material.

Another example of this type of landslide can be seen in Figure 25-22. A mining operation developed a 110-m-high cut slope through old lake deposits to uncover a placer gold deposit in an ancient buried channel. The excavation approached maximum depth about midsummer. The lake deposits were mostly fine-grained soils with high water contents, although there were also some coarser-grained, and thus better-drained, strata. Seepage from the fine-grained strata could be observed during and after the landsliding, which is shown in more detail in Figure 25-23. The fine-grained soils with high water contents would become ice-rich when frozen. Although no confirming evidence is available at this time, it is possible that because of the high latent heat of the fine-grained ice-rich lake deposits, they were frozen at the time of cutting, whereas the well-drained deposits had thawed. For this reason, the fine-grained strata became unstable upon thawing, and the better-drained strata remained relatively stable.
Any ice-rich slope will begin to move as it thaws. The movements may include surficial sloughing and flow movements as well as more deep-seated landslides. Steeply inclined thawing slopes are frequently more stable than gently inclined slopes, and almost vertical slopes are often the most stable because vegetation mats fall more readily over the edges of steep slopes and begin to develop a new insulating cover that reduces thawing and increases stability. In the thawing permafrost slope pictured in Figure 25-24, minor surficial sloughing continues as a new vegetation mat slowly develops.

4.3 Associated Slope Stability Problems

The most common problem associated with slope stability in permafrost areas is the stabilization of earthworks, especially dams and dikes.

4.3.1 Stability of Embankments

If fill slopes are constructed in permafrost areas, the fill materials must be allowed to thaw before their placement if they cannot be protected from thawing after construction. It is virtually impossible to compact frozen chunks of soil unless the moisture
content of these chunks is less than 5 percent. Even then compaction will be inefficient and possibly ineffective. Therefore, any earthwork project that will thaw during its lifetime must be thawed at the time of construction to prevent instabilities caused by subsequent thawing. An example of a flow failure of a fill was discussed in Section 4.2.2 and shown in Figures 25-18 and 25-19.

4.3.2 Thermal Piping or Erosion

Frozen fine-grained soils containing adequate water contents in the form of ice are quite impermeable. Naturally occurring deposits and constructed embankments containing such materials have often been used as dams in permafrost regions. These materials can thaw and then fail catastrophically by a process known as thermal piping. Erosion (or piping) of fine-grained soils refers to the progressive removal of smaller soil particles as flow passes through the erosive soil mass. If left unchecked, this well-known process may lead to complete destruction of the soil structure. Thermal piping refers to the addition of heat to a frozen mass by the infiltration of warmer ground-
FIGURE 25-19
Profile of flow failure of pipeline workpad.

FIGURE 25-20
Inclinometer displacements on warm permafrost slope creeping near base of permafrost.
water, which results in thawing of the ground ice. The ice itself may have formed a network of passages through which water may preferentially flow once the ice has thawed. If the soils are relatively fine-grained, these flows may also subsequently erode (or “pipe”) the now highly erodible fine soil particles in the thawed soil mass.

In the area shown in Figure 25-25, a water supply lake was lost when thermal piping resulted in a breach in an embankment that retained the lake.

5. METHODS FOR CONTROLLING STABILITY OF PERMAFROST SLOPES

There are two primary types of methods for controlling the stability of permafrost slopes: physical restraint and thermal modification. In some cases, combinations of these two approaches can provide the most cost-effective means of control.

5.1 Physical Restraint Methods

Physical restraint methods are similar to those used in thawed soils and can include, but are not limited to, the following:
- Drainage improvements,
- Buttresses,
- Retaining walls,
- Slope geometry modifications, and
- A variety of other methods.

These methods are covered in Chapter 17 of this report.

5.2 Thermal Modification Methods

Thermally modified slopes are unique to cold regions. Thermal modifications involve

- Maintaining the current thermal state of the slope,
- Removing heat from the slope to increase freezing, or
- Adding heat to the slope to increase the rate of thawing.

In considering thermal modification, it is very important to know the thermal properties of the earth mass being modified and to perform the appropriate heat flow calculations to predict the rate and amount of modification that will take place.
5.2.1 Maintaining Current Thermal State

Thawing of permafrost is frequently caused by construction activities that disturb the ground cover of vegetation and organic materials. These materials are usually very good insulators and in some cases do not allow the thaw front to penetrate during the short summer seasons characteristic of the arctic regions. When these materials are crushed or removed and the underlying soils are allowed to thaw, slope instabilities and settlement usually result. This disturbance of the insulating cover can be mitigated in some instances by replacing the cover with new vegetation or some other type of insulating material.

An example of this type of modification is shown in Figure 25-26. Wood chips from a sawmill were placed on the surface of a slope in a permafrost area to provide additional insulation. Throughout the fall day on which this picture was taken, the wood chips remained frozen, but the surrounding ground surface was thawed, as indicated by its darker color. Seepage was also observed on a section of the slope where the insulation was not being used. Additional protection at this location was provided by passive heat-extraction devices, discussed further in the following section.

5.2.2 Heat Removal from Ground

Heat may be removed from the ground by active or passive methods. Active refrigeration is one common heat-removal technique. This type of heat removal is used, for example, in indoor ice rinks; another example is the artificial freezing used to stabilize tunnels during construction in nonpermafrost areas. Because of its cost, however, it is usually used only for temporary stabilization. Several Trans-Alaska Pipeline pump stations that are located on permafrost have refrigerated foundations to prevent thaw settlement of the pump-station buildings. Passive methods include heat pipes and various types of passive air ventilation systems. Heat pipe systems have been used to sta-
bilibize slopes in Alaska, as discussed at the end of this section. Although other passive heat removal systems are in use, they have primarily been used to stabilize building foundations. The most common of the other systems is a passive air ventilation system in which a set of surface manifolds is oriented so as to passively maintain a sufficient pressure differential to cause a continuous flow of cold air through subsurface ducts.

Heat pipes are closed tubes filled with a fluid that boils at temperatures below freezing and then condenses at cooler temperatures. When the ground temperatures are near freezing, the fluid boils and rises to the top of the tube. During the winter, the cold air passing over the heat pipe fins causes the fluid to condense and flow to the bottom of the tube, where it receives heat from the ground to warm it, causing it to boil and rise once again. Thus these systems remove heat from the ground in a continuous cycle. In the summer, when the air temperatures are higher than the ground temperatures, the heat pipes are inactive. This is a passive heat extraction process because no external energy is required to make this system operate.

At the location shown in Figure 25-26, heat was also removed from the ground by passive thermal heat pipes. Two finned heat pipes can be observed on top of each pipe-pile supporting the pipeline and also in free-standing heat pipes between the piles. Each of these heat pipes removes heat from the ground in order to maintain the underlying permafrost and thereby increase the stability of the slope. Figure 25-27 shows finned heat pipes in a fill slope that overlies ice-rich permafrost near 0°C. Near the toe of the slope the underlying permafrost began to thaw and initiate slope movements. Finned heat pipes were installed along the toe of the slope to remove heat from the permafrost and retard the thawing, thus providing more stability to the slope.

5.2.3 Heat Input to Ground to Promote Thawing

In some cases, the addition of heat to the ground to promote thawing is the most cost-effective method of stabilization. In areas of discontinuous permafrost, it may be possible, by surface modification, to increase the heat flow into an area enough to cause it to thaw and thus allow thaw strain to occur before construction. This can be accomplished by removing vegetation, covering the area with a dark material in summer or with a temporary heated facility, flooding, and other methods.

5.3 Design of Cut Slopes

Performance of highway cut slopes in permafrost soils has been studied in Alaska, the Yukon, and the Northwest Territories (Lotspeich 1971; Smith and Berg 1973; Pufahl et al. 1974; McPhail et al. 1976). These studies and experience in permafrost terrain led McRoberts (1978) to suggest that cut slope designs and configurations can be best evaluated in terms of four standard classes, which he termed Types I to IV.

5.3.1 Type I

Type I consists of low cuts, 1 to 3 m high, that are capable of self-stabilization provided there is a reasonably well-developed organic cover at least 0.2 m thick overlying the mineral soil. The cut should be made vertically. Any large trees should be removed from the upslope areas for a horizontal distance approximately 1.5 times the height of the cut. Removal of the trees promotes the movement of the organic mat downslope and over the face of
the cut without tearing. The natural draping of the organic mat over the cut face acts as an insulator and promotes reestablishment of vegetation. In cuts higher than 1.5 m, a reinforcing mesh should be applied to the surface of the organic mat to provide it with an adequate tensile strength. Areas with thin organic cover may have to be designed so that they can slough without impeding the transportation facility, or they may be designed as Type IV cuts (see below) when ice-rich soils are involved.

5.3.2 Type II
Type II cuts are in frozen ice-poor soil or bedrock. Such cuts can be designed so that the slope angle is compatible with the thawed (unfrozen) properties of the materials. Higher rates of surface erosion can be expected because of severe freeze-thaw conditions and slope establishment of vegetation.

5.3.3 Type III
Type III cuts include any made in a terrain in which ground ice occurs as a matrix of ice wedges or polygons in otherwise relatively ice-poor mineral soil. These cuts should be vertical if possible, since fewer ice wedges are likely to be encountered. If the ice wedges are relatively widely spaced and a thick organic mat is present, the cuts may self-heal as with Type I cuts. Considerable water may be produced during the melting of the ice wedges and the self-healing process. Revetments may be required along the toe of slope to stabilize it and allow the water to drain. Wider-than-normal ditches may be required to provide space for accumulations of slope debris, the revetments, and drainage. Since this extra width increases the amount of excavation required, a more economical alternative may be excavation of the ice wedges over some reasonable distance based on geocryologic considerations and backfilling with selected materials.

5.3.4 Type IV
Type IV cuts include those in ice-rich permafrost soils, which are the most difficult cuts to design and manage. These cuts may be subject to continuous exposure, melting, and retreat of the cut
faces, essentially forming bimodal flows. Generally such slopes can only be stabilized by providing an adequate insulation cover to prevent, or at least reduce, the thawing process. The insulation must be free-draining and sufficiently flexible to accommodate thaw settlements; hence mixtures of sand, gravel, crushed rock, and artificial insulation materials are generally used.

Considerable experience is required to recognize terrain conditions and recommend appropriate cut-slope design responses. Conditions promoting the self-healing of cuts are often found in tills, alluvial or colluvial silts and sands, and bedrock. Conditions causing non-self-healing cuts are more common in continuous permafrost zones, ice-rich soils, and glaciolacustrine sediments. A clear understanding of the conditions within a particular cut may not emerge until the actual ground-ice conditions are exposed during construction. Inspection of adjacent natural slopes is often the best guide to the expected performance of cut slopes at any location.
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Chapter 15 introduces the application of stereographic projections to the analysis of structural fabric and the utility of such analysis in the identification and evaluation of potential rock-slope instability or failure mechanisms. Two of the most useful stereographic projections, or nets, are reproduced on the following pages:

- The equal-area Schmidt net (or Lambert net), and
- The equal-area polar (Billings) net.

The use of these nets is briefly discussed in Chapter 15. Additional information on the derivation and use of the nets may be found elsewhere (Dennison 1968; Ragan 1973). The principles of stereographic projection are discussed in most structural geology textbooks. Both these nets have been developed to maintain an equal-area property; this means that areas between lines of latitude and parallels of longitude remain equal over the entire region shown. This property is useful when comparing the frequency distribution of data by point density patterns or contoured results as in Figure 15-4.

The equal-area Schmidt net is always used as a graph underlying a transparent or semitransparent sheet attached to the net by a drawing pin placed through the center point. The various orientations of structural features may be shown by tracing great and small circles from the underlying net onto the overlay. Generally it is necessary to rotate the overlay about the net center in order to develop the desired orientations.

The equal-area polar (Billings) net is especially convenient for plotting linear data or poles of planar features in the field. A transparent sheet may be fixed on top of this polar net, and rotations of the sheet are not required. Diagrams prepared with these two nets may be interchanged.

**REFERENCES**


EQUAL-AREA POLAR (BILLINGS) NET

Graduated for poles of planar elements (lower hemisphere)
## METRIC CONVERSION TABLE

### SI units to inch/pound units

<table>
<thead>
<tr>
<th>To convert from</th>
<th>To</th>
<th>Multiply by</th>
</tr>
</thead>
<tbody>
<tr>
<td>LENGTH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>millimeter (mm)</td>
<td>inch (in.)</td>
<td>0.03937</td>
</tr>
<tr>
<td>meter (m)</td>
<td>foot (ft)</td>
<td>3.281</td>
</tr>
<tr>
<td></td>
<td>yard (yd)</td>
<td>1.094</td>
</tr>
<tr>
<td>kilometer (km)</td>
<td>mile (mi)</td>
<td>0.6214</td>
</tr>
<tr>
<td></td>
<td>mile, nautical (nmi)</td>
<td>0.5400</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AREA</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>meter² (m²)</td>
<td>foot² (ft²)</td>
<td>10.76</td>
</tr>
<tr>
<td></td>
<td>yard² (yd²)</td>
<td>1.196</td>
</tr>
<tr>
<td></td>
<td>acre</td>
<td>0.0002471</td>
</tr>
<tr>
<td>hectometer² (km²)</td>
<td>acre</td>
<td>2.471</td>
</tr>
<tr>
<td></td>
<td>mile² (mi²)</td>
<td>0.3861</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VOLUME</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>centimeter³ (cm³)</td>
<td>inch³ (in.³)</td>
<td>0.06102</td>
</tr>
<tr>
<td>decimeter³ (dm³)</td>
<td>inch³ (in.³)</td>
<td>61.02</td>
</tr>
<tr>
<td></td>
<td>pint (pt)</td>
<td>2.113</td>
</tr>
<tr>
<td></td>
<td>quart (qt)</td>
<td>1.057</td>
</tr>
<tr>
<td></td>
<td>gallon (gal)</td>
<td>0.2642</td>
</tr>
<tr>
<td></td>
<td>foot³ (ft³)</td>
<td>0.03531</td>
</tr>
<tr>
<td>meter³ (m³)</td>
<td>foot³ (ft³)</td>
<td>35.31</td>
</tr>
<tr>
<td></td>
<td>yard³ (yd³)</td>
<td>1.308</td>
</tr>
<tr>
<td></td>
<td>gallon (gal)</td>
<td>264.2</td>
</tr>
<tr>
<td></td>
<td>barrel (bbl), (petroleum, 1 bbl=42 gal)</td>
<td>6.290</td>
</tr>
<tr>
<td></td>
<td>acre-foot (acre-ft)</td>
<td>0.0008107</td>
</tr>
<tr>
<td>hectometer³ (hm³)</td>
<td>acre-foot (acre-ft)</td>
<td>810.7</td>
</tr>
<tr>
<td>kilometer³ (km³)</td>
<td>mile³ (mi³)</td>
<td>0.2399</td>
</tr>
</tbody>
</table>

### Inch/pound units to SI units

<table>
<thead>
<tr>
<th>To convert from</th>
<th>To</th>
<th>Multiply by</th>
</tr>
</thead>
<tbody>
<tr>
<td>LENGTH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>inch (in.)</td>
<td>millimeter (mm)</td>
<td>25.4*</td>
</tr>
<tr>
<td>foot (ft)</td>
<td>meter (m)</td>
<td>0.3048</td>
</tr>
<tr>
<td>yard (yd)</td>
<td>meter (m)</td>
<td>0.9144*</td>
</tr>
<tr>
<td>mile (mi)</td>
<td>kilometer (km)</td>
<td>1.609</td>
</tr>
<tr>
<td>mile, nautical (nmi)</td>
<td>kilometer (km)</td>
<td>1.852*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AREA</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>foot² (ft²)</td>
<td>meter² (m²)</td>
<td>0.09290</td>
</tr>
<tr>
<td>yard² (yd²)</td>
<td>meter² (m²)</td>
<td>0.8361</td>
</tr>
<tr>
<td>acre</td>
<td>hectometer² (hm²)</td>
<td>4.047</td>
</tr>
<tr>
<td></td>
<td>mile² (mi²)</td>
<td>2.590</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VOLUME</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>inch³ (in.³)</td>
<td>centimeter³ (cm³)</td>
<td>16.39</td>
</tr>
<tr>
<td>decimeter³ (dm³)</td>
<td>centimeter³ (cm³)</td>
<td>0.01639</td>
</tr>
<tr>
<td></td>
<td>foot³ (ft³)</td>
<td>28.32</td>
</tr>
<tr>
<td></td>
<td>decimeter³ (dm³)</td>
<td>0.02832</td>
</tr>
<tr>
<td></td>
<td>meter³ (m³)</td>
<td>0.7646</td>
</tr>
<tr>
<td></td>
<td>decimeter³ (dm³)</td>
<td>0.4732</td>
</tr>
<tr>
<td></td>
<td>quart (qt)</td>
<td>0.9464</td>
</tr>
<tr>
<td></td>
<td>decimeter³ (dm³)</td>
<td>3.785</td>
</tr>
<tr>
<td></td>
<td>gallon (gal)</td>
<td>0.003785</td>
</tr>
<tr>
<td></td>
<td>decimeter³ (dm³)</td>
<td>0.1590</td>
</tr>
<tr>
<td></td>
<td>meter³ (m³)</td>
<td>1,233</td>
</tr>
<tr>
<td></td>
<td>barrel (bbl), (petroleum, 1 bbl=42 gal)</td>
<td>0.001233</td>
</tr>
<tr>
<td></td>
<td>acre-foot (acre-ft)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>meter³ (m³)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>hectometer³ (hm³)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>kilometer³ (km³)</td>
<td></td>
</tr>
</tbody>
</table>
SI units to inch/pound units

<table>
<thead>
<tr>
<th>To convert from</th>
<th>To</th>
<th>Multiply by</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOLUME PER UNIT TIME (included flow)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>decimeter³ per second (dm³/sec)</td>
<td>foot³ per second (ft³/sec)</td>
<td>0.03531</td>
</tr>
<tr>
<td></td>
<td>gallon per minute (gal/min)</td>
<td>15.85</td>
</tr>
<tr>
<td></td>
<td>barrel per day (bbl/d), (petroleum)</td>
<td>543.4</td>
</tr>
<tr>
<td>meter³ per second (m³/sec)</td>
<td>foot³ per second (ft³/sec)</td>
<td>35.31</td>
</tr>
<tr>
<td></td>
<td>gallon per minute (gal/min)</td>
<td>15,850</td>
</tr>
</tbody>
</table>

MASS

| gram (g)                      | ounce avoirdupois (oz avdp) | 0.03527     |
| kilogram (kg)                 | pound avoirdupois (lb avdp) | 2.205       |
| megagram (Mg)                 | ton, short (2,000 lb)       | 1.102       |
|                                | ton, long (2,240 lb)        | 0.9842      |

PRESSURE

| kilopascal (kPa)              | pound-force per inch² (lbf/in.²) | 0.1450     |
|                              | atmosphere, standard (atm)       | 0.009869   |
|                              | bar                               | 0.01*      |
|                              | inch of mercury at 60°F (in Hg)   | 0.2961     |

TEMPERATURE

| kelvin (K)                    | degree Fahrenheit (°F)           | (1)        |
| degree Celsius (°C)           | degree Fahrenheit (°F)           | (1)        |

Inch/pound units to SI units

<table>
<thead>
<tr>
<th>To convert from</th>
<th>To</th>
<th>Multiply by</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOLUME PER UNIT TIME (included flow)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>foot³ per second (ft³/sec)</td>
<td>decimeter³ per second (dm³/sec)</td>
<td>28.32</td>
</tr>
<tr>
<td></td>
<td>meter³ per second (m³/sec)</td>
<td>0.02832</td>
</tr>
<tr>
<td>gallon per minute (gal/min)</td>
<td>decimeter³ per second (dm³/sec)</td>
<td>0.06309</td>
</tr>
<tr>
<td></td>
<td>meter³ per second (m³/sec)</td>
<td>0.00006309</td>
</tr>
<tr>
<td>barrel per day (bbl/d), (petroleum)</td>
<td>decimeter³ per second (dm³/sec)</td>
<td>0.001840</td>
</tr>
</tbody>
</table>

MASS

| ounce avoirdupois (oz avdp) | gram (g)                           | 28.35       |
| kilogram (kg)               | pound avoirdupois (lb avdp)        | 0.4536      |
| megagram (Mg)               | ton, short (2,000 lb)              | 0.9072      |
|                               | ton, long (2,240 lb)               | 1.016       |

PRESSURE

| pound-force per inch² (lbf/in.²) | kilopascal (kPa) | 6.895       |
| atmosphere, standard (atm)      | kilopascal (kPa) | 101.3       |
| bar                               | kilopascal (kPa) | 100.0       |
| inch of mercury at 60°F (in Hg)  | kilopascal (kPa) | 3.377       |

TEMPERATURE

| degree Fahrenheit (°F) | kelvin (K) | (1)        |
| degree Fahrenheit (°F) | degree Celsius (°C) | (1)        |

¹Temp °F = 1.8 temp K - 459.67. ²Temp °F = 1.8 temp °C +32.

³Temp K = (temp °F + 459.67)/1.8. ⁴Temp °C = (temp °F - 32)/1.8.

NOTE: The International System of Units (SI) is a modernized metric system of measurement. In this table an asterisk after the last digit of the factor indicates that the conversion factor is exact and that all subsequent digits are zero; all other conversion factors have been rounded to four significant digits. Use of hectare (ha) as an alternative name for square hectometer (hm²) is restricted to the measurement of small land or water areas. Use of liter (L) as a special name for cubic decimeter (dm³) is restricted to the measurement of liquids and gases. No prefix other than "milli" should be used with liter.
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Denby, G. 463
Dennison, J.M. 647
Denton, P.E. 196
Deo, P. 560, 565 tab.
Deoja, B.B. 115
Descouedres, F. 493
Devata, M.S. 112
DeWeist, R.J.M. 265
Dibiasi, E. 278, 297
Dickinson, R.D. 293
construction issues
- loess slopes 604
- stabilization 480-481
- continuous permafrost 622
- contours 216 fg.
- contracting procedures 500-501
- corrosion protection 486-487, 487 fg.
- costs of landslides 13-27, 474
- highways 17 fg., 18 fg.
- railroads 18 fg., 23
- costs of surface investigations 226
- creep 51, 546
- frozen soils 624-625, 626 fg., 633-634, 637 fg.
- crosshole surveys 253-254, 254 fg.
- Cucaracha (Panama) slide 25 fg., 26 fg., 362, 363 fg., 465
- cut slope
  - angle 571-572 fg.
  - design 571-576, 591-593, 641-643
  - in permafrost 634-635, 638-639 fg., 641-643
- tailings 580
- dams
  - permafrost dam breach 640 fg.
  - tailings dams 580, 582
- data
  - collection 126-127, 290-291, 300-303
  - forms 139 fg., 290 fg.
  - layers 132, 133 tab., 137 tab.
  - loggers 302, 302 fg.
  - presentation 269-274
- debris flow 152 fg., 528, 528 fg., 530 fg., 534 fg., 541 fg.
- debris volume 44 fg.
- decision making 106-111
  - landslide mitigation 110 fg., 111 fg.
  - slope management 115 fg.
- deformation 287 fg.
  - gages 301 tab.
  - measurement 305-307
- degradable materials 555-576
- geological considerations 555-558
- destructive significance 51 tab.
- deterministic methods 135-137, 137 tab., 171, 172 fg.
- development 93-100
- protection 98-100
- subdivisions 95
- digital
  - elevation models 141, 166, 171, 272 fg.
  - image analysis 211
  - Digitilt inclinometer 291 fg.
  - dilatometer test 257-258, 258 fg.
  - direct mapping methodology 131, 161
  - discontinuities 391
  - discontinuous permafrost 622-623
  - displacement 47 fg.
  - vectors and trajectories 214-216
  - distinct-element method 423, 423 fg.
  - distribution of activity 47-48
  - sections 47 fg.
  - disturbed soil samples 245, 246 tab.
  - ditches 445 fg., 494-495, 495-496 fg.
  - diversion ditches 445 fg.
  - dowels 487-488
  - downhole surveys 253-254, 254 fg.
  - Downie slide (BC) 303-305, 304 fig.
- drainage
  - colliuvium 548
  - conditions 341-342
  - cutoff from freezing 628
  - embankments 565-567, 566-567 fg.
  - loess 594, 603-604, 604 fg.
  - rock slopes 489
  - soil slopes 445-450
  - transverse bench 566 fg.
- wells 447-448, 448 fg.
- drains
  - sand 447 fg.
  - siphon 450
  - subhorizontal 446 fg., 448-449
  - vertical 446 fg.
- drawdown 81 fig., 81-82, 365
- drilling methods 545-546, 545 fg.
- driving forces reduction 442-451
- dry ravel 541
- dual-level design 435
- durability classification 561 fg.
- Dutch cone 256-257, 256-257 fg.
- earth pressure cells 301 tab.
- earth retention systems 452-453, 452-453 fg.
- earth spread-earth flow 63 fg.
- earthquakes 20 fg., 26, 27 fg., 80 fg., 83-86, 84 fg., 85 fg., 419-420, 431-432, 542
- economic losses 13-27, 29 tab., 51 tab.
- Ecuador earthquakes and slides 26, 27 fg.
- effective stress 613-614, 613 fg.
- electrical
  - piezometer 299 fg.
  - resistivity method 237-239, 249, 252
  - electrode arrays 237-238, 239 fg.
  - electromagnetic conductivity profiling 239
  - electronic distance measurement 203-204
  - electroosmosis 449-450, 467
- elevation changes 215 fg.
- Elm (Switz.) slide 7 fg., 8 fg.
- embankment
  - design 564-571
  - compaction 569-570
  - evaluation 568 fg.
  - in permafrost 635-636
  - sidehill 443 fg.
  - slope design 570-571, 571-574 fg.
- engineering geologic reports 221-222
- environmental issues
  - stabilization 481-482
  - tailings 582
- equal-area net 648 fg.
- erosion
  - control 465 fg.
  - loess 593-595, 593-596 fg.
  - of tailings as fill 580-582, 581 fg.
- event tree analysis 115
- excavations 260
- expert systems 166
- exposure to sun 596-597, 598 fg.
- extensometers 209 fg., 293-295, 295 fg., 306-307
- external loads 430-431
- extrusion of samples 265
- failure
  - circular 373-374 fg., 393 fg., 415, 416-418
  - criterion 319-320
  - envelope 324 fg., 328 fg.
  - historic rate 112
  - linear 394 fg.
  - loess slopes 593-599
  - permafrost 636-638 fg.
  - probability 113 fg.
  - tailings impoundments 582-583
  - wedge 393 fg., 402-410, 402-409 fg
  - falls 53-54, 142, 145, 632
- fence diagrams 220, 225 fg.
- fences 496-500, 497 fg.
- field
  - instrumentation 225-226, 278-316
  - investigation 121-127
  - testing 254-263
- fiber reinforcement 461
- fill
  - flowage 633
  - tailings as fill 580-582
- finite element analysis 368
- fire 540-542, 540-541 fg.
- flex-post fence 497, 498 fg.
- flood insurance 101
- flow 64-67, 630-631
flow (continued)

bimodal flow 631
channelized flow 65 fig., 66, 67 fig.
debris flow 65 fig., 66, 67-68 fig., 77-78 fig., 152 fig.
earth flow 65 fig., 66 fig., 151 fig.
mud flow 83 fig., 596-597 fig.
flows 611 fig.
photographic interpretation 150-151
retrogressive flow 607, 615-617, 616 fig., 631
rock flow 69 fig.
sand flow 66-67 fig.
skin flow 631
slides 60
solficiation 628, 630-631, 630-631 fig.
force equilibrium analysis 355-357, 359-361 fig.
forming names 37-40
glossary 38 tab.
Fort Benton (Mont.) landslide 283 fig.
FOSM method 108-109
fracture 375-381
infilling 378-381, 379 fig.
fragmentation of materials 243-244
Frank (Alta.) slide 39 fig.
Fraser Canyon (B.C.) slides 476 fig.
free-swell test 562-563
freeze-thaw cycle 627-628
friction angle 375-376, 376 fig., 386 fig.
frost action
loess slopes 597-598
soils 625-627
frost creep 628
frost susceptibility of soils 627 fig.
soil slips 627 fig.
classes 623-624, 624 fig.
creep 624-625
hydraulic conductivity 627 fig.
strength properties 624, 625 fig.
gabions 496, 497 fig.
gamma-gamma log 252
geocryology 620
geographic information systems (GIS) 163-173
geogrids 458-459, 459-460 fig.
geologic cross sections 220, 225 fig., 269-271, 271 fig.
mapping 183-194, 219-220, 220-223 fig.
geologists’ duties 178-179, 222, 224-226, 232
geomorphic analysis 134-135
mapping 153-154
geophysical methods 237-243, 238 tab., 271
geosynthetics 450-451, 451 fig., 457-458 fig., 496, 497 fig., 547
ground displacement measurement 282-295
freezing 467
penetrating radar 242-243
resolution cells 156-158, 156 tab.
tilt 211-212 fig.
groundwater 81-83, 537
investigation 265-269
monitoring 296-299, 307
regimes of sensitive clays 610-612, 611-612 fig.
table 517 fig.
gully erosion 593 fig.
Hast Creek (Va.) debris flow 530 fig.
hazard
analysis phases 171-173, 172 tab.
assessment 106-118, 129-177, 478 tab.
reduction 91-105
zonation 130-140
heat
input 641
pipes 640-641, 641-642 fig.
removal 640-641
heuristic methods 134-135, 137 tab., 167-168
historical studies 5-10
Hoek-Brown strength criterion 384-388, 387-388 tab.
hollows 535-536, 536 fig.
Hong Kong
rainfall 518-519 fig.
residual soils 520 fig.
slides 518-520, 518-520 fig.
Howe Sound (B.C.) slide 475 fig.
Huascarán (Peru) debris avalanche 69 fig., 86
hydraulic conductivity of frozen soils 627 fig.
hydrocompaction 533, 535 fig.
hydrophobic layer 540 fig.
icke lens 598
ice plant 538-539
igneous rock 557-558, 563
image resolution 154-160
inclinometers 282-295, 282-288 fig., 290-292 fig., 632 fig., 637 fig.
casings 287-289, 288 fig.
data 290-292, 290-292 fig.
maintenance 292-293
observations 289, 306
operation 286-287
indirect mapping methodology 131, 161
induction logs 249
infinite slopes
analysis 351-352
stability charts 351 fig.
information resources 92-93
data bases 93
geologic 180
in-place inclinometers 285-286, 285 fig.
input data 132, 133 tab.
instrumentation 278-316
case histories 303-313
innovations 313-314
insulation of permafrost slopes 640, 641 fig.
insurance 100-101
interceptor drains 445 fig.
interpretation
geologic data 217-222
remote images 141-152, 154-160
inventory
data-base 479
landslide hazards 134, 137 tab.
rock slopes 476-479, 477 fig.
using geographic information systems 143 tab., 166-167, 167 fig.
investment process 433-434
checklist 125
duration 234
failures 122
organization 121-128
procedures 123
irrigation and drainage 432-433
isopleth maps 224 fig.
jacking of samplers 264 fig.
joint roughness coefficient 377-378, 378-379 fig.
Kentucky slope design 572-574 fig.
kinematics 53-67, 391, 395-396, 397 fig., 403-404, 405 fig., 412, 413 fig., 417
Lacustrine clay 609
Lahar 67
Lambert net 648 fig.
land use 93-99
LANDSAT satellite imagery 141 tab.
landslide
activity 44-49
benefits 31
causes 70, 76-90, 475-476, 476 tab.
costs 13-27, 474
definitions 4, 36-37, 41-42 tab.
density 168-169, 168 fig.
dimensions 42-44
features 40-44
instrumentation projects 303-313
location plan 41-42 fig., 269, 270 fig.
material content 52-53
potential 16 fig.
types 36-75, 53 fig., 511 fig.
watershed classifications 207
 lasers 206-207

Last Chance Grade (Calif.) slide 310-312, 312 fig.
latent heat 627-628
Lemieux (Qué.) slide 608 fig.
Lightweight materials 451
lime slurry injection 466 fig.
limit equilibrium analysis 337-341, 392
accuracy 340-341
equations and unknowns 339 tab.
methods 340 tab.
line-of-sight monuments 198, 200 fig.
liquefaction 85-86, 86 fig., 328
liquidity index 616 fig.
loess 585-606
cut slope design 591-593
failure mechanisms 593-599
laboratory testing 600-601
properties 586-591
site characterization 599-600
slope construction and maintenance 604-605
slope design 601-603, 602 fig.
logs (borehole) 248-254, 271-272, 273 fig.
Loma Prieta (Calif.) earthquake 86, 86 fig.
longitudinal bench drainage 566 fig.
Los Angeles (Calif.) building codes 98, 99 tab.
machined pin and cap 208 fig.
Mackenzie River Valley (North. Terr.) slides 629, 633 fig.
maintenance
effectiveness 116 fig.
evaluation 115 fig.
loess slopes 604-605
manometers 209 fig.
mapping
geologic mapping 178-230
geomorphic mapping 153-154
terrain classification 153-154
terrain parameters 153-154
GIS mapping 166-173, 169-170 fg.
TMU mapping 155 fg.

maps
bit map 167
for assessment 220-223 fig.
hazard 111-112, 130-140
scales 131-132, 137 tab.
state-of-nature 114 fg.
symbols 153 fg.
thermic maps 153-154
Mameyes (Puerto Rico) slide 30, 31 fig.
Markland's test 405 fig.

Marine clay deposits cross section 609 fig.
formation 610 fig.
stratigraphy 609
material content of landslide 52-53
measurement errors 294 fg.
techniques 278-316
Menard pressuremeter 258, 259 fig.
metamorphic rock 557-558, 563
metric conversion table 650-651
microgravity surveys 242
microwave measurement 205 fg.
microwave measurement 205 fg.
mobility index 532
Mohr circle 515 fig.
Mohr-Coulomb criterion 319
Mohr-Coulomb material 374-375
monitoring 99-100
Monte Carlo methods 422 fg.
Monte Serrate (Brazil) slide 517
montmorillonite 587-588
MOSDAX 297-298
Mount St. Helens debris avalanche 22 fig.,
23 fig., 83
mud flow 83 fg., 596-597 fg.
slurry 244-245
mudslides 59-60
fabric 52 fg.
insurance 100
stereogram 142 fig.
multivariate statistical analysis 135, 169, 170 fg., 171
Nantgarw (Wales) slide 463 fig.
natural-gamma log 252
NAVSTAR 212-213
Nepal slide hazards 113-115, 114 fg.

nets 496-497
network monitoring station 312-313, 313 fg.
neutron-neutron log 252-253
Newmark's method 420, 421 fg.
nomogram analysis 416 fg.
normalized shear strength 614-615
North Carolina slides 520-523
nuclear logging 252-253
objectivity 138
observation grids and traverses 199-200 fg.
Olmedo (Ill.) slide 364 fig., 365
open-pit mine slope failure 639 fg.
open standpipe piezometer 196 fg., 296-297 fig.
optical instrument surveys 203, 204 fig.
orthographic maps 219, 219 fg.
Ottawa Brook Dam (N.H.) 368, 369 fig.

Panama Canal slides 24, 25 fg., 26 fig., 362, 363 fig., 465
penetration tests 236-237, 255-257, 326-327
pepper shale 362
perched water tables 265
permafrost 620-645
occurrence 622-623
saline 623, 626 fg.
slope movements 629-639
slope stabilization 638-643
zones in Northern Hemisphere 621 fig.

phases of hazard analysis 171-173, 172 tab.
photography
mass movements 144 tab.
slope instability processes 143 tab.
techniques 207

photogrammetry 207
piezometers 80 fg., 196 fg., 266-269, 280, 296-299, 296-299 fg.
automated data collection 301 tab.
installation 298-299
measurement errors 268 tab.
types 267 tab.

piling
pile foundation 547
pile wall 454
pipeline workpad flow failure 636-637 fig.
piping (erosion) 593-595, 594-595 fg., 636, 639, 640 fg.
plane-table maps 185 fig.
planning
landslide instrumentation 279-280
subsurface investigations 233-234
plant roots 538-539, 538 tab., 539 fig.
plasticity of loess 589, 590 fg.
plate-load test 260-261
plots of landslide movement 206 fg.
pneumatic piezometer 298 fig.
point-load test 562, 562 fig.
polar net 649 fig.
pole projections 396 fig.
policy 93
pore pressure 79 fig., 80 fig., 81 fig.
measurement 296-299
 residual soils 515-517
Powderhouse (Panama) slide 25 fig.
prehistoric blasting 491
pressure sensor piezometers 297
pressures 259 fig.
probability 106-111, 421-422, 422 fig.
distribution functions 107 fig.
failure rate 112
probe inclinometers 282, 284, 284-285 fig.
Pullman (Wash.) mud flow 596-597 fig.
profile of landslide area 213-214,
probability 106-111, 421-422, 422 fig.
profile of landslide area 213-214,
pour pressure 79 fig., 80 fig., 81 fig.
probability 106-111, 421-422, 422 fig.
distribution functions 107 fig.
failure rate 112
probe inclinometers 282, 284, 284-285 fig.
Pullman (Wash.) mud flow 596-597 fig.
profile of landslide area 213-214,
pour pressure 79 fig., 80 fig., 81 fig.
probability 106-111, 421-422, 422 fig.
distribution functions 107 fig.
failure rate 112
probe inclinometers 282, 284, 284-285 fig.
Pullman (Wash.) mud flow 596-597 fig.
profile of landslide area 213-214,
probability 106-111, 421-422, 422 fig.
profile of landslide area 213-214,
pour pressure 79 fig., 80 fig., 81 fig.
probability 106-111, 421-422, 422 fig.
distribution functions 107 fig.
failure rate 112
probe inclinometers 282, 284, 284-285 fig.
Pullman (Wash.) mud flow 596-597 fig.
profile of landslide area 213-214,
pour pressure 79 fig., 80 fig., 81 fig.
probability 106-111, 421-422, 422 fig.
distribution functions 107 fig.
failure rate 112
probe inclinometers 282, 284, 284-285 fig.
Pullman (Wash.) mud flow 596-597 fig.
profile of landslide area 213-214,
shear strength (continued)
borehole shear test 258-259
decomposed granite 515 fig.
direct shear test 261-262, 261 fig., 325 fig., 382-383 fig.
filled discontinuities 379-380 fig.
forest soils 538 tab.
fractured rock masses 383-388
fractures 375-381
in situ measurement 326-327
laboratory measurement 322-326, 381-383
bess 589
properties of soils 327-332
rock 374-375, 385 tab., 386 fig.
saprolites 513-514, 514 fig.
sensitive clays 612-615, 613 fig., 615 fig.
shale 570 fig.
simple tests 322-323, 323 fig., 326 fig.
thawing soils 629
boreholes 244-245
soil slopes 439-473
states of activity 46 fig., 47 fig.
statistical methods 106-115, 135, 137 tab., 168-171, 421-422, 422 fig.
stereographic analysis 392-396, 394-396 fig.
images 158 fig.
projections 647, 648-649 fig.
strain
gages 301 tab.
meters 293
vectors 216-217
strength of materials 70-71
frozen soils 624, 625 fig.
nonlinear strength 387 tab.
rock 372-390
shale 559-563
soils 319-336
tailings 579-580
stress
analysis 320-321, 342-344
deformation curves 322 fig.
directions in slope 321 fig.
effective stress 613-614, 613 fig.
path of clay 613 fig.
states of 321 fig.
stress-strain characteristics 321-322
stretch 216-217
strip reinforcement 456-457
stripping 443 fig.
structural analysis 392-395
stereographic projections 647, 648-649 fig.
sturzstroms 54, 146 fig.
style of activity 48-49
sections 48 fig.
styrofoam models 226 fig.
subaudible rock noise monitoring 242
subsurface exploration 231-277
data presentation 269-274
subsurface investigation
  guidance 222, 224
talus 545-546
sun
exposure 596-597, 598 fig.
position 182 fig.
Superstition Hills (Calif.) earthquake 80 fig.
surface
based geophysical methods 237-243, 238 tab.
deposits 186-187, 190 tab.
measurement 280-281
observation 178-230
of rupture 47, 58-59
roughness 376-378, 376-378 fig.
water 193
surveying
  cross sections 193-194, 194 fg.
equipment 280-281
landslide sites 195-217
methods 201-202 tab.
swell factor 42
symbols for slope instability 153 fg.

Tablachaca Dam (Peru) slides 26 fg.
stabilization 449 fg.
tacheometry 203
tailings 577-584
  as fill 580-582, 581 fg.
dam stability 580
impoundments 577-579, 578 fig., 582-583
sand tailings 579
slope stability 580
toxicity 582
talus 525-554, 542-545 fg.
  cones 527 fg.
definition 526-528
  diagrams 544 fg.
fences 497-498
Glenwood Canyon (Colo.) 543-544, 544 fg., 547-548 fg.
slopes 526 fg.
subsurface investigation 545-546
temperature of ground in permafrost 622 fg., 626 fg.
Tennessee slides 402-404 fg.
tensioning 486, 486 fg.
terrain classification 153-154
terrain mapping units (TMU) 154, 155 fg.
test pits 236, 260, 546
terre année 456-457
Texol 461, 462 fg.
thaw consolidation 629
thematic mapping 153-154
thermal
  infrared imagery 163
  piping 636, 639, 640 fg.
  profiling 253
treatment 467, 639-641
Thistle (Utah) slide 14 fg., 23, 215 fg., 226 fg.
Thousand Peaks (Utah) slide 182-184 fg., 190 fg., 219 fg.
three-dimensional analysis 367 fg., 367-368, 423
tieback
  anchors 454 fg., 455.
  walls 488
  tiltmeters 210-211, 211 fg., 281, 281 fg.
time domain reflectometry 311-312, 311-312 fg.
tire barriers 460, 498
TMUs 154, 155 fg.
topographic
details 197-198, 197 fg.
  maps 181, 213, 214-215 fg.
topples 46 fg., 48 fg., 49 fg., 54-56, 55 fg., 393 fg.
  block topples 54-55
  complex topples 55-56
debris topples 56 fg.
  flexural topples 54
  photographic interpretation 142, 145
  stability equations 414, 416 fig.
total station surveys 204-206, 206 fg.
Toutle River mud flow 23 fg.
toxicity of tailings 582
transverse bench drainage 566 fg.
travel angle 43 fg., 44 fg.
traverses 198-199, 200 fg.
tree trunk observations 200, 202, 212 fg.
triaxial tests 323-325, 324 fig., 514 fg., 614
trigging processes 76-90, 536
trimming 490-491
tunnels 500
Turnagain Heights (Alaska) slide 96
types of landslides 36-75, 53 fg., 511 fg.
types of movement 53-67
Tyrrell Sea (Qué.) clays 611, 614
uncertainty 106-108, 434-435
unconsolidated-undrained test 343-344
undercutting 597
undisturbed soil samples 245, 247 tab.
Unified Engineering Geology Classification System 186-187, 190 tab.
Unified Landslide Classification System 187 tab.
Unified Rock Classification System 187, 190, 191 tab.
Uniform Building Code 98
unloading 490-491
uphole surveys 253-254, 253 fg.
urbanization 13
vacuum dewatering 450
Vail (Colo.) slide 214 fg., 270 fg.
Vaiont (Italy) slide 28, 29 fg., 379
Val Pola (Italy) rock avalanche 26, 27 fg.
valley formation
  sensitive clays 610-611, 610 fg.
vane test 259-260, 260 fg., 323, 327
vector map 218 fg.
vegetation 461, 464-465, 465-466 fg., 537-539, 539 fg., 594-595
velocity of landslides 49-52, 50 fg., 51 fg.
vertical cuts
  loess 592, 595 fg.
videography 211-212
volcanic eruptions 83, 433
volume estimation 43 fg.
VSL retained earth system 460
Waco Dam (Tex.) slide 362 fg.
walls
  drilled shaft 454-455
gabion 496 fg.
pile 454
  reinforced earth 456-458 fg.
welded wire 460
warning fences 499, 500 fg.
waste
  disposal 481
  products in fill 580-583
water
  content of landslide 52, 52 fg.
  flow 198
  level lowering 81-83
weathering
  chemical and physical 557-558
  igneous and metamorphic rock 563, 564 tab.
  profile 508 fg., 510 tab.
  shale 558-563
welded wire walls 460
wetting front 517 fg.
woven wire mesh 498-499, 499 fg.
wood chips 641 fg.
woven wire-rope 496-497, 497 fg.
zero-shift errors 293 fg.
zonation 130-140
  geographic information systems (GIS) 163-173
zoning 94-96, 96 fg.
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