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Chapter 3 

QUEUEING THEORY APPROACHES 

3.1 INTRODUCTION 

Highway and traffic engineers are charged 
with many responsibilities. They must 
work to reduce motor vehicle accidents. 
But they also design and operate highway 
systems which minimize delay for the 
traveling public. 

Delay is a direct product of congestion. 
Therefore, a fundamental understanding of 
delay is necessary to obtain the greatest 
efficiency from existing and planned high­
way systems. 

An observer of traffic on a highway net­
work cannot help but be impressed bY the 
variability which he sees. Vehicles of dif~ 
ferent types operated by drivers with dif­
ferent desires and characteristics are seen 
in varying numbers. The action of any one 
driver can create minor or serious conges­
tion problems. It is extremely difficult to 
take into account all the information needed 
to predict the detailed operation of such a 
system. 

Variable phenomena of this type are 
called "stocha.stic" phenomena, and the 
methods of probability and statistics pro­
vide a means by which it is possible to 
predict some delay characteristics. For ex­
ample, knowledge of the characteristics of 
arrival of main-street traffic and pedestrian 
crossing demand can be used to predict 
delays to pedestrians, thus helping to estab­
lish improvements and warrants for the in­
stallation of traffic control devices. 

Probability models of congestion can vary 
in complexity. Some simple models do a 
rather poor job, which is not surprising. 
On the other hand, there are simple models, 
for which solutions are readily derived, 
which do surprisingly well in predicting de­
lays observed in the field. As the models 
are made more complex to account for such 
things as driver variability, the solutions 
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become more difficult. It must always be 
remembered that mathematical descriptions 
of system operations rarely account fully 
for observed behavior and that the results 
of mathematical analysis must be viewed 
critically. 

The purpose of this chapter is to present 
some of the results of studies of probability 
models of traffic delay. Section 3.2 briefly 
describes some fundamental characteristics 
of variable processes, as well as the impor­
tant assumptions governing the arrival of 
streams of traffic at a given point and the 
variability of gap acceptance of drivers and 
pedestrians attempting to cross a traffic 
stream. Section 3.3 presents a brief sum­
mary of some elements of queueing or wait­
ing-line theory, that branch of mathematics 
dealing with congested systems. Sections 
3.4, 3.5 and 3.6 present summaries of the 
most significant published works relative to 
delays at signalized and stop-sign controlled 
intersections, passing on a two-lane road­
way, and a number of special topics such 
as multiple queues, parking, and one-lane 
bottlenecks. 

The original papers upon which this 
chapter is based are generally available in 
journals found in the collection of a good 
university library. The interested reader 
can obtain these for fui:ther study. The 
chapter necessarily avoids detailed mathe­
matical development, but does present the 
theorist's assumptions and some results of 
interest. 

Those interested in studying probabilistic 
approaches to traffic flow theory should have 
access to the work of Haight, of the Insti­
tute of Transportation and Traffic Engi­
neering, University of California, Los 
Angeles, who recently published a book on 
mathematical theories of traffic flow (27). 
The reader is referred to that source for 
further development. 
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3.2 TRAFFIC DISTRIBUTIONS 

Highway traffic characteristics are statis­
tical rather than deterministic in nature. 
Therefore, traffic variables, such as volume, 
speed, delay, and headways, can be described 
by probability distributions. Examples of 
"discrete" probability distributions which 
occur frequently in traffic appl,ications have 
been given special names such as "binomial 
distribution," "Poisson distribution" and 
"geometric distribution." Similarly, famil­
iar examples of "continuous" probability 
distributions are the "exponential distribu­
tion" and "normal distribution." Some fun­
damentals of probability distributions are 
discussed in Section 3.2.1. Several impor­
tant traffic flow distributions are described 
in Section 3.2.2. Section 3.2.3 presents in­
formation on gap acceptance distributions 
for pedestrians and drivers waiting to cross 
or merge with a conflicting traffic stream. 

3.2.1 Fundamentals 

Probability distributions can be described 

mean = qT n -qT 
p (T) = (gT) e 
n n! 

2 3 4 5 6 7 8 
Value of n 

Figure 3.1. Poisson distribution. 
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Figure 3.2. Cumulative exponential distribution. 

in terms of three important parameters: 

(a) The frequency function f(t). 
(b) The meant or E(t). 
( c) The variance Var ( t). 

The Poisson distribution is frequently 
used as a model to determine the distribu­
tion of vehicular traffic on a highway. Out­
lined in the following are a few· generalized 
mathematical relationships describing this 
distribution. 

If P(nlq T) is the probability of exactly 
n arrivals in T seconds and q is the traffic 
flow (see Fig. 3.1), 

(q T)" e-<iT 
P(nlq T) = (3.1) 

n! 

The probability of no arrivals (n = O) in 
time T becomes 

P(Oiq T) = e-qT (3.2) 

If there are no arrivals in a particular 
interval T, there must be a time gap or 
headway of at least T seconds between the 
last previous arrival and the next arrival. 
In other words, P(Olq T) is also the proba­
bility of a headway equal to or greater than 
T, or 

P(h ~ T) = e-qT (3.3) 

The probability of a headway less than or 
equal to any time t is (see Fig. 3.2) 

P(h < t) = 1 - e-qt (3.4) 

usually called the "cumulative distribution 
function" of the variable t. The function 
f(t), defined when the cumulative distribu­
tion function is differentiable, is called the 
"probability density function" of t. Thus, 
differentiating Eq. 3.4 gives the frequency 
function or probability density function for 
the exponential distribution (see Fig. 3.3) : 

f(t) = q e-qt (3.5) 

Some immediate consequences for any 
variable t with probability density function 
f(t) are 

00 f f(t) dt = 1 (3.6) 
-00 

or, in other words, the summation of all 
probabilities is unity. 
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A probability density function which de­
scribes the chances that a headway will lie 
in any range of values between T 1 and T 2 is 

T, 

P ( T 1 < h < T 2 ) = f f (t) dt 
Ti 

(3.7) 

and, for the exponential distribution, sub­
stituting Eq. 3.5 in Eq. 3.7 gives (Fig. 3.2) 

T, 

P(T1 < h < T 2 ) = f q e-qt dt 
T, 

(3.8) 

Eq. 3. 7 may be extended to any variable, 
such as delay, and any probability distribu­
tion, such as the normal distribution. 

The general expressions for mean and 
variance for any distribution are 

00 

f = E(t) =ft f(t) dt (3.9) 
-00 

and 
"' 

Var(t) = J (t-t) 2 f(t) dt (3.10) 
-00 

Substituting Eq. 3.5 in Eqs. 3.9 and 3.10, 
the mean and variance for the exponential 
distribution are 

t =liq (3.11) 
and 

Var(t) = 1/ q 2 (3.12) 

These parameters .have significance as 
measures of central tendency and disper­
sion, respectively. However, these are in­
complete descriptions of a probability dis­
tribution, and the frequency function or 
cumulative distribution function is needed 
to describe completely the characteristics 
of the variable. 

3.2.2 Gap Distributions 

The Poisson distribution is the main 
theoretical instrument for determining the 
distribution of vehicular traffic on a high­
way. The assumption leading to a Poisson 
distribution is that the total number of 
arrivals during any given time interval is 
independent of the number of arrivals that 
have occurred prior to the beginning of 
the interval. It can be shown that when the 
Poisson theory is applied to the distribution 
of time spacings, h, between adjacent vehi­
cles, the exponential distribution results are 

q 

0 

f(t) 

-qt 
f(t)= qe 

Figure 3.3. Exponential distribution. 
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Figure 3.4. Shifted exponential distribution . 

14 

P(h z t) = e-t;t (3.13) 

and 
P(h < t) = 1 - e-t/t (3.14) 

Although the results yielded by these equa­
tions agree well enough with actual observa­
tions for low free-flowing traffic volumes, 
they differ greatly from observations of 
high-volume conditions for the following 
reasons: 

(a) Vehicles are not points; they possess 
length and must follow each other at 
some minimum safe distance. 

(b) Vehicles cannot pass at will. 

The first difficulty can be partially over­
come by shifting the exponential curve to 
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the right by an amount equal to a certain 
minimum headway r. This, in effect, states 
that the probability of a gap between suc­
cessive vehicles of less than r is zero, or 
(Fig. 3.4) 

P(h z t) =exp [-(t- r)/(t - r)] 

h Z T (3.15) 
and 

P ( h < t) = 1 - exp [ - ( t - r) I ct - r) ] 

(3.16) 

In considerihg the second difficulty regard­
ing passing, Schuh! (66) proposed that the 
traffic stream be considered as composed of 
a combination of free~flowing and con­
strained vehicles each of which conforms to 
a Poisson behavior. This traffic stream is 
described by 

P(h z t) = (1- a) exp (- t/t1 ) + 

and 

a exp [ -(t - r 2)/ct2 - r2)] 

(3.17) 

P(h < t) (1- a)[l - exp (-t/t1 )] + 
a (1- exp [-(t - r 2)/(t2 -r2)]) 

(3.18) 

in which f1 is the average headway of free­
flowing vehicles, t2 is the average headway 
of constrained vehicles, r 2 is the minimum 
headway of constrained vehicles, and a and 
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(1 - a) are the fractions of total volume 
made up of constrained and free-flowing 
vehicles, respectively. Figure 3.5 represents 
Schuhl's plots of Eqs. 3.17 and 3.18 for a 
total volume of 900 vehicles evenly distrib­
uted between free-flowing and constrained 
vehicles, using arbitrary values of r 2 = 0.5, 
t2 ,,= 2.0 sec, and l 1 = 6.0 sec. 

Kell (39) has generalized Eqs. 3.17 and 
3.18 by assuming that a minimum headway 
r 1 exists for free-flowing vehicles as well 
as for the constrained vehicles. This leads 
to 

P(hzt)=(l-a) exp [-(t-r1)/(t-r2 )] + 
a exp [-(t-r1)/ct2-r2)J 

(3.19) 

A theoretical distribution for the entire 
traffic stream, which is essentially a sum­
mation of two subdistributions, has been 
referred to in the literature as the compos­
ite Poisson or composite exponential distri­
bution. Morse (50) termed the special case 
of the distribution, described by Eq. 3.19, 
in which there is no shift ( r 1 = r 2 = 0), the 
"hyper-exponential distribution." One of its 
discrete distributions was named the "hy­
per-Poisson." 

Haight (29) suggested that gaps less 
than the minimum headway, r, should be 
considered improbable, but not impossible. 
The exponential and hyper-exponential dis­
tributions, on the other hand, represent 
curves which find their maximum probabil-
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Figure 3.5. Schuhl's composite exponentiol distribution. 
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ity at the origin and then decline as t ap­
proaches infinity. This implies, erroneously, 
that the smaller the gap the more likely it 
is to occur. To overcome these difficulties, 
the Pearson Type III gap distribution is 
proposed. This distribution is sometimes 
called the Erlang or gamma distribution, 
a two-parameter generalization of the ex­
ponential family obtained by multiplying 
the function in Eq. 3.5 by some appropriate 
power of t. Thus (Fig. 3.6), 

tK-1 

f(t) = qK e-qt 
(K -1) ! 

(3.20) 

If K = 1, Eq. 3.2 is obtained. As K goes 
to infinity the variance approaches zero, 
which suggests a constant rate of flow cor­
responding to high volumes of traffic. Thus 
Eq. 3.20 represents the distribution of vehi­
cles for all cases between randomness and 
regularity. The associated discrete distri­
bution is called the generalized Poisson dis­
tribution. It states that the probability of 
no arrivals in the interval T is the sum of 
the first K terms of some Poisson series; 
that the probability of one arrival is the 
sum of the next K terms of the same Pois­
son series; etc. Stated mathematically, 

(n + 1) K - 1 

P(n/q T) = _! 
i ~ nlt 

(qT )i e-oT 

jl 

(3.21) 

In order to apply Eq. 3.21, one must decide 
on a value of K. This estimation of param­
eters, as well as a more complete treatment 
of the generalized Poisson distribution, has 
been discussed by Haight (29, 22). 

It is apparent that the correspondence be­
tween gap (continuous) and counting (dis­
crete) distributions has great practical sig­
nificance, as it is much easier to count 
vehicles than it is to measure gaps. There 
are two techniques for measuring the count­
ing distribution in the field. In the usual 
procedure, traffic counts are started and 
terminated at given clock times independent 
of traffic flow. This is referred to as the 
asynchronous case. The second technique, 
the synchronous case, occurs when the 
counting period starts immediately follow­
ing the arrival of a vehicle. Except for the 
case of random flow, the two counting dis­
tributions are never the same. The synchro­
nous counting distribution is often referred 

f(t) 

q 

K-1 
f(t)= lK-ll! gK e-qt 

K=m 

Figure 3.6. The Erlang gap distribution . 

K=3 

K=2 
K=I 

t 

to as the generalized Poisson (22) and has 
also been studied by Goodman (19) and 
Oliver (58). The asynchronous distribution 
was studied by Morse (50) and has been 
d.iscussed by Jewell (36). A comparison of 
the two is given by Whittlesey and Haight 
(76). 

Figure 3.7 is a time-space diagram illus­
trating the synchronous counting procedure. 
Two locations are considered: location A at 
a point downstream from a signalized inter­
section timed such that arrivals at A can be 
assumed to be regularly spaced, and location 
B far enough downstream from A so that 
arrivals are random (Poisson). This illus­
trates that the mean rates of arrivals at A 
and B are equal to the number of arrivals 
n divided by total time T. Thus, 

(3.22) 

Because the chance of occurrence of an 
arrival at B is independent of the time of 
the preceding arrival according to the as­
sumptions of a Poisson distribution, the 
probability of no arrivals in time t is the 
same for both the synchronous and asyn­
chronous cases, and is 

(3.23) 

However, at location A the probability of no 
arrivals in the counting interval t for the 
synchronous case depends on whether or not 
!;_is less than or equal to and greater than 
t, 

P 0 (t) = 1 

P 0 (t) = 0 

(t < t) (3.24) 

(t 2 t) (3.25) 
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at location B 

:::71111 
t I Svnchronous 

at location A 
T 

Figure 3.7. Time-space diagram illustrating synchronous counting procedures at two locations: A, regular arrivals, 
and B, Poisson arrivals. 

On the other hand, if at point A the count­
ing period t is chosen at random (asyn­
chronous case), the probability of no ar­
rivals is 

P 0 (t) = 1 - (tit) (t < t) (3.26) 

(t ::::: t) (3.27) 

This information is summarized in Table 
3.1. 

The queueing approach provides a dis­
tinct method for explaining the bunching 
tendency of constrained vehicles. In a 
queueing process, with random arrivals at 
a rate q per unit time and constant service 
time B (see Section 3.3), the probability 
that n units will be served during some 
period P n follows a Borel distribution (58) : 

e-"H<l (nBq ) •H 
P,. = - -----

nl 
(n = 1, 2, .... ) 

(3.28) 

Tanner (68) extended this concept to the 
general case to show that the distribution 
of the number of units served in a busy 
period starting with an accumulation of r 
units is 

e- 11 llfJ(nBq) 11
- • ( r ) 

P(nlr) = -----
(n - r ) ! n 

n = r,r + 1, ... (3.29) 

This is close to the Poisson form of Eq. 3.1. 
If constrained vehicles on a highway are 
considered as platoons or queues, the 
Borel-Tanner distribution can be used as a 

Table 3.1 Comparison of the Synchronous and Asynchronous Counting Procedures 
Applied lo Two Distributions of Arrivals 

Location 

A 

B 

Distribution 
of Arrivals 

Regular 

Random 

Probability of No Arrivals in Counting Interval 

Synchronous Case Asynchronous Case 
~----------~ -

t < t t ::::: t t < t t ::::: t 

P 0 (t) = 1 P 0 (t) = 0 P 0 (t) = 1 - (tit) P 0 (t) = 0 

P
0
(t) = e-qt P

0
(t) = e-11t P

0
(t) = e -qt P

0
(t) = e-qt 

. 
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model for the distribution of the queue 
lengths of constrained vehicles. This model 
is obtained if one starts with a random 
positioning (or set of arriva l t imes ) of 
vehicles, consider s all vehicle· wit hin a dis­
t ance B of the one ahead as queueing, and 
then moves these queueing vehicles back so 
that they are exactly B distance apart. At 
the same time, additional vehicles within B 
distance of the end of the queue are in­
cluded. The probability that a queue has 
exactly n vehicles is given by 

nn-1 
p = _ rn-1 e -rn 

" I 
(3.30) 

n. 

In this derivation, the parameter r is given 
by r = Bk, with k being the concentration 
of vehicles. 

In a similar treatment, Miller (46) as­
sumed that vehicles may be considered as 
traveling in platoons or queues, where a 
queue may consist of only one vehicle and 
wher e queues are independent of each other 
in size, position, and velocity. His criteria 
for determining queues were: 

(a) The time interval between queueing 
vehicles should be less than 8 sec. 

(b) The relative velocities of queueing 
vehicles should be within the range 
-3 to +6 mph. 

The gaps between queues are assumed to 
be exponentially distributed and a one­
parameter continuous distribution has been 
fitted to the number of vehicles in a queue 
as follows: 

(n - 1) I 
Pn = (m + 1) (m + 1) ! · 

(m + n + 1) ! 

(3.31) 

in which m is the parameter of the Beta 
distribution. Miller stated that the distri­
bution of Eq. 3.31 fits observed frequencies 
of queue lengths about as well as the Borel­
Tanner distribution given by Eq. 3.30. 

3 .2.3 Gap Acceptance 

In using mathematics to estimate delay 
when two streams of traffic interact, it is 
necessary to make assumptions regarding 
the time required for vehicles in the minor 
stream to cross or merge. It is assumed 
that the waiting driver or pedestrian meas­
ures each time gap, h, in the traffic on the 
major highway. He crosses (accepts the 

"' OI .3 600 1---i-- 1----A-

o 500 1---1--+---I-­

~ 400L-_j__-.l--_j__--l\----+..-1---1-=~~-1----1 
§ 
z 3001---i-- l---i--1--..,,.....--li---A---l--1---l 

ol-..l::::=l::=::..L-....J...__Jl....JL.......J...~l......r:::::::i 
0 234 5678910 

Length of Lag, 1 (sec) 

Figure 3.8. Typical distributian af accepted and rejected 
lags. 

gap if h ;::: r ) or waits (rejects the 
gap if h < r). The value of r was assumed 
to be a single constant value by early theo­
rists. The interval from the arrival of the 
side street pedestrian or vehicle to the ar­
rival of the next main street vehicle is not 
the same as the headway for that main 
street vehicle. Raff ( 64) used the term 
"lag" to describe both this first time inter­
val and successive main street gaps. The 
critical lag, r, was defined by Raff as that 
value of lag which has the property that 
the number of accepted lags shorter than r 
is the same as the number of rejected lags 
longer than r. This is shown in Figure 3.8. 

A stream of traffic can be thought of as 
a succession of gaps or succession of queues. 
In considering the pedestrian desiring to 
cross the street, it is practical to divide the 
traffic stream into intervals during which 
one cannot cross and intervals in which one 
can cross. In an early treatment of this con­
cept Raff ( 64) referred to these intervals 
as blocks and antiblocks, respectively. A 
block is defined as the time preceding the 
passage of a main street vehicle by the 
crit ical lag r. The time which is more than 
r before the passage of the next car is 
considered to be in antiblocks as shown in 
the following: 

Main Street Arrival -1 f I t f I f ] f 
Blocks- - - - -+r-1 ~ ~ tz'.1 
Antlblocks- - - _J [__J I LJ LJ I 

Time-
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Figure 3.9. Pedestrian gap acceptance. 

Additional treatment and applications to the 
interaction of two traffic streams at uncon­
trolled intersections are presented in Sec­
tion 3.4.1. 

Tanner (67) discussed the gap acceptance 
problem as applied to pedestrians and 
showed that an Erlang distribution of gap 

10 

Gap Size (sec) 

Figure 3.10. Gap acceptance af merging vehicles. 

acceptances could be used to predict delays. 
Cohen, Dearnaley and Hansel (10) ob­

served pedestrian behavior on a main road 
in an English city and formulated a "cri­
terion of risk" accepted by pedestrians. Gap 
acceptance data were separated into groups 
according to age and sex and a cumulative 
logarithmic normal distribution was fitted 
to gap acceptance, as shown in Figure 3.9. 

The speed of the merging vehicle is im­
portant in considering the distribution of 
gaps that is acceptable to the merging 
driver at a freeway entrance ramp. The 
Midwest Research Institute (18) analyzed 
gap acceptances for moving and stopped 
vehicles. The data used were gathered by 
the Texas Transportation Institute on sev­
eral Texas freeways. Figure 3.10 shows the 
results. A more complete discussion of 
merging delays is contained in Section 3.6.1. 

Sev.eral writers have proposed more real­
istic models, which associate with each time 
gap, h, a gap acceptance. probability, F (h). 
This says that there exists a certain chance 
or probability, F (h), that a driver or pedes­
trian when faced with a gap of duration h 
will accept it and cross the street. In a con­
trolled series of experiments conducted at 
the General Motors Research Laboratory, 
Herman and Weiss (30) showed that for 
stopped cars the form of F (h) can be 
approximated by a translated exponential 
distribution 

F(h) = 0 

F(h) =1-exp[-,\(t-T)] 

(h < T) 

(h Z T) 

in which T and ,\ are the parameters of the 
trans lated exp-0nential distribution. T is the 
minimum acceptable gap, and ,\ is 11 (t -
T), where t is the average gap accepted. 

A graph of 1 - F(h) versus h for T = 3.3 
sec and ,\ = 2.7 sec-1 is shown in Figure 
3.11. 

Weiss and Maradudin (75) developed a 
method of treating gap acceptance delay 
which accounts for driver impatience. They 
postulated that the size of acceptable gap 
is reduced as delay increases. Instead ofra 
constant size of acceptable gap, T, they state 
that the probability of a driver accepting a 
gap of size H after the ith vehicle has 
passed is Fi(H), and the driver's impatience 
would be reflected by the case where 
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The previous discussion has been predi­
cated on the crossing of a single lane of 
traffic. In considering the N-lane highway 
from the waiting driver or pedestrian point 
of view, the individual waiting may elect to 
regard a gap as the time between the ar­
rival of two cars at the intersection, regard­
less of which lane they occupy, or to cross 
on the basis of the gaps in each of the lanes. 

3.3 ELEMENTARY QUEUEING THEORY 

In most traffic engineering problems the 
first step is to provide adequate capacity for 
the average flow of vehicles in the system. 
If this is not done, there will be constant 
congestion. Even if the capacity is adequate 
for average flow, congestion can occur be­
cause the flow or capacity fluctuates. Queue­
ing or waiting-line theory is concerned with 
describing these fluctuations and predicting 
quantitative operating characteristics of the 
system. 

Theoretical research into the properties 
of congested systems began in the 20th cen­
tury in connection with problems in the 
design of telephone exchanges. However, it 
was not until about 1950 that waiting-line 
theory was extensively applied to other con­
gestion problems. 

Most operational systems can be broken 
into elements, each of which has a basic 
behavior pattern. Items arrive at some 
facility which services and eventually dis­
charges each item. Arrival of vehicles at a 
toll booth would be an example of such a 
system. In some cases, such as traffic flow 
through signalized intersections, items must 
pass through a sequence of servicing opera­
tions. 

If the demand for service occurs at ·equal 
intervals of time, if the servicing rate of 
the system is constant, and if the serving 
capacity of the servicing facility is greater 
than the demand, each item entering the 
system will experience the same delay. How­
ever, in almost all situations involving hu­
man actions there are irregularities in de­
mand and service which result in varying 
levels of congestion. If these irregularities 
can be specified mathematically, the impor­
tant congestion characteristics can be ob­
tained. 

There are two fundamental approaches to 
describing the operation of a queueing sys­
tem. From the customer's viewpoint, such 
characteristics as the average delay in 
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the system, the percentage of customers 
delayed, and the percentage of customers 
delayed longer than a given period are im­
portant. From the serving facility's view­
point, the degree of utilization or idleness 
of the facility ·becomes important. The 
optimum solution for each approach does 
not lead to the same system configuration. 
In almost all practical cases, the minimiza­
tion of customer delay results in poor utili­
zation of the service facility. Efficient use 
of a serving facility usually means substan­
tial delay to items in the system. 

In order to predict mathematically the 
characteristics of a queueing system, it is 
necessary to specify the following system 
characteristics and parameters : 

(a) Arrival pattern characteristics: 
(1) Average rate of arrival. 
(2) Statistical distribution of 

gaps. 
(b) Service facility characteristics: 

(1) Service time average rates 
and distribution. 

(2) Number of customers which 
can be served simultaneously, 
or number of channels avail­
able. 

(c) Queue discipline characteristics, such 
as the means by which the next cus­
tomer to be served is selected ; for 
example, "first come first served," or 
"most profitable customer first." 
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Assume that items arrive at a location 
where they are to be processed. The time 
between the arrival of consecutive items is 
called the inter-arrival time or gap. Both 
the inter-arrival and service times required 
at the service centers are of varying 
lengths. This variation is statistical. That 
is, the probability of the occurrence of a 
given time interval is described by a prob­
ability distribution. Items unable to be 
served at once form a waiting line or queue 
and are served in turn when the service 
channels are free. If the arrival and service 
intervals are independent, a description of 
the system at any time t depends on the 
inter-arrival and service time distributions, 
together with knowledge of the situation at 
time zero. 

The fundamental quantities characteriz­
ihg a waiting line are the states of the sys­
tem. The system is said to be in state n if 
it contains exactly n items (this includes all 
items being served) . The value of n may 
be either 0 or some positive integer. 

The queue will behave differently under 
the following two conditions: 

(a) The average arrival rate is less than 
the mean service rate. 

(b) The average arrival rate exceeds the 
mean service rate. 

If the average arrival rate is called ,\, the 
average interval between arrivals is 1/ ,\. If 
the service rate of the system is called µ., 
the average service time is 1/ µ.. The ratio 
p=,\/µ., sometimes called the traffic intensity 
or utilization factor, determines the nature 
of the various states. If p < 1 (that is, 
,\ < µ.), and a sufficiently long time elapses, 
each state will be recurrent. This means 
that there is a finite probability of the 
queue being in any state n. If, on the other 
hand, p > 1, every state is transient and the 
number in the system will become longer 
and longer without limit. A fundamental 
theorem states that the queue will be in 
equilibrium only if p < 1. 

An understanding of the characteristics 
of queueing systems can be obtained from 
simple cases. Consider the case of a single­
channel queueing system with a mean ran­
dom arrival rate of ,\ customers per unit of 
time and where service times are independ­
ent and distributed exponentially with a 
mean rate µ.. Let Pn(t) be the probability 
that the queueing system has n items at 
time t . Consider the situation at time 

t + At where At is so short that only one 
customer can enter or leave the system dur­
ing this time. There are three ways in 
which the system can reach state n at time 
t +At (when n > 0): 

(a) The system was in state n at t and 
no customers arrived or departed in 
At. 

(b) The system was in state n - 1 at t 
and one customer arrived in At. 

(c) The system was in state n + 1 at t 
and one customer departed in At. 

The probability of the system being in 
state n at t + At is 

Pn (t +At) = 

Pn (t) [(1- A.At) (1- µ.At)]+ 

Pn-1 (t) [(,\At) (1- µ.At)]+ 

Pn+i (t) [(1- A.At) (µ.At)] (3.32) 

After developing the expression for 
[Pn(t+At)-Pn(t)]/At, and letting At 
~o. 

dP,.(t) 
- - - = A.P,._1 (t) + µ.Pn+i(t) -

dt 
(,\ + µ.) Pn(t) (3.33) 

in which n = 1, 2, 3, .... 

When n = 0, 

These fundamental equations can be ex­
pressed as differential-difference equations 
whereby the steady-state solutions are ob­
tained by setting 

dP,.(t) 
--=0 

dt 
(3.35) 

The resulting equations are of the form 

µ.P,.+ 1 + A.P11-1 = (,\ + µ.)P,,, (n > 0) 

and µ.P 1 = A.P-0, (n = 0) (3.36) 

in which P n is the value of P n (t) as t ~ co. 

The first few equations are as follows: 

A.Po= µPi (3.37) 



QUEUEING THEORY APPROACHES 61 

t\P0 + µ.P 2 = (,\ + µ.)P 1 

t\P1 + µ.P 3 = (,\ + µ.)P 2 

(3.38) 

(3.39) 

Noting that P 1 = pP0 , and substituting this 
in Eqs. 3.37, 3.38, and 3.39, gives 

p 2 = ( P + 1) pi - pP o = P2p o 

(3.40) 

Pa = ( P + 1) P 2 - pP 1 = P3 Po 

(3.41) 

(3.42) 

Because the sum of all probabilities is 1, 

1 = P0 + pP0 + p2 P 0 + .... , 
1 =Po (1 + P + P2 + Pa + ..... ) 

l=P0 (-

1 
) 

1- p 

and 
(3.43) 

The traffic intensity, p, then can be seen to 
express the fraction of time that the system 
is busy (P 0 is the probability that the sys­
tem is empty and 1 - P 0 is the probability 
that it is occupied). 

The average number of customers in the 
system is 

n = oo 

E(n) = ~ nPn 
n=O 

= 0 + P 1 + 2P2 + 3P3 + .... . 
= Po (p + 2p2 + 3pa + ......... ) 

= (1 - p) ( (1 ~ p) 2 ) 

p 
=---

1 - p (3.44) 

This relationship, shown in the upper curve 
of Figure 3.12, illustrates a characteristic 
of most queueing systems. The average 
number in the system increases slowly until 
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a p of approximately 0.8 or more is reached 
and then increases rapidly. 

The variance of the number in the system 
is 

Var (n) = 
p 

[n - E(n)J2Pn = --­
(1 - p)2 

(3.45) 

This relationship, plotted in Figure 3.13, 
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shows a wide variation in the number in 
the system at greater values of p. 

The average time a unit spends in the 
system is (50) 

1 
E(t) =-­

µ. - ,.\ 
(3.46) 

The probability that a unit is in the sys­
tem longer than some multiple of the aver­
age service time, 1/ µ., is shown in Figure 
3.14. 

In the special case where the time re­
quired to serve each customer is constant, 
the average number in the system is less 
than when service is._ exponentially distrib­
uted. The equation is 

p(2 - p) 
E(n) (3.47) 

2 (1 - p) 

which is plotted as the lower curve of Fig­
ure 3.12. 

After a complex system has been de­
scribed in mathematical terms, the analyst 
may develop the equations describing the 
operating characteristics of the system. If 
the problem is complex it may be necessary 
to resort to simulation (see Chapter 4). 

3.4 DELAYS AT INTERSECTIONS 

Traffic theorists have developed several 
probabilistic approaches to the problem of 
analyzing delays at an intersection of two 
streets. This section summarizes some of 
their findings. 

Tanner (71) (see Section 3.6.2) has pre­
sented an explicit formulation for the un­
controlled, low-volume intersection where 
the vehicle occupying the intersection has 
the right-of-way. Usually, flows unqer these 
conditions are not high enough to ·warrant 
a study of delay, and this situation will not 
be considered further in this section. 

The cases of interest are those where the 
traffic flow on the main street is of sufficient 
magnitude that side-street traffic encounters 
delay in crossing. Stop-sign or traffic-signal 
controls are generally used in these circum­
stances. This section deals with delays at 
intersections with these two types of con­
trol. 

At the stop-sign controlled intersection, it 
is assumed that the side-street traffic waits 

. for an adequate gap in the main-street 
traffic before crossing. 

The problem of crossing the main street 
will be considered for both pedestrians and 
vehieies. There is a fundamental difference 
between these two cases. Pedestrians arrive 
at the crossing and accumulate at the curb 
until an opportunity to cross presents itself. 
The entire group then crosses together, in­
dependent of the number of pedestrians 
waiting. On the other hand, later vehicular 
arrivals cannot cross the main stream until 
the first vehicle in line has departed. If 
side-street vehicular flow is so low that two 
vehicles will rarely be waiting, the delays to 
individual vehicles will be the same as those 
for individual pedestrians. 

The problem of pedestrians crossing at a 
pre-timed s!gnalized intersection is insig­
nificant when conflicts with cross-street 
turning traffic are ignored. Under these 
conditions delays to these pedestrians can 
be easily determined from knowledge of the 
pedestrian arrival distribution and the 
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traffic signal timing. The unsignalized and 
signalized intersection delay problems are 
treated in Sections 3.4.1 and 3.4.2, respec­
tively. 

The intersectional delay problem presents 
a type of queueing problem different from 
the typical situation described in Section 
3.3. In the typical situation, delay results 
from servicing items. In the intersectional 
delay problem, delay results from a combi­
nation of the gap acceptance characteristics 
of the crossing traffic and the passage of 
gaps inadequate for crossing. 

3.4.1 Unsignalized Control 

Pedestrian delay at an unsignalized inter­
section was first treated by Adams (1) in 
1936 in one of the earliest theoretical traffic 
papers. He assumed that pedestrian and 
vehicle arrivals are random and made field 
observations which generally justified the 
assumption. If it is assumed that the main­
street flow is ' q and that an interval T (the 
critical gap) is required between successive 
arrivals on the main street for a pedestrian 
to cross safely, several delay relationships 
can be derived. 

The probability that pedestrians will be 
delayed is 

Pd=l-e-qT (3.48) 

which is plotted in Figure 3.15 with main­
street flow expressed in vehicles per mini­
mum acceptable gap. 

The average delay for all pedestrians is 

1 1 
E ( t) = -- - - - T 

q tr"" q 
(3.49) 

which is plotted in Figure 3.16 with delay 
in terms of the minimum crossing gap re­
quired. 

Also plotted in Figure 3.16 is the average 
delay for those pedestrians delayed, which 
is expressed as 

1 T 
Ed ( t) = -- - (3.50) 

q e -<IT 1 - e -qT 

Adams observed pedestrian delay at five 
London locations and computed T from ob­
served values of the dependent variables in 
the three relationships shown in Eqs. 3.48, 
3.49, and 3.50. The average value of T was 
found to be approximately 4 sec, with a 
variability of less than 0.5 sec at most loca­
tions. This indicates that the assumption 

of Poisson traffic in deriving these relation­
ships is reasonably satisfactory. 

If a pedestrian or vehicle wishes to cross 
the main street and must yield the right-of­
way to main-street traffic, there is a period 
of time, T, which must be available for the 
crossing to be made safely. Raff ( 64) called 
this time the "critical lag." Traffic on the 
main street generates a succession of time 
periods when crossing is alternately possible 
and impossible for the side-street traffic. 
The periods when crossing is impossible are 
called blocks and those when crossing is 
possible are called anti blocks (see Section 
3.2.3). 

Raff ( 64) developed the probability dis­
tribution of block lengths by considering 
the distribution of waiting times for cross­
ing vehicles. He showed that the cumula­
tive distribution of block lengths, B ( t), is 
related to the cumulative distribution of ' 
waiting times, F ( t), in the following man­
ner: 

B ( t) = l _ ( _1 _ ) ( dF ( t) ) 
Q e-<JT dt 

(3.51) 

in which q is the main-street flow and T is 
the critical lag. 

Using Garwood's (16) expression for 
F(t), Raff evaluated Eq. 3.51. The per­
centage of waiting times less than several 
multiples of T is shown in Figure 3.17, in 
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which main-street flow and delay are ex­
pressed in terms of the critical lag T. 

Oliver ( 60) extended earlier work on 
crossing opportunities. He considered more 
general arrival distributions than Poisson 
and derived several important relations in­
volving blocks, antiblocks, delays, and wait­
ing times for these distributions. His paper 
provides a unified notation and compares 
this notation with those used by other re­
cent theorists. 

In 1951, Tanner (67) published the re­
sults of a comprehensive study of pedestrian 
crossing delays. He assumed random arriv­
als of both main-street vehicles and cross­
ing pedestrians and presented three proofs 
of Garwood's (16) crossing delay distribu­
tion. Tanner considered varying values of 
gap acceptance for different pedestrians and 
gave some attention to the problem of 
groups of pedestrians crossing the street. 

Tanner derived five relationships for 
pedestrian arrivals. Two of these are the 
distribution of size of pedestrian groups 
crossing together and the distribution of 
the number of pedestrians waiting. 

The average size of a group crossing to­
gether is 
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(3.52) 

in which pedestrian flow, qP, and vehicular 
flow, q, are expressed in terms of critical 
lags. Figure 3.18 shows this relationship. 

The average number waiting to cross is 

(3.53) 

which is plotted in Figure 3.19. 
Tanner also compared the delay to pedes­

trians crossing the entire roadway at one 
time with the delay to those stopping in the 
middle at a refuge island when necessary. 
His field studies indicated that pedestrians 
crossing the street without stopping look 
for a gap of at least the critical lag in both 
directions of movement rather than for 
some combination of near- and far-stream 
gaps. The average delay, expressed in units 
of the critical gap required to cross the 
entire street without stopping, is 

E(t) 
e4q - 4q - 1 

2q 
(3.54) 

Figure 3.18. Average number of pedestrians crossing 
togethe r. When the pedestrian can stop in the middle 
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of the street at a refuge island, the average 
delay is 

2(eq - q - 1) 
E(t.) = ---­

q 
(3.55) 

These delays are compared in Figure 3.20. 
Moskowitz (51) applied Garwood's (16) 

waiting time relationship to California 
traffic with very satisfactory results, as 
shown in Figure 3.21. Moskowitz also pre­
pared numerous graphs of Garwood's rela­
tionship. 

Jensen (35) postulated that the acceptable 
gap follows a normal distribution, and de­
veloped relationships for the probability of 
no delay and average delay which are ana­
logous to Adams' (1) delay formulas. 

Mayne (44) generalized Tanner's results 
to include an arbitrary distribution of inde­
pendent main-street headways. He also con­
sidered the effects of introducing refuge 
islands on a wide crossing. He showed that 
for the same average delay the pedestrian 
flow is at least four times as great when 
an island is present as when there is no 
island. 

J ewe II ( 37) obtained the distribution, 
mean, and variance, of waiting times for 
arbitrary main-stream headway distribu-

tions and for several main-street situations 
at the time a side-street vehicle presents it­
self. His relationships were developed for a 
critical lag r and extended for other gap 
acceptance criteria. He obtained results for 
the number of minor-street vehicles that 
can be discharged during a fixed time period 
when only one side-street vehicle can cross 
during each acceptable main-street gap. He 
also showed that the mean delay for the side­
street vehicle increases in proportion to the 
second or higher power of the critical gap 
and at least linearly with increasing flow. 
The variance of delay increases in propor­
tion to the third or higher power of the 
critical gap. 

In two recent papers, Weiss and Mara­
dudin (75) and Herman and Weiss (30) 
further considered the delay problem at un­
signalized intersections. Weiss and Mara­
dudin developed several generalizations of 
the crossing delay problem studied by ear­
lier investigators. The approach is based 
on renewal theory described by Feller (15). 
A renewal process in time is the occurrence 
of random spacings from a known gap dis­
tribution. With their technique (75), it is 
possible to deal with a general independent 
distribution of main-street gaps and a gen­
eral gap acceptance distribution. This makes 
it possible to consider the "yield-sign" delay 
problem where the side-street vehicle has a 
different initial critical lag, depending on 
whether it is moving or stopped. It is also 
possible to develop delay functions for the 
impatient driver whose probability of ac­
cepting a given gap in the main street 
increases with the passage of main-street 
vehicles. 

Weiss and Maradudin expressed delay 
characteristics for several gap and gap 
acceptance distributions. Herman and Weiss 
(see Section 3.2.3) fitted shifted exponen­
tial constants experimentally. For Poisson 
main-street traffic and shifted exponential 
gap acceptance, the mean delay to side­
street traffic is 

eqT - 1 
E(t)= -r+ 

q 

~ l eqT - 1 - QT [-q J 2 

X 
b q + b 

[ (1 + qr + br) (1 - e-qr) J + 

e-<IT[q:b +qr]( (3.56) 
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in which T is the minimum acceptable gap, 
q is the main-street flow, and b is the pa­
rameter of the shifted exponential gap ac­
ceptance distribution, = 1/ ( t - T) . Then, 

f(t) = ~ exp [ -b (t - T) J , t 2 T 

(3.57) 

The upper curve of Figure 3.22 presents 
a graph of th.is relationship for Herman's 
and Weiss's constants, T = 3.3 sec and b = 
2.7 sec-1 • The lower curve shows the results 
of assuming that all drivers have an accept­
able gap of 3.3 sec. 
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which is plotted in F igure 3.23. The upper 
curve shows a relationship using Herman's 
and Weiss's constants, T = 3.3 sec and b = 

2. 7 sec-1, whereas the lower curve shows the 
results of assuming that all drivers have an 
acceptable gap of 3.3 seconds. 

Weiss and Maradudin introduced a term 
called the "transparency" of the street. 
This is the fraction of time that a side­
street driver would consider it safe to cross 
the street. They developed an explicit rela­
tionship for transparency as a function of 
the main-street gap distribution and the 
side-street gap acceptance distribution. For 
the case of random arrivals and a shifted 
exponential gap acceptance function, the 
transparency is 
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(1 + q!b) 

<>~.,,,(1+ :)'- ·: [i+ ·: (b+•)] 
(3.59) 

which is plotted in Figure 3.24 and com­
pared with the probability of no delay P 0 

for the same case. 
Weiss and Maradudin also considered the 

yield-sign problem. If a moving vehicle re­
quires a gap of T 1 , and a stopped vehicle 
requires a gap of T 2 ( T 1 ~ T 2 ), the mean de­
lay is 

1.0 

>. 
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0 

0.2 fltl=1-e-b(t-ri ... a.. 
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(3.60) 

As an example, assume that T 2 = 3.3 sec 
and T 1 = 2.0 sec. Substituting these values 
in Eq. 3.60 yields a plot as shown in Figure 
3.25, which shows the average side-street 
vehicle delay (at a yield sign) compared 
with that at a stop-sign situation where all 
side-street drivers are required to stop and 
wait for a main-street gap of 3.3 sec. 

Weiss and Maradudin were able to gen-
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Figure 3.23. Probability of no delay at a signalized Figure 3.24. Transparency and probability of no delay 
intersection. at a signalized intersection. 
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eralize the approach to the problem of a 
pedestrian or vehicle crossing an N-lane 
highway. Tanner (67) considered the prob­
lem as mentioned earlier in this section. 
The flow in N lanes, each with Poisson 
traffic, yields Poisson traffic with a mean 
which is the sum of the mean flows for each 
of the N individual lanes. Weiss and Mara­
dudin also derived an expression for delay 
when the gap distribution on the main 
street is dependent on time. Such situations 
occur during peak traffic flow periods and 
when the gaps are not independent, such as 
immediately downstream from a traffic 
signal. 

As described in Section 3.2.2, Miller (46) 
postulated that bunches of vehicles are ran­
domly distributed on a highway. Letting 
the flow of queues be q and the arrival rate 
of queues be ..\., Miller derived an expres­
sion for the mean waiting time 

E(t) = ..\. (t + r) 2 /2 (3.61) 

in which t is the average time for a queue 
to pass the crossing point. For example, if 
it is assumed that a pedestrian needs a time 
gap of at least 10 sec ( r = 10), that there 
are 90 queues per hour ( ..\. = 1/ 40), and 
that it takes on the average 10 sec (t = 10) 
for a queue to pass, E(t) = 1/2xl/40 (10 
+ 10) 2 = 5 sec. 

The probability that a side-street vehicle 
can cross immediately is given by 

P
0 

= (1- qt) e->..T (3.62) 

To solve this relationship one must make 
use of the relationship 1/ q = t + 1/ ..\.. Thus, 

P 0 = (1 - 10/50) e-0 · 25 = 0.622 (3.63) 

Miller made a limited comparison of the 
average side-street delay and frequency of 
undelayed crossings predicted by the ran­
dom bunches model with those produced by 
the random vehicle model. He found little 
difference in average waiting time for 
crossing vehicles. The random bunches 
model predicted the opportunities for im­
mediate crossing better than did the ran­
dom vehicles model. Figure 3.26 gives the 
observed values for immediate crossing op­
portunities and the values predicted by the 
two theoretical models for several levels of 
main-street traffic flow. 

None of the previously described mathe­
matical models fully accounts for what is 

frequently the most significant cause of 
delay for vehicles crossing the main 
street-the additional delay resulting from 
waiting behind other vehicles in the side­
street waiting line. According to Weiss and 
Maradudin, who considered the case of two 
vehicles arriving simultaneously from the 
side street, treatment of the full queueing 
problem is quite difficult. Even a problem 
involving only two side-street vehicles is 
difficult to solve if the vehicles are not as­
sumed to arrive together. 

Oliver and Bisbee (62) derived the delays 
for side-street vehicles using several as­
sumptions. They stipulated Poisson ar­
rivals on the minor stream and made the 
important assumption that only one side­
street vehicle can cross for each acceptable 
main-street gap, an assumption which they 
show to be reasonable for high main-street 
flow where few long main-street gaps occur. 
Their approach is further treated in Section 
3.6.1. 

Beckmann, McGuire and Winsten (4) de­
scribed a model which takes into account 
the delay resulting when vehicles on a 
minor road are delayed by vehicles ahead 
of them waiting to cross the major stream. 
They assumed that arrivals and departures 
take place only at discrete points in time, 
as if a picture were made at the intersection 
at equally-spaced time intervals. Only one 
vehicle can arrive or cross the main stream 
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Figure 3.25. Average delay for side-street vehicles. 
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at any one time. Each point in time is in a 
block or antiblock, depending on the cross­
ing opportunity presented by the main 
stream. A sequence of 10 points might look 
like this 

BBB BB 

in which B indicates blocked points and the 
remaining points are in antiblocks. They 
define a queue sequence as the number of 
cars held over from one time point to the 
next. If the side-street arrival distribution, 
the block-antiblock process, and the number 
waiting at time zero are known, the queues 
for later time points can be calculated suc­
cessively. As an example, consider a situa­
tion where no vehicles are waiting to cross 
at time zero. The following table can be 
constructed : 

Time 0 1 2 3 4 5 6 7 8 9 10 

Arrival AA A A 

Blocks BBBB B 

Queue sequence 0 0 0 1 1 1 2 1 0 0 1 

Cars waiting 0 11112210 1 

Departures 0 10000110 0 

Beckmann, McGuire and Winsten as­
sumed that the side-street arrivals are gen­
erated by a binomial process. Figure 3.27 
shows their results where k1 and k2 are the 
minor and major road densities, respec­
tively, and the critical lag is r. The distri­
bution of lengths of antiblocks is assumed 
to be geometric, or 

P(x) = px-1 (1 - p), x = 1, 2, ... 

in which p is the probability of a point be­
ing in an antiblock, and x is the length of 
the antiblock. The relative frequency of 
block lengths is f ( b) and the average block 
length is E ( b). They found expected wait­
ing time by developing expected queue 
lengths at blocked and antiblocked points. 
The expected queue length is 

E(q)= 

2[1+ (1-p)E (b)] [l-k1 -k1 (1-p)E(b)] 

(3.64) 

When the main-street arrivals are assumed 
to be binomial approximations to random, 
Eq. 3.64 can be used. They describe a 
method .of obtaining the necessary moments 
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of the block length distribution. The aver­
age waiting time is 

1 - p ( 1 + T k2) 
E(t) = ----­

k2 (p - lc1 ) 

in which p = (1 - k2)T. 

(3.65) 

In a recent paper, Tanner (71) considered 
the minor-street delay problem using ran­
dom arrivals for both traffic streams. He 
derived the steady-state mean delay experi­
enced by side-street vehicles under several 
conditions, including multi~lane traffic on 
the major road. He further calculated aver­
age delay for combinations of representa­
tive values of minimum main- and side­
street headways and starting sluggishness 
for side-street vehicles. 

3.4.2 Signalized Control 

There are several probabilistic models 
which may be used in the investigation of 
delays at signalized intersections. Several 
approaches developed by traffic theorists are 
considered in the following three sections. 

Section 3.4.2.1 gives treatment of delays 
at pretimed signals, Section 3.4.2.2 discusses 
timing of traffic signals, and Section 3.4.2.3 
gives a rationalization of delays at traffic­
actuated signals. 

3.4.2.1 Delays at Pretimed Signals. Beck· 
mann, McGuire, and Winsten (4) extended 
their model for unsignalized intersections 
(Section 3.4.1) to include delays at signal­
ized intersections using the "discrete time 
period" and "block-antiblock" concepts. The 
blocks are the red phases of the signal and 
the antiblocks are the green phases. 

They developed the following expression 
for mean delay for all vehicles queued dur­
ing the red interval: 

E(tn) = R [ E(Nn) + ~ (R + 1)] (3.66) 

in which q is the arrival rate, R is the 
length of the red interval, and E (N n) is 
the mean queue length at the start of the 
red interval and E (Na) at the start of the 
green interval. The mean delay during the 
green interval is 

1 
E(ta) = x 

2(1 - q) 

E [Na2 -Nn2 + (2q - 1) (Na - Nn)] 

(3.67) 
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Figure 3·27· Intersection delay for T = 2 sec. 

The mean delay per cycle is 

R q 
E(tc) = -1 [E(Nn) + - (R + 1)] 

-q 2 
(3:68) 

The mean delay Per vehicle is expressed as 

E(t) = R [E(Nn) + R + 1] 
(1 - q) (R + G) q 2 

(3.69) 

The only value which must be determined 
to find mean delay per vehicle is E (Nn ). 
Bi:c~ann et al. (4) described how the dis­
tr1but1on of N n may be generated by use of 
the Markov c~ain technique. Haight's over­
flow model, discussed later in this section, 
may also be used t o generate the distribu­
tion of N". 

Newell (59) derived analytic expressions 
for the average queue length and average 
delay under equilibrium conditions for the 
Beckmann, McGuire and Winsten model. 
Using the ~~rk.ov chain approach to obtain 
the probab1llty of M anivals per cycle, 
Newell expressed the average queue length 
and the average delay in terms of the 
parameters of the signal (red time, cycle 
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length, etc.) and the probability of an ar­
rival during each time period. 

Newell ( 54) considered a simple model 
for the traffic flow through a loaded inter­
section controlled by a signal on a narrow 
two-lane roadway. He described the states 
of the system as follows: 

State 1-Both opposing cars move forward 
(or turn right) or both turn left 
and leave the intersection immedi­
ately. 

State 2-A northbound vehicle wishes to 
turn left but cannot do so due to 
interference by opposing forward­
moving traffic. 

State 3-A southbound vehicle wishes to 
turn left but cannot do so due to 
interference by opposing forward­
moving traffic. 

From these three possible states of the 
system, Newell developed the probabilities 
of transition from any of the three states 
at any time t to any of the states at time 
t + flt. The average number of vehicles 
able to clear the intersection per signal 

cycle is expressed in mathematical terms. 
The resulting general equation is not com­
putationally practical; however, some cases 
with specific conditions are of interest. 

Assume that p is the probability that a 
vehicle in one direction desires to turn left 
and p' the probability that an opposing 
vehicle wishes to turn left. 

In the special case where p = p', the ca­
pacity of each approach with left turns is 

N (2 - p) 
qm = + 

3 - 2p 

(1 - p) [1 - (1 - p)N (1 - 2p)N] 

p(3 - 2p) 2 

(3.70) 

in which N is the capacity of each approach 
with no left turns, expressed in vehicles per 
cycle. Eq. 3. 70 is plotted in Figure 3.28 for 
various values of N and p. , 

Newell also investigated the possibility 
of obtaining an optimum signal cycle. The 
left-turn values, p and p', were considered 
as fixed for any given traffic situation and 
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Figure 3.28. The capacity of left.furn movements. 
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N was varied by changing the total cycle 
time, C. Newell found that intersection ca­
pacity, measured in vehicles per unit 
time, q71/ c, has a maximum with respect to 
N if p, the fraction of left turns, is about 
1/ 10 or less. 

In the case where p =I= p', the exact for­
mulas for maximum capacities are quite 
complicated. However, if either p or p' is 
quite large (Np or Np' > 1), an approxima­
tion for intersection capacity for one ap­
proach may be expressed as 

N {1 + p' [(1 - p)/p]} 

qm - 1 + p [(1 - p')/p'] + P' [(1 - p)/p] 

(3.71) 

Newell (52) also considered a two-lane 
signalized intersection and described the 
delay to vehicles in terms of the arrival and 
departure time for each vehicle and the 
parameters of the signal. Two cases were 
considered : 

Case I-Uniform arrivals. 
Case II-Random arrivals. 

Using uniform arrivals in Case I, Newell 
obtained an exact solution for his model. 
Uniform arrivals, however, are rarely found 
in the field and to obtain a solution for 
Case II he made certain simplifying as­
sumptions. The results thus obtained are 
not exact; however, he indicated that an 
estimate of the error involved can be ob­
tained. 

Haight (26) treated the signalized inter­
section problem by predicting the probabil­
ity of an overflow queue. He computed the 
probability that there will be N R vehicles 
waiting to cross the intersection at the be­
ginning of a red phase if there were Na 
vehicles waiting at the beginning of the 
preceding green phase, N R being defined as 
the overflow into the red phase. Using this 
approach he derived the probabilities that 
the queue waiting at the traffic signal 
would be of various lengths at the begin­
ning of the red and green phases. These 
probabilities were based on: 

(a) The flow on the approach. 
(b) The length of red and green phases. 
(c) The constant departure headways of 

the vehicles during the green phase. 

Haight's basic assumption was that ve­
hicles arrive at a signalized intersection in 
such a manner that the probability of their 
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Figure 3.29. OverAow conditions at a signalized inter­
section. 

arrival is Poisson distributed. All vehicles 
move at a speed u through the intersection 
unless stopped. The vehicle departure head­
ways, h, from the queue are constant. If R 
is the length of the red phase, the average 
number of arrivals during a red phase is 
qR, where q is the flow on the approach 
being considered. Once the queue waiting 
at the beginning of the green phase is dis­
sipated, all later arrivals during that green 
phase continue through the intersection 
without delay. If the queue cannot be dis­
sipated during the green phase, only N 
vehicles (an integer) can be discharged; 
that is, 

N = !}_ - (fraction less than one) 
h 

where G is the length of the green phase. 
Any vehicle arriving at the intersection 
while a queue exists is assumed to join the 
queue. 

Three overflow conditions considered are 
illustrated in Figure 3.29. In Condition I, 
the number waiting at the beginning of 
the green phase, N 0 , exceeds N. There is 
an overflow, N R• of 

(3.72) 

Because N vehicles will depart from the 
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initial queue of Na vehicles and arrivals at 
the intersection during the green phase will 
be added to the queue, the probability of 
an overflow, N R• is 

P(Nn I Na> N) = P(Nn - Na+ NI q G) 

(3. 73) 

in which the right-hand expression is the 
Poisson probability of an overflow of (N n -
Na + N), with a flow rate of q and a green 
phase of length G. 

As an illustration, consider a signal which 
can accommodate 10 vehicles (N = 10) dur­
ing each green phase. With an arrival rate 
of 3 vehicles per green phase ( q G = 3), 
Table 3.2 gives the probability that queues 
greater than 10 vehicles at the start of the 
green phase will have various overflows at 
the end of the green phase. 

In Condition II, the number of vehicles 
in the queue at the beginning of the green 
phase, Na• is equal to or less than the 
number of vehicles, N, which can be dis­
charged during the green phase; that is, 
Na:::; N. With this condition, there is no 
overflow (N n = 0) ; the queue is dissipated 
and later arrivals are not delayed. The 
probabilities for Condition II can be writ­
ten in terms of the cumulative Borel-Tanner 
probabilities as 

N 

P(Nn=OINa:::;N)=~ RUINa) 
j =Na 

(3.74) 

in which R (j I N 0 ), the Borel-Tanner prob­
ability, is 

Table 3.2 Probability That Queues Greater Than 
10 Vehicles in Size Will Have an Overflow 

Probability 

Nn 
Na= Na= Na= Na= 

11 12 13 14 

0 0 0 0 0 

1 0.05 0 0 0 

2 0.15 0.05 0 0 

3 0.22 0.15 0.05 0 

e-Pi pl-No N j <l- lfa-1) 
RC· 1 N ) - 0 

J a - ( " - N)' J Q • 

j = Na. Na + 1 , .... and p is the ratio of 
arrival rate to discharge rate. 

In an illustration of Condition II, using 
an arrival rate of 3 vehicles per green 
phase, the probability matrix takes the form 

0 0.16 0.10 0.03 0.002 

In Condition III the number of vehicles 
in the queue at the beginning of the green 
phase is equal to or less than the number 
of vehicles which can be discharged during 
the green phase, but the arrival rate is such 
that an overflow, N R• exists at the end of 
the green phase. 

Haight gives the derivation of the prob­
ability of various overflows for Condition 
III and extends these results to give the 
probability that the queue length will 
change from Na to the number waiting, 
N a2 , at the start of the next green phase. 
He also presents relationships required for 
the calculation of the probability of Na and 
N n in the steady-state situation. 

As an outgrowth of a study of site selec­
tion for retail stores, Little (43) formulated 
a series of models for predicting the delay 
to vehicles in performing various maneu­
vers under a variety of traffic flow condi­
tions. To obtain models of a practical na­
ture, he used certain approximations which 
make the results primarily applicable to 
medium and low traffic flows. The resulting 
formulas, however, take into account the 
major variables which contribute to delay 
and reveal the rather large differences in 
delay that exist in performing various ma­
neuvers. 

In developing the relationship for ex­
pected length of queues formed at a traffic 
signal, Little assumed that: 

(a) Arriving traffic is Poisson and in a 
single lane. 

(b) Traffic is held up for a time, T, and 
then released. 

(c) Vehicles starting up leave a constant 
time, h, between them. 

(d) Normal road speed is lost instantane­
ously on joining the queue and re-
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gained instantaneously on starting 
up. 

(e) There are no vehicles turning left or 
right. 

The infinite acceleration and deceleration 
assumed is not as serious as it might 
appear. If a vehicle proceeds through the 
intersection without stopping, there is little 
or no delay. For those vehicles forced to 
stop, there will be some additional delay 
due to deceleration and acceleration. But 
this can be partially eliminated by using an 
effective red interval which is equal to the 
actual red plus the average acceleration 
delay. 

For medium and low traffic flows, in 
which the carry-over of vehicles from one 
red interval to the next may be ignored, 
Little developed an equation for predicting 
the average queue length at a traffic signal. 
By using the actual red time R, he approxi­
mated T and expressed the average queue 
length (Fig. 3.30) as 

E(N) = q R 
1 - qh 

(3.75) 

The mean square of the queue length is 

E(N 2 ) = [E(N)] 2 + E(N)/(1- qh) 2 

(3.76) 

Because h (the headway between vehicles 
leaving the intersection) is assumed to be 
constant, the average time required for the 
queue to pass may be expressed as 

E(t) = [E(N)] h (3.77) 

and the mean square time for the queue to 
pass is 

E(t 2 ) = [E(N2 )] h 2 (3.78) 

Little has extended this relationship to in­
clude multiple lanes. Two cases are con­
sidered: 

Case I-Arriving vehicles will join the 
shortest queue at the traffic sig­
nal. 

Case II-Arriving vehicles form separate 
and independent streams of 
traffic. 

Letting n denote the number of approach 
lanes, Case I can be approximated by substi­
tuting hln for h in Eq. 3.77. 
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Figure 3.30. Average queue length at a signalized inter­
section. 

For Case II, the separate streams model, 
the average time for the queue to pass is 
M h, where M is the maximum length of 
queue formed in any lane. Because each of 
the various lanes is considered as a sepa­
rate stream of traffic, the average length 
of queue for each lane can be approximated 
using Eq. 3. 75, in which q for each lane is 
the total flow divided by the number of 
approach lanes. 

Case II appears to yield a better approxi­
mation of the average queue length for 
most applications when the arrival of traffic 
is Poisson distributed. 

As an example, consider a two-lane ap­
proach to a signalized intersection carrying 
500 vph. The signal phasing allots 51 sec 
of red and h is assumed to be 2.8 sec. To 
adjust for acceleration delay, an effective 
red time, R., is used which is 3 sec longer 
than the actual red time. This gives a flow 

Of = 500 h d 
q 

2
(B, GOO) = 0.07 ve /sec an a mean 

1 th E (N) 
- 0.07 (54) 

queue eng 
1 - (0.07) (2.8) 

3·75 1 f h" 1 --- = 4.65 veh. A pot o t is examp e 
0.806 

for various flows, q, is presented in Figure 
3.30. This model conforms with the limited 
amount of field data available. 

For a one-lane approach, Little developed 
the following equation for the average delay 
to a vehicle passing straight through the 
intersection: 
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1 R2 

E(W1 ) = -- x 
2 c 

[(1 - q h)-1 + (q/R) q h (1 - q h)-2 ] 

(3.79) 

in which R is the total red time, C is the 
total cycle time, q is the flow in vehicles per 
unit of time, and h is the constant starting 
headway. 

The fraction of the vehicles with no delay 
can be expressed as 

E(N) 
P(W1 = O) = 1 - -qc 

(3.80) 

in which E (N) is the average length of 
queue formed, as expressed by Eq. 3.75. 

For multiple-lane approaches, Eq. 3.80 
may be used by substituting hln for h (n is 
the number of approach lanes). Eq. 3.80 
will also yield reasonable results as a right­
turn model. 

Little's model for the expected delay in 
making a left turn is based on the following 
assumptions: 

(a) Arriving traffic is Poisson distrib­
uted and in a single lane. 

(b) The minimum gap required is con­
stant. 

(c) If a vehicle arrives during the red 
phase, it is free to turn in the first 
acceptable gap that appears in oppos­
ing traffic. 
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Figure 3.31. Relationship between expected left-turn 
delay and opposing How. 

( d) If a vehicle is ready to turn during 
the green phase but cannot before 
the next red phase, it turns on the 
red phase. 

Assumption (c) neglects the queueing 
effect because it states that a vehicle will 
not be delayed by vehicles in its own lane. 
Little's model is, therefore, restricted to the 
determination of left-turn delay for a single 
vehicle. Letting : 

T = the time gap required in the op­
posing stream for a left turn ; 

E(W) =the average wait for an accept­
able gap in the opposing stream; 

h = the average headway between 
vehicles starting from . a traffic 
signal; 

C = the time for one signal cycle; 
td = the time required for the oppos­

ing queue to dissipate; and 
R = the length of the red phase, 

Little obtained the following for the aver­
age delay to a driver making a left turn at 
an intersection: ·' 

1 R 2 R 
E(W) = -- + E(w) + -E(ta) + 

2 c c 
E(ti) E(w 2 ) 

1/2 -- - 1/2 --c c 
in which the expected average wait for a 
gap in the opposing traffic stream having a 
Poisson arrival rate of q1 is 

E(w) = (1/q 1 ) (eq,T - 1 - Q 1T) 

(3.81) 
the mean square wait is 

E (w 2 ) = 2 [E(w) ] 2 + E(w) (2/q1 ) - T 2 

(3.82) 

the average time required for the opposing 
queue to pass is 

(3.83) 

and the mean square of the average time 
required for opposing queue to pass is 

E(t,V h 
E Cti) = E Cta)2 + ( l l ) • 

- q1 t -
(3.84) 

Assuming values for each parameter, Fig­
ure 3.31 shows the relationship between 
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average left-turn delay and opposing flow. 
This model also conforms with a limited 
amount of field data. However, Little con­
cluded that more extensive data are required 
for definite confirmation of the model. 

3.4.2.2 Timing of Traffic Signals. In order to 
minimize delay at an intersection, it is nec­
essary to determine how much of the total 
time available at the intersection will be 
apportioned to each traffic movement. Cas­
toldi (7) treated the problem of minimizing 
delay at signalized intersections by consid­
ering the lengths of queues that will develop 
on all approaches during the respective red 
phases. He developed equations for estab­
lishing appropriate phase lengths for two 
conditions: 

Condition /-The crossing of two vehicular 
streams. 

Condition JI-The crossing of two vehicular 
streams and two pedestrian 
streams. 

Castoldi made the following assumptions: 

(a) As the queue of traffic on one ap­
proach is dissipated, the opposing 
stream begins to move through the 
intersection. 

(b) Each vehicle accelerates at the same 
rate until it reaches the mean speed 
of its traffic stream. 

(c) Waiting times for both streams of 
traffic, as dictated by the respective 
red phases, are equal to or larger 
than the time necessary to dissipate 
the normal queue buildup in the op­
posing stream. 

( d) The two streams of traffic are mov­
ing in direction i and j. 

The appropriate lengths of red time for 
the two traffic streams under condition I 
are obtained by simultaneous solution of 

R; = KiR; + ya;Ri +bi 

in which 

(3.85) 

(3.86) 

Ri = length of red phase for direction i; 
u ;. = mean speed of traffic stream i, ft/ 

sec; 
0 i = mean speed at which traffic stream 

i moves out from a stopped position 
at a traffic signal, ft/ sec; 

xi = length of traffic queue along the ith 

approach per unit red time assigned 
to the i traffic stream, ft/ sec ; 

Ki= xi(~+ -
0

1 
)· sec; 

u, i 

di = intersection width which traffic 
stream i must cross, ft ; 

ti = dj 0 i = time, in sec, to cross inter­
section of width di ; 

a = acceleration of vehicles proceeding 
from stopped position up to the 
mean speed of the traffic stream ; 

ai = 2xJa; and 
f3i = 2di!a. 

The normal length of queues, N, that will 
develop when red signal phases of length 
Ri and Ri are utilized, are given by 

(3.87) 

Selection of proper time phasing for con­
dition II, the crossing of two vehicular 
streams and two pedestrian streams, may 
be obtained through simultaneous solution 
of 

Ri = (Ki + 112) Ri + t; (3.88) 

R; = 2 Ki Ri + 2 ai Ri + f3i (3.89) 

For examples of the use of Eqs. 3.85, 3.86, 
and 3.87, consider an intersection with the 
following characteristics : 

d1 = 40 ft x 2 = 25 ft/sec 
x 1 = 12 ft/sec 0 2 = 20 ft/sec 
0 1 = 24 ft/sec u2 = 25 ft/sec 
u1 = 30 ft/ sec a= 5 ft/sec 
d2 = 30 ft 

Then, 

K 1 = 12 (l/30 + 
1/24) = 5/6 

h1 = 40/36 = 
1.11 sec 

a 1 = 24/5 = 4.8 sec 
(31 = 80/5 = 16 sec2 

K 2 = 5(1/25 + 
1/20) =9/20 

h2 = 30/25 = 
1.20 sec 

a 2 =15/5 = 3.0 sec 
(3 2 = 60/ 5 = 12 sec2 

Solving Eqs. 3.85 and 3.86 simultaneously, 
R 1 and R2 are found to be 22.0 sec and 29.4 
sec, respectively. Substituting these values 
in Eq. 3.87, the respective normal queue 
lengths are 264 and 735 ft. Utilizing the 
same data for condition II as in condition I 
gives K 2 (2K1 + 1) > 1, which means that 
the queues are increasing without limit, 
causing the system to become more and 
more congested. The same situation could 
apply for condition I if K 1 K2 2: 1. 

In a second approach to apportioning 
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time between phases of a traffic signal, 
Uematu (73) suggested that the time ap­
portionment be determined by the lengths 
of the waiting lines on the two approaches. 
A "random walk" concept was utilized to 
describe the lengths of queues Xn and Yn 
of the north-south and the east-west flows, 
respectively, for the nth cycle, e". The fun­
damental equations are: 

(n=l,2, ... ) 

(3.90) 

Y,. = (Y,,_1 + y,. - Gr) + y',. 

and 

(n=l,2, ... ) 

(3.91) 

(3.92) 

in which 

en = nth cycle; 
X,., Yn = length of queue (number of 

vehicles in cycle en) ; 
X,,._1 , Y,._1 = length of queue (number of 

vehicles remaining from pre­
vious cycle, en_1 ) ; 

Xn, Yn = number of arrivals during 
green phase ; 

x'n• y'n = number of arrivals during 
red phase; 

q = rate of departure, in veh/ 
sec; and 

G X• Gv = length of green phase, in 
sec. 

If A and B represent the maximum queue 
lengths desired on the north-south and east­
west highway approaches, respectively, the 
phase lengths Gx and Gv must be chosen so 
as to minimize the probabilities of the wait­
ing lines exceeding A and B. Uematu for­
mulated the transition probabilities which 
describe the system for any cycle length and 
derived solutions for some special cases. 

3.4.2.3 Delays at Traffic-Actuated Signals. In 
the study of actuated signals, Haight (26) 
expanded his overflow theory to include 
semi-actuated signals. His assumptions 
were predicated on the use of a semi-actu­
ated signal controller, which provides for 
minimum green and clearance intervals for 
the main-street traffic and initial, vehicle, 
maximum green, and clearance intervals for 
the side-street traffic. 

Assuming random arrival rates on all ap­
proaches, Haight stated that after obtaining 
explicit formulas for the distributions of 
the main-street red phases and the number 
of vehicles which can proceed through the 
intersection during the main-street green 
phases, the overflow probabilities can be 
calculated by proper substitution of the 
various parameter values in the equations 
for the fixed-time overflow conditions. 

At an intersection controlled by a fully­
actuated signal, the vehicles delayed on any 
approach must wait until either a specified 
gap in the opposing traffic or the end of the 
maximum green interval causes the signal 
to change. 

Utilizing this principle, Garwood (16) ap­
plied the Poisson distribution to the opera­
tion of fully actuated signals. He recognized, 
however, that the conditions for a Poisson 
series are not strictly satisfied. He found 
no significant differences between the theo­
retical and observed values for several delay 
characteristics, including frequency of wait­
ing periods and percentage of waiting peri­
ods which reach the maximum time allowed. 
Starting with the assumption that traffic is 
flowing in the north-south direction and in 
the east-west direction, Garwood showed 
that the probability that the first east-west 
vehicle crossing one of the east-west detec­
tors and having to wait for a time period, t, 
greater than time, T, is 

"' e-9T(qT)N ( J ) 
P(t > T) = ~ 

1 
P -

N = l N. T 
(3.93) 

in which 

q = north-south flow; 
N = number of north-south vehicles 

arriving during the north-south 
maximum period after the ar­
rival of the initial east-west 
vehicle; 

I = north-south vehicle interval; 
and 

P (II T) = probability that the headways 
of all north-south vehicles ar­
riving during the north-south 
maximum period, after the 
arrival of an east-west vehicle, 
are all less than II T. 

The problem encountered iri making use 
of Eq. 3.93 is the need to define the proba­
bility, P (II T). Solution of this probability 
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involves finding the number of different 
ways of arranging the N number of vehi­
cles into (N - 1) groups. Expressed math­
ematically, this probability is 

P(l!T) = 1 - CN+i (1 - I!T)N + 
1 

C~+1 (1 - 2I!T )N -

... + (-) CN+i (1- XI!T)N 
x 

(3.94) 

in which X is the integral part of 1/ (// T) 
or TI I, and CN+1 is the combination of 

1. 

(N + 1) items taken one at a time, and the 
other terms are as defined earlier. Solution 
of Eq. 3.94 for varying values of T l I and 
the expected number of north-south vehi­
cles, qT, is shown in Figure 3.32. Figure 
3.33 gives the probability that the waiting 
period will reach various maximums as 
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determined by changes in vehicle intervals 
and the intensity of the main stream 
traffic. 

Garwood also showed that the expected 
waiting time of an initial arriving east­
west vehicle is 

E(t) =qt - - 1 - - (q T - qi+ 2) x qT ( /) 
2! T 

qT2 ( 2/ )2 
e-qr + -- 1 - - x 

3! T 

(qT - 2ql + 3) e-W + 

+ (-) qT·r (1- XI )xx 
(X + 1) ! T 

(qT - Xql + X + 1) e-XqI 

(3.95) 
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Figure 3.32. Probability of waiting period lasting longer Figure 3.33. Probability of waiting period runn ing to 
than time T for various vehicle intervals and numbers maximum for va rious values of the maximum period, the 

of vehicles per unit time in opposing stream. vehicle inte rval, and the main -stream traffic intensify. 
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Figure 3.34. Average wait ing period for max imum 
pe riod, M, vehicle interval, I, and number af vehicles 

per unit time in apposing stream, N. 

in which all terms are as defined earlier. 
Figure 3.34 illustrates l?Olutions of Eq. 3.95 
for varying values of MI I (M = maximum 
period) and the expected number of north­
south vehicles, qT. 

3.5 DELAYS ON TWO-LANE ROADS 

The delay experienced by vehicles while 
traveling on two-lane roads in accordance 
with postulated rules has been of particular 
interest to the traffic flow theorist. Each 
vehicle, if not interrupted, will travel at its 
own desired speed. When a slower vehicle 
or group of vehicles is overtaken, passing 
without delay will occur if there is an 
acceptable gap in the opposing stream of 
vehicles. If an acceptable gap for passing 
is not available in the opposing stream, the 
faster vehicle will be required to assume 
the speed of the slower vehicle or queue of 
vehicles and follow until an opportunity to 
pass occurs. 

The opportunities for passing were 
studied in detail by Greenshields (20) early 
in 1935 and more recently by Tanner (69), 
Miller (46), Kometani (41), and Newell 
(56). If a vehicle with velocity u is to pass 
a vehicle with velocity u1 , the passing 
maneuver requires a time of 

A1 
t = (3.96) 

and a distance of 

in which A 1 is a parameter describing the 
distance required for the passing vehicle 
relative to the vehicle being passed. 

This section describes the various hy­
potheses that have been applied to the 
probability model for a two-lane road. 

3.5.1 Tanner's Model 

Tanner's model (69, 70) deals with vehi­
cles traveling in both directions along a 
two-lane road and can be extended to one­
way flow on a two-lane fa,cility. Referring 
to Figure 3.35, the flow in one direction is 
q1 vehicles per unit of time. All vehicles 
travel at the same constant speed .u1 except 
the one vehicle under study, which travels 
at some greater desired speed u, or at speed 
u1 if it is unable to pass. The minimum 
spacing of vehicles in this stream is S1 • In 
the opposite direction the flow is q 2 , with all 
vehicles traveling at the same constant 
speed u 2 and with no spacing less than S 2 • 

The Borel-Tanner distribution is assumed 
for the number of vehicles n in the 
"bunches." The distribution of gaps is a 
modification of random arrivals which re­
quires vehicles to be moved backward in the 
stream such that no spacing is less than the 
minimum. 

The delays experienced by the single ve­
hicle traveling at speed u in the q1 flow 
direction is the problem for which Tanner 
offered a model. For the solution of this 
problem the vehicle is assumed to act in 
accordance with the following rules: 

0 

(a) A group of n vehicles in the q1 

stream traveling at their minimum 
separation S1 is overtaken in a single 
maneuver. The overtaking vehicle 
can only re-enter the q1 lane between 

Opposing 

Flow 

{ Fl~ Rote ~ q2 
Velocity = u2 

Minimum Spacing = S2 
S2S2 

00 000 0 0 om 0 0 
®--- »tr 0 00 0 0 0 0 0 

Vehicle of Desired } 
Speed = u Flow Rote = q1 

Velocity = u
1 

Concurring 

Minimum Spacing = s1 Flow 

x=---- (3.97) Figure 3.35. Two-lane roadway, showing the correspond-
ing assumed terms in the Tanner model. 
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two groups and cannot break into 
any one group or approach the rear 
vehicle of any group by a distance 
less than 8 1 • 

(b) When the overtaking vehicle reaches 
the tail of any group of n vehicles 
and there is a distance of at least 

dn = d + n 8 1 ( u + U2) 2 I ( u - U1) K 

in the q2 stream, the vehicle passes 
without slowing down. (d is defined 
as the least acceptable clear distance 
between the u vehicle and the oppos-
ing traffic as the u vehicle clears the 
bunch in passing. It can be expressed 
by d = A 1ul (u - u 1 ), with A 1 being 
some distance between 50 and 100 
ft.) 

(c) If the required distance dn is not 
available, the vehicle decelerates in­
stantaneously to speed u 11 follows as 
closely as possible behind the vehicle 
ahead, waits for a clear distance of 
at least Dn = dn + t (u1 + u 2 ) in the 
q2 stream, waits a further time t, 
accelerates instantly to speed u, and 
passes. t, defined as the additional 
time required for the overtaking 
vehicle to remain in the q1 stream 
because of having slowed down, is 
used to compensate for the assumed 
instantaneous acceleration and could 
be expressed as 

A 2 (u - u 1 ) 

t=-----
a 

ih which a is the constant accelera­
tion of the overtaking vehicle and 
A 2 is approximately one. 

Tanner's major objective was to deter­
mine the average speed E (u) of a single 
vehicle which desires to travel at a velocity 
u over an infinitely long trip. He was able 
to express the average speed E ( u) in terms 
of the average waiting time behind all ve­
hicles, E Ctw), which included zero waits. 
The expression 

E(u) = 

u u 1
2 + q1 (u - u 1 ) (u1 - 8 1 q 1 ) U1 E Ctw) 

U 1
2 + q1 (u - u 1 ) (u, - 81 q 1 ) E(tw) 

(3.98) 

was developed, thus the problem was re­
solved into that of solving for E Ctw). Alge­
bra involved in the computation of E Ctw) 
is formidable. The expression for E (tw) is 

R 

Figure 3.36. Relationship between K and the param-
eters R and C/ G. 

[ ( 
Ke-ca )(l _ c exp [G(u1 + u2 )t]) 

c+G-GK c+G 

+ (exp [Gt (u1 + u 2 ) +Gd)] 

- - - (3.99) (
N c ) 1-R J 
G G(c+G) c(I-n) 

in which g = q1/u1 , G = q2 /u2 , r = 8 1 g, R = 

8 2 G, c = q1 (u - u1 )/u1 (u + u 2 ), K = root 
between 0 and 1 of K =exp [R(K - 1 -
cl G) ] , and N = the smaller real root of 
N =exp [n(N - 1 + G!c)] (which exists 
only when r exp (1 - n + n G!c) ::::; 1). 

Limited solutions for K and N have been 
included in Figures 3.36 and 3.37, respec­
tively. It is apparent that E (tw) is a func­
tion of q1, q2 , u 11 u2 , 8 1, 8 2 , d, t, a and u. 

Substitution of the values of E (t10 ) in 
Eq. 3.98 gives an expression for the aver­
age speed E ( u) in terms of the desired 
speed u, the velocity of the q 1 stream Uu 

and the flow rate q1 of the stream. Limited 
solutions of this equation were made by 
Tanner using specific values of the various 
parameters. Figure 3.38 shows the effect of 
traffic flow when q1 = q2 for various values 
of u, and u1 = 30 mph. This model indicates 
that, for a total flow of more than 800 
veh/hr, a vehicle will have to assume very 
nearly the velocity of the q 1 stream, regard­
less of its own desired velocity. 
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Figure 3.37. Relationship between N and the parameters 
r and G / C. 

The effect of varying proportions of q1 

and q2 on the average speed E (u) is shown 
in Figure 3.39, which shows that, in this 
model, the average speed E (u) is least when 
one-half to three-fourths of the total traffic 
is traveling in the opposite direction of flow 
q2 with one-half being applicable to low vol­
umes and three-quarters applying to higher 
volumes. 

It is worthwhile to point out that the 
delay implied by E ( u) is the only delay 
involved and all other vehicles are, by the 
assumptions, not delayed. The u vehicle 
would pass all q1 vehicles ultimately and no 
passing would occur among q1 or q2 vehicles. 

3.5.2 Miller's Model 

In a recent article by Miller (47), a model 
was developed to estimate the delays to 
vehicles on a rural two-lane roadway. Miller 
used a random distribution of "bunches" or 
queues and a one-parameter distribution of 
the number of vehicles in the queues, as 
discussed in Section 3.2.2. An empirical re­
lationship between <p, the number of over­
takings per unit of time, and the opposing 
flow q2 was developed. In fact, he noted that 
there was a linear relationship between log 
'f' and log q 2 for the field data he used from 
a study in Sweden. 

This model assumes that there is an in-

tensity of p bunches per mile and the aver­
age road space occupied by queued vehicles 
is S. It is expected that drivers wishing to 
travel at a speed, u, will be compelled to 
travel for a portion of the time at a slower 
speed, u17 the speed of the queue which they 
have overtaken. The concentration, or 
density, in vehicles per mile is k. The ratio, 
p/ p, is a measure of free vehicles on the 
roadway. It is the fraction of bunches 
which contain only one vehicle. The stand­
ard deviation of the distribution of the 
velocities of bunches is denoted by a. 

The expected delay to vehicles per mile of 
road per unit of time is expressed as 

E(ta) =k(:1
-l)loge (p1 /p) 

(3.100) 

In this expression, p/ p may be deter­
mined by 

.r:. 
c. 
.§. 

3 
w 

p1 0.56 u k [1 + loge ( p1/ p) ] 
- = 1 - - ----------
p Cl - k S) 

(3.101) 

u
1 

= 30 mph 

30o'-~~,~80~~--'-....... ~~5~4-0~,,__,....,.~~9~00 

q1 = q2 (veh/hr) 

Figure 3.38 . Effect of traffic when equally divided be­
tween directions for various values al u jtwo-way traffic). 
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Figure 3.39. Effect of varying proportion of opposing 
traffic for various levels af total traffic. 

Figure 3.40 shows the solutions of Eq. 
0.56 (T k 

3.101 for various values of _) 
'f (1 - kS 

For values of p1 / p near one, the ratio may 
be approximated by 

'I' (1 - kS) 
Pil P ~ 1 + 0.56 u k 

(3.102) 

Miller used the following constants for a 
solution of his model: S = 158.4 ft (0.03 
mi), u = 10 mph, and uif u = 2/ 3. These 
solutions are plotted in Figure 3.41 as the 
relationship between the density, k, and the 
rate of delay per mile of road. The two 
curves are for opposing flows of 650 vph, 
which corresponds to 50 passings per hour 
for the Swedish drivers, and 200 vph, which 
corresponds to 100 passings per hour. 

3.5.3 Kometani's Model 

Kometani (41) allowed for a finite num­
ber of different speed vehicles in the north­
bound lane q11 q2 , ••• , q, and a finite 
number of different speed vehicles in the 
southbound lane q' 1' q' 2• ••• ' q' r in develop­
ing his two-lane model. It is then apparent 
that 
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Figure 3.40. Solutions of Eq. 3.101. 

and 

V' = q' 1 + q' 2 + · · · + q' r 

\ 
1.0 

in which V and V' are the northbound and 
southbound traffic volumes. Letting U de­
note the average speed of the overtaking 
vehicle, u the average speed of the over­
taken vehicles, S the least space headway 
in which the passing vehicle can follow a 
slower vehicle without decelerating, s the 
least space headway in which the low-speed 
vehicle can follow the vehicle overtaking it, 
l the least space headway between low-speed 
vehicles, and n the number of slower-moving 

Q) Q) 
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Figure 3.41 . Rate of delay versus density. 
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s l l s 
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Figure 3.42. Passing n continuous slower-moving vehicles on a two-lane highway. 

vehicles in the queue being overtaken, Kome­
tani derived the probability of finding a 
time gap Tn in N successive independent 
trials at intervals of T

1 
n as follows: 

P NT' = [ V1 ~ (Vt)ne-vt] x 
11 V ,(.ti n ! 

n=l 

[ 1 - (1 - e-V'Tn) (N+l) J 

in which 

S + s + (n - 1) l 
I 

Tn = U-u 

S + s + (n - 1) l 
T = n 

S+s 
t=-­

u 

U-u 

(3.103) 

(3.104) 

x 

(3.105) 

(3.106) 

V' 1 = volume of low-speed vehicles in op­
posing lane ; and 

V1 = volume of low-speed vehicles mov­
ing in direction of passing vehicles. 

Assuming a Poisson distribution, the 
passing phenomenon expressed in Eq. 3.103 
can only occur when at least one north­
bound vehicle belonging to V arrives during 
the interval t (first term of Eq. 3.103) and 
no southbound vehicle belonging to V' ap­
pears during time Tn (second term of Eq. 
3.103). The value T

1 
n in Eq. 3.104 is the 

time required to pass n slower-moving ve-

hides in a queue (see Fig. 3.42). The value 
chosen for Tn is the sum of the time re­
quired to paSS, T

1 
n• pl US the time for the 

southbound car being met to travel from 
B to A (Figure 3.42). Figure 3.43 presents 
a graph of Eq. 3.103 for mean speeds of 
20 and 40 mph for low-speed and high-speed 
vehicles, respectively, an equal directional 
distribution of traffic volume (V = V'), and 
several values of N. 

Using the same parameters and assump­
tions as for his two-lane model, Kometani 
derived the probability of being able to pass 

U = 40 mph 
u = 20 mph 
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Figure 3.43. Passing probability on a two-lane highway. 
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on three-lane roads. The computed and 
mea ured values of passing probabilit ies for 
the two-lane and the three-lane roads do not 
differ greatly. 

3.6 SPECIAL DELAY TOPICS 

There are a number of other delay situa­
tions for which probabilistic approaches 
have been used. Among those discussed in 
this section are merging, one-lane bottle­
necks, peak flow, multiple queues, and 
parking. 

3.6. l Merging Delays 

Merging may be defined as the absorp­
tion of one stream of traffic by another. 
This traffic phenomenon occurs when a 
vehicle joins a through traffic stream with 
the appearance of a minimum acceptable 
gap. Although a complete mathematical 
model for the merging condition has not 
been formulated, several variations of the 
merging problem have been studied in an 
effort to obtain a better understanding of 
the complexity of the merging situation. 

Oliver and Bisbee ( 62), in their study of 
the merging problem, postulated that the 
minor stream queue lengths are a function 
of the major stream flow rates. Assuming 
that: 
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Major Stream Flow, 

(a) A gap of at least T is required for 
entry into the major stream; 

(b) Only one entry is permitted per ac­
ceptable gap; 

(c) Entries occur just after the passing 
of the vehicle that signals the begin­
ning of a gap of acceptable size; 

(d) Appearance of gaps in the major 
stream is not affected by the "queue 
in the minor stream ; and 

(e) Arrivals into the minor stream queue 
are Poisson; 

they found the average number of vehicles 
in the minor stream queue to be 

(qaf qb) z (1 - qb Tlr7qb) 
E (n) = ---------­

[e...,.qa - (qi qb ) e-Tr1 b 

(3.107) 

in which qa is the minor stream flow, qb is 
the major stream flow, and T is the mini­
mum acceptable gap. Figure 3.44 shows a 
family of curves relating the average length 
of the minor stream queue, E ( n), and the 
major stream flow rate, qb, and a value of 
T = 5 sec for several minor stream flow 
rates. This model works particularly well 
for situations in which the major stream 
flow rate is high and the vehicles in the 
minor stream queue are served on a first-

0 It) 
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1600 2000 2400 
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Figure 3.44. Relationship of the average minor stream queue length and the major stream flow 
rate. Dashed curves represent range in which this model cannot be expected to yield a reasonable 

approximation of the average queue length. 



86 D. E. CLEVELAND AND D. G. CAPELLE 

come first-served basis with the appearance 
of a minimum acceptable gap length of T. 

Haight, Bisbee and Wojcik (24) discussed 
certain mathematical aspects of the merging 
problem and gave approaches for dealing 
with a limited number of special cases. 
Using vehicle performance characteristics, a 
method for determining the safe gap to 
merging was developed. A relationship for 
the probability of success for a vehicle to 
merge within a certain distance while mov­
ing at a constant velocity was also pre­
sented. 

Ho (32) formulated a model to predict 
the amount of time required to clear two 
joining traffic streams through a merging 
point. This model assumes that: 

(a) Merging is permitted only at the 
merging point; that is, the point just 
prior to which the merging vehicle 
will be forced to stop due to obstruc­
tion on a blocked lane of a multilane 
roadway, etc. 

(b) Each vehicle entering the merging 
stream must join those waiting be­
fore or at the instant when the car 
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Figure 3.45. Expected length of queue in the merging 
stream, in terms of the average flow al the major and 

minor streams. 

in front begins to merge (first-come 
first-served condition). 

The total time required for n 1 and n2 

vehicles to pass through the merging point 
is 

n1 - 1 

T = ~(hi - t,p) + n 0 t 0 (3.108) 
;. = 1 

in which 

hi = i th time gap between vehicles on 
the through-traffic road measured 
at the merging point; 

t 0 = time required for a vehicle to merge 
into the through-traffic stream (as­
suming all merging vehicles require 
the same amount of time); 

a = number of vehicles of the merging 
stream which merge into the ith 
gap of the through-traffic streams 
at- the merging point; 

n 1 = number of vehicles in the through­
traffic stream; and 

n 2 = number of vehicles waiting to 
merge into a stream of n 1 vehicles. 

Ho stated that "the information obtained 
is a direct measure of the efficiency of the 
physical system under consideration and 
may be of some usefulness to highway con­
struction planning and emergency evacua­
tion planning." 

Oliver ( 59 ) has formulated a model for 
the merging of two streams of high-speed 
traffic. A typical example of this case is 
the freeway on-ramp which has an accelera­
tion lane. Because the merging stream will 
be operating at a speed very near the speed 
of the major stream, the · required size of 
gap for merging is considerably smaller 
than that required if the merging vehicles 
were required to stop prior to merging with 
the major stream . 

Considering the minimum headway be­
tween vehicles to be T 0 , Oliver has solved 
for the expected length of queue in the 
merging stream, E (Na), and the expected 
average delay to a vehicle in the minor 
stream, E ( Wa), in terms of the average 
flow of the major and minor streams, qb 
and qa, respectively. The expression for the 
expected length of queue in the minor or 
merging stream is 
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This relationship is plotted in Figure 3.45 
for a value of T 0 = 2 sec. The expected 
length of time a minor stream vehicle will 
be delayed is 

To To(l - qaTo) 
E ( Wa) =-+ ------

2 1 - (qa + qb)To 

T 0 [1 - (qa + qb)ro] 
(3.110) 

In any case where either qa T 0 :::::: 1 or 
(qa + q u) r 0 :::::: 1, the average delay will be 
very large. A plot of this equation is shown 
in Figure 3.46. 

3.6.2 One-Lane Operation 

Tanner (68) has considered the problem 
of the delays that occur when opposing 
streams of traffic on a two-lane road must 
pass through a one-lane section. This type 
of operation is encountered when mainte­
nance crews work on one of the two lanes. 
In Tanner's model, traffic is permitted to 
control itself. A vehicle upon reaching the 
beginning of the one-lane section proceeds 
ahead if there are no opposing vehicles 
occupying the one-lane section, or if a 
vehicle moving in the same direction is 
within the one-lane section. Tanner derived 
the mean waiting time of a vehicle in terms 
of the mean and variance of the distribu­
tion of length of period when one direction 
of movement controls the one-lane section. 
If one considers the two streams as moving 
in opposite directions i and j, the mean 
waiting time for i-bound traffic is 

1 
E(t) 

2 (1 - Pi) 

(
Pi+ d, 1n 1 ( I - Pi - Pi) ) 

µ,; a+ B 1 d1 + B 1d ; 

(3 .111) 
in which 

A; = the flow in direction i ; 
P.i = the capacity in direction i when 

direction i has control of the 
one-lane section; 

Pi = ,\;/ P.i ; 
P; +Pi < 1; 

t ; = the length of time flow is con­
trolled by direction i; 

M; = E ( e-,\ ; 1;) ; 

m .; = E(t; 2 ); 
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merging stream, in terms af the average flaw of lhe 
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a= M ; +Mi - M,Mi; 
d; = ,\; + ,\i - ,\;M;; 
T; = the time required for a vehicle 

moving in direction i to pass 
through the one-lane section; 

B1 = : ; [exp [,\; (T; - 1/ µ.;)] -1 J 
Tanner provided several explicit solutions 

for one-lane operation. For example, he 
showed that if the minimum headway be­
tween vehicles moving in the same direction 
is assumed to be zero, then µ.; and P.i equal 
infinity, and the mean waiting period of a 
vehicle for varying opposing traffic flows is 
as shown in Figure 3.47. (Normally, T; = 

Ti, as the time requfred for a veh icle to 
pass through the one-lane section would be 
the same for both directions of travel. 
When the times are equal, flow is expressed 
as vehicles per unit time; when not equal, 
traffic flow is expressed as vehicles per unit 
time per· bottleneck travel time.) 

3.6.3 Peak Flows 

So far, only applications have been con­
sidered in which the traffic intensity, p, is 
less than unity; that is, the mean service 
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Figure 3.47. Average delays at a ane-lane bottleneck for varying traffic flows and passage time 

through the bottleneck (see note in text). 

rate µ. exceeds the mean rate of arrivals A. 
Such a system is in statistical equilibrium; 
that is, there is no continuing buildup of 
traffic. Solutions for this type of problem 
are assumed to be independent of time, but 
what happens when the traffic intensity ex­
ceeds unity? This question, which is of 
great significance in traffic engineering in 
describing those peak periods in which 
traffic demand exceeds capacity, can only be 
answered by considering the transient state, 
in which there is a continuing buildup of 
traffic. If the mean rate of arrivals, A, ex­
ceeds the mean service rate, µ., the number 
n waiting in the system at time t, expressed 
by E[n(t)], will grow indefinitely as tin­
creases. 

Suppose, for example, that before the 
peak traffic hour the highway system is in 
equilibrium with an initial traffic intensity 
Po and an expected number of vehicles in 
the system of E (n). Now suppose that im­
mediately the traffic intensity increases to 
p1, such that p1 > 1. If arrivals are Poisson 
distributed, the variance of the arrivals 
equals the mean of the arrivals. When con­
sidering that departures are also Poisson 

distributed, the mean number in the system 
at some time t after the beginning of the 
peak hour may be approximated by adding 
the expected number of arrivals and sub­
tracting the expected number of departures 
to the initial number in the system as 
follows: 

E[n(t)] """'E(n) +At - µ.t = 

E (n) + µ. (p 1 - 1) t (3.112) 

Similar treatment of variances yields 

Var [n(t)] """'Var(n) +Var [A(t)] + 

Var [µ.(t)] (3.113) 

Inasmuch as E(n) and Var(n)are param­
eters of a standard distribution called the 
geometric distribution, and because Var 
[A(t)] and Var [µ.(t)] are variances of the 
number arriving and being served in time t, 
which, respectively, equal At and µ,t for 
Poisson arrivals and negative exponential 
service times, the number waiting in the 
system at time t may be expressed by 
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Po E[n(t)] o::< -- + µ. (p1 - 1) t 
1 - Po 

(3.114) 

and their variance by 

Po 
Var [n(t)] °"' + µ. (p1 + 1) t 

( 1 - Po) 2 

(3.115) 

in which Po is the initial traffic intensity 
(p0 = A0 / µ.) and A0 is the initial arrival rate. 

If service times are constant rather than 
exponentially distributed throughout both 
the normal and peak periods, E ( n) becomes 
the limiting case of the Erlang distribution 
and Eq. 3.114 becomes 

Ao2 Ao 
E [n(t)] °"' 1/2--- - + -+ µ.(p 1-l) 

µ. ( µ. - ,\o) µ. 
(3.116) 

Eqs. 3.114 and 3.115 are illustrated by 
numerical examples. Consider a simple 
queue with a random arrival rate of one 
vehicle per minute and a mean service time 
of 45 sec (exponentially distributed) so that 
p0 = 3/ 4. Now suppose that the arrival rate 
suddenly doubles, so that p1 = 3/2 and that 
this peak period rate of traffic flow is main­
tained for one hour, the arrivals still being 
random and service times unaltered. By 
Eqs. 3.114 and 3.115, the mean and vari­
ance of the number in the system at the 

3/4 
end of the hour are E [n(60)] = ----

1 - 3/4 

+ ±-(~ - 1) 60 = 43· Var [n(60)] = 
3 2 ' 

3/ 4 4 ( 3 ) ---- + - - + 1 60 = 212. 
(1-3/4) 2 3 2 

If the service rate µ. were constant, 
then from Eq. 3.116 the expected number 
. 1 
m the system becomes E [ n ( 60) ] = -

2 

( 4/ 3 ( 4~ 3 - 1 ) ) + 4~ 3 + : ( : - 1
) 

60 = 41.87 = 42. 
These equations show that the rate of 

growth of a queue during periods of peak 
demand is influenced relatively little by 
the assumption concerning service time dis­
tributions for traffic intensities encountered 
in the traffic engineering field. However, 
the magnitude of the variance, as compared 
to the mean, suggests that discretion be 

exercised in the application of transient 
state equations. 

Consider now the problem of determining 
how long the peak hour queue takes to dis­
sipate. Cox (11) made the following as­
sumptions to solve this problem: 

(a) Service time is constant. 
(b) When the traffic starts to dissipate 

there are a large number of vehicles 
in the queue and the traffic intensity 
p1 has decreased to less than one. 

(c) The queue is dissipated when the 
queueing time of a newly arrived 
vehicle to the system is just equal to 
the average queueing ti.me of vehicles 
when the system is in statistical 
equilibrium. 

The equations developed by Cox (11) are 

E(T) =(E [n(t)] - Po ) I (1 - ) 
. µ. 2(1 - Po) Po 

(3.117) 

Var ( T) = ( ~) ( E [ n ( t) ] - Po ) 
µ. µ. 2 ( 1 - Po) 

(1 - Po)-3 + :
2 

( [Var n(t)] [1 - p0 ]-
2

) 

(3.118) 

Referring back to the example, the mean 
and variance of the time it takes the queue 
to dissipate, as given by Eqs. 3.117 and 

3.118 are E (T) = [ 
43 3/4 J 

4/3 2 (1 - 3/ 4) 

/ (1 - 3/4) = 123 min; Var (T) = (:;:) 

( 
43 3/4 ) 1 

4/3 - 2 (1 - 3/4) (l - 314)-
3 

+ (4/3)2 

(212) (1 - 3/4)-2 = 3,069 min. Thus, the 
effects of the rush hour last for 123 min, 
with a standard deviation of 55 min 
( v 3,069). 

3.6.4 Multiple Queues 

It is possible to describe some simple 
traffic networks by series or parallel chan­
nels, or combinations of both. Toll booths 
and supermarket check-out operations are 
examples of parallel systems. Series ar­
rangements include car washes and a se­
quence of intersections through which a 
vehicle must pass. Much attention has been 
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Figure 3.48. Exponential service facilities in parallel 
(hyper-exponential). 

Figure 3.49. Exponential service facilities in series 
(Erlang, if µ, = µ, = ... = µ,). 

given to networks of waiting lines because 
of the many industrial flow activities which 
can be meaningfully studied using this 
queueing approach. 

There are two bµilding blocks frequently 
used in the development of descriptions of 
waiting-line networks, and they are based 
on combinations of exponential service facil­
ities. Parallel exponential service facilities 
in the general case can be represented by 
a hyper-exponential distribution of service 
times /J.i acting on some fraction of the total 
number of arrivals, ai (Fig. 3.48). Multiple 
channels in parallel with identical expo­
nential holding times (µi = P.1 = P.2 = ... = 
P.n), first-come first-served, is a special case 
of the hyper-exponential. 

For combinations of exponential service 
facilities in series (Figure 3.49), in which 
/J.i = µ 1 = µ 2 = ... = /J.n, a general probabil­
ity distribution called the Erlang distribu­
tion, of which the negative exponential and 
uniform service time distributions become 
special cases, is a useful model for describ­
ing the queueing phenomenon. The prob­
ability density function of service times t is 

f(t Iµ, K) = CKtK-1 e-Kµt (3.119) 

in which 

(µJ{)K 

CK= ( K - 1) ! 

and K is the number of service facilities in 
series. It can be seen that when K = 1, 

f(t Iµ, 1) = e-µt (3.120) 

which is the negative exponential distribu­
tion. On the other hand, when K = oo it can 
be shown that the variance is zero, there­
fore the service time µ, is constant. 

The processing of vehicles at a toll station 
may be compared to a number of servicing 
channeTs (individual booths) arranged in 
parallel. The state of the system can be 
described in terms of the number of vehicles 
present, N, and the number of toll booths, 
M. When N < M there is no queueing prob­
lem. On the other hand, when N > M there 
is a queue of N - M vehicles. The results 
of queueing theory approaches can be used 
to schedule toll station operations in order 
to minimize delays to customers under vary­
ing traffic flow conditions at minimum cost 
to the operating agency. 

A comprehensive study of traffic delays at 
toll booths was made in New York by Edie 
(13) in 1954. The general objectives of the 
study were to evaluate the operating con­
ditions existing at toll plazas and to estab­
lish methods for optimizing operations. 

Edie recorded data on traffic arrivals at 
toll plazas, the extent of queueing in each 
toll lane, and the toll transaction count. 
From these data, the following factors in­
volving vehicle delay were calculated: 

(a) Average time required for vehicle to 
pass through the toll station. 

(b) Average booth servicing time. 
(c) Average delay or waiting time. 
( d) "Delay ratio," or average delay di­

vided by average booth servicing 
time. 

These factors were used to establish em­
pirical measures of delay, which when com­
pared with appropriate queueing theories 
showed that the average booth servicing 
times at a given volume were more nearly 
constant than exponential in distribution. 
However, average servicing times showed a 
decrease as traffic volumes increased. 

Traffic arrivals were found to be ran­
domly distributed. For volumes below 600 
vph the Poisson distribution gave a better 
fit to the actual data, whereas for flows 

.,. 
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above 600 vph the normal distribution gave 
a better approximation. 

Edie was able to develop curves relating 
average delays to traffic volumes. From 
these curves (Fig. 3.50) it can be seen that 
the traffic carrying capacity of different toll 
booths for a given delay is not constant, but 
varies greatly between different combina­
tions of booths. 

Edie also investigated the magnitude and 
occurrence of maximum queues for a given 
set of conditions. For all traffic volumes, 
the distribution of queued vehicles showed 
a better fit to the Poisson than to the nor­
mal distribution. A relationship was estab­
lished between traffic volumes and mean 
size of queue. An example plot of this rela­
tionship is shown in Figure 3.51. Edie 
showed several other similar curves for 
various toll booth combinations. 

This study indicated that right-hand toll 
booths (those opposite the driver's side) 
were inferior to left-hand toll booths. Con­
sequently, four Port of New York Authority 
toll plazas were reconstructed to eliminate 
the right-hand booths. A later study (14) 
indicated that this change reduced delays. 

Utilizing the data on average delay per 
vehicle and probable maximum backup, 
which can be predicted for a given volume, 
a method for determining optimum level of 
service based on the principle of diminish­
ing returns was established. Edie stated: 

2 
Q) 

..?. 

... 
::J 
0 
:c 
... 
Q) 
Q. 

1200 

1000 

800 

60 0 

.g 400 -IC ... 
I-

200 

0 

/ 
/ 

/ 
/ 

/ 

2 
.! 2400 

0 

L is Toll Booth on Driver's 
Left 

R Is Toll Booth on 
Driver's Right 

~ 600[~~~~~~~~~~~~~2~L~j .= IL 

0 
0 4 8 12 16 20 24 

Average Delay per Vehicle (sec) 

Figure 3.50. Average delay for various volumes and toll 

booth combinations. 

"The cost is characterized by delay and the 
return by traffic. The point where return 
starts diminishing in relation to the cost is 
that of minimum curvature of the curves. 
Above this point the increases in traffic 
volume attained for each increment of in­
crease of delay becomes smaller and smaller, 
approaching zero as the delay approaches 
infinity." The average delay chosen for the 
Port Authority's facilities was 11 sec. This 
average waiting delay will naturally vary 
with each facility. 

After establishing the two criteria of 
average delay and maximum backup (both 
can be predicted when the traffic volume is 
known), optimum scheduling of toll station 

_,,,.....-

~/ 
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Mean Values of Maximum Backup (veh) 
Figure 3.51. Mean values of maximum queue for three left-hand toll booths. 
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Figure 3.52 . Trajectories of cars passing through a series 
of traffic lights (heavy bars represent red phases). 

operation was accomplished. This method 
of scheduling by the Port of New York 
Authority proved to be highly satisfactory. 

Newell (55, 52) studied the flow of high­
way traffic through a series of synchronized 
traffic signals, limiting his attention to the 
case where the motion of individual vehicles 
is independent of that of other vehicles, a 
situation prevailing only at low densities on 
wide roads. It was assumed that each 
vehicle has a desired speed that is main­
tained at all times except in the vicinity 
of a traffic signal. He simplified the trajec­
tory of the vehicles and introduced a con­
stant effective red period longer than the 
actual red period to account for necessary 
decelerations and accelerations in the vicin­
ity of the intersection. It was indicated 
that these assumptions might be satisfac­
tory for a flow as large as three vehicles 
stopped per cycle. 

Figure 3.52 shows the trajectories of 
several vehicles passing through a sequence 
of traffic signals at various velocities. 
Newell limited his consideration to equally­
spaced signals and a constant signal offset. 
With these assumptions vehicles traveling 
at different velocities will be stopped every 
block, second block, etc., depending on their 
speed. The most important relationship is 
the fraction of a cycle by which the arrival 
time of a vehicle with velocity u changes 
from one signal to the next, measured in 
relation to the signal offset a, and is 

(3.121) 

in which 

Z = the fraction of the cycle change ; 
C = the cycle length ; 
D = the distance between signals; and 
a = the signal offset. 

If the distance between signals is small 
(on the order of a city block) and if vehicle 
speeds are normally distributed, Newell con­
cluded that the offset should be selected so 
that there is a probability p that the veloc­
ity of a vehicle is less than the usual value 
DI B, where p is the fraction of the cycle 
which is green. 

3.6.5 Parking 

Queueing theory analysis can also be ap­
plied to a limited number of parking prob­
lems if the arrival, departure and queue 
discipline processes can be described mathe­
matically. Those characteristics of queue­
ing analysis dealing with length of queue 
and waiting times are not too meaningful 
because potential parkers usually leave and 
seek another location rather than wait in 
line when the parking facility (lot or curb­
side) is full. However, the fraction of time 
that the facility is full can be meaningful 
and useful in the planning of parking facili­
ties and their operation. 

Kometani and Kato (42) and Haight and 
Jacobson (25) indicated that for several 
curb and off-street facilities for shoppers 
which they studied, an assumption of ran­
dom arrivals and departures fitted the ob­
served parking behavior. For this same 
type of parking, Feller (15) has shown that 
the probability of K vehicles being parked 
in an infinitely large facility is given by the 
Poisson distribution : 

(Kp)K 
P(K Ip) = e-Kp -- (3.122) 

K! 

However, if the lot has only N spaces, the 
fraction of parkers who will form a queue 
or be turned away is determined by the 
fraction of time that the parking facility 
is full. 

If p is the average occupancy of the facil­
ity expressed as a fraction and N is the 
number of parking spaces in the facility, 
the probability of being full (or the frac­
tion of time that the facility is full) is 
given by 
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P(N Ip) 
PL (NI p) = _N _ _ _ _ 

~ PUlr) 
j = 0 

(Np)2 (Np)a (Np)n 
1 +Np+--+--+ ... +--

2! 3! N! 

(3.123) 

The fraction of occupancy, p, is also equal 
A.E (t) 

to --, ,\ being the number of vehicles 
N 

arriving per hour and E ( t) the average 
parking duration. 

PL (N I p), the fraction of parkers lost, 
is called "Erlang's loss formula," in honor 
of the Danish queueing pioneer, and has 
been used in the telephone industry for 
many years. 

Figure 3.53 shows the fraction of parkers 
turned away from parking facilities with 
space capacities of 10, 20, 60, and 100 stalls 
for various fractions of occupancy, p. 
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