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Introduction 

This special workshop on aviation forecasting methodology was held at TRB Headquarters in Washington, D.C. 
on April 4 and 5, 1989. It was sponsored by the Federal Aviation Administration (FAA) and organized by the 
Transportation Research Board. 

The purpose of the workshop was to examine techniques and practices currently used by the Federal Aviation 
Administration and other aviation forecasters and to explore other methodological approaches. The workshop 
focused on the forecasting process and ways to improve the reliability and utility of forecasting results. 

The workshop consisted of three sessions. Session I dealt with present methodologies used by the FAA and the 
aviation industry. Session II considered other types of forecasting and sought to identify trends and factors that 
could have important effects on the future development of aviation. Session III was devoted to a discussion of 
major issues and problems in forecasting, followed by a summary and conclusions. 

Participation in the workshop was by invitation to those specialists who are eminent in the field of forecasting 
and who could contribute to advancing the understanding of techniques that could be applied to aviation. To 
achieve a suitable balance, invitations were extended to domestic and foreign airline representatives (5), aircraft 
manufacturers both domestic and foreign (5), airport operators (2), governmental and private sector specialists 
in non-aviation fields (7), academic and aviation consultant specialists (7), and FAA forecasting specialists (7). 
A list of the participants will be found at the end of this Circular. 

Special recognition goes to Mr. John M Rodgers, Director, Office of Aviation Policy and Plans, FAA, and to 
Eugene S. Mercer, Manager, Forecast Branch, FAA for their foresight and initiative in sponsoring the workshop; 
also to David Raphael (DHL Airways), Richard Mudge (Apogee Research), William Nesbit (Aviation Consulting 
Services), and Nawal Taneja (Ohio State University) for competently presiding over the various sessions. 
Particular appreciation is expressed for those who made presentations; and a special thanks goes to all those who 
participated and contributed to the discussions and results of the workshop. 

TRB staff members Larry L. Jenney and Thomas Burnard, aviation specialists, coordinated the Workshop and 
Marcela Deolalikar and Lavinia H. Payson provided secretarial and administrative support. 
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EXECUTIVE SUMMARY 

Present Methodologies 

The Workshop reviewed forecasting methodologies 
presently used by the Federal Aviation 
Administration (FAA) and a sample of others 
used in various parts of the aviation industry 
(TWA, Boeing, Airbus Industrie, and the Port 
Authority of New York and New Jersey). Three 
themes ran through the discussion. 

I. Financial objectives and competitive concerns 
are leading the industry to give greater attention 
to short-term forecasting methods. This is 
particularly true of airlines, but airports also are 
shortening their forecast horizons. 

2. Throughout the industry there is a continuing 
shift to simpler forecasting models with fewer 
variables and requiring less detailed input data. 

3. Greater use is being made of approaches that 
depend less on mathematical modeling and give 
more emphasis to scenarios, judgment, and market 
segmentation. Scenarios are used to test key 
assumptions and to explore contingencies. 
Judgment and "reason" have always played some 
part in forecasting, but they are becoming more 
important as subjective tests of the realism of 
forecast outcomes. There is growing recognition 
that airline management strategies are important 
forces shaping future aviation development. 

Other Perspectives 

Megatrends - monitoring local and regional 
media coverage of economic, social, political, and 
technological changes and placing them in a larger 
societal context - are developed through a 
technique called "thematic content analysis". This 
involves analysis and classification of items in 
newspapers, popular magazines, and other 
periodicals and of radio and television news and 
commentary to identify events and behavior 
patterns suggestive of trends. Two emerging 
trends expected to have strong influence on 
commercial aviation in the 1990s are a) consumer 
protection (in terms of safety, security, and 
"fairness" in pricing) and b) greater public 
emphasis on convenience and reduced time in 
making travel arrangements, obtaining tickets, and 
gaining access to aviation services. 

Demographics-population characteristics and the 
spatial distribution of people and jobs -- are 
particularly important in projecting aviation 

demand. The past three decades have seen steady 
movement of the population from the Frostbelt to 
the Sunbelt. Along with this, the sources of 
immigration have shifted from Europe to Asia 
and Latin America. Most of these newcomers 
have also settled in the South and West. During 
this same period the U.S. economy has been 
undergoing a transition from materials processing 
and goods production to information processing 
and service-oriented industries. The U.S. 
population is aging, and persons 65 years of age 
and older are expected to make up more than 20 
percent of the population by early in the next 
century. These demographic and economic forces 
will change the level, character, and distribution 
of future air travel demand. 

The economic effects of airline deregulation were 
also explored. The combined benefits of 
deregulation to travelers and airlines are estimated 
to be about $15 billion in 1989 dollars, with 
benefits to travelers making up about two-thirds 
of the total. The six largest airline mergers that 
took place since deregulation produced a net 
benefit to travelers of about $67 million annually. 
Another study showed that imposition of 
congestion-based landing fees at four airports 
(Washington National, Denver Stapleton, Chicago 
O'Hare, and New York LaGuardia) would reduce 
delays and produce a benefit of $11.5 billion for 
these airports but raise fares for airline passengers 
by $7.7 billion. 

Environmental issues, chiefly global warming, 
were examined from the standpoint of how 
transportation contributes to the greenhouse effect 
and how aviation might be adversely affected. 
The predicted rise in ocean levels as a result of 
global warming could threaten coastal airports on 
low, filled-in land - for example, Boston Logan, 
New York LaGuardia, and San Francisco. A 
related concern is future energy supply. The 
United States and Canada account for about 30 
percent of world oil demand, but they have only 
4 percent of petroleum reserves. OPEC, with 
about two-thirds of the world's reserves, is 
expected to reassert control over prices sometime 
in the 1990s. Unless the United States takes steps 
to control its energy appetite and to develop new 
energy alternatives, the fuel costs of aviation (and 
all other forms of transportation) can be expected 
to rise sharply in the coming decade. 

New technologies in aviation will include 
improved air traffic control and navigation aids 
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and advanced aircraft technology. In subsonic 
aircraft, advanced turboprop engines, improved 
control of laminar flow, high-aspect wing designs, 
and flight control systems using power-by-wire 
technology will be developed. Tiltrotor 
development is being pursued for short-haul 
commuter service. Supersonic aircraft that could 
economically carry up to 300 passengers on routes 
of 5,000 to 6,500 nautical miles at speeds of Mach 
2.4 to 5.0 are being studied. Estimated costs are in 
excess of $200 million per aircraft, assuming a 
fleet of 500 aircraft. 

Discussion 

Workshop participants identified three major 
factors that will determine the demand for air 
travel: a) population growth, b) income and the 
cost of air travel, and c) quality of service. 
Present FAA forecast methodology takes the first 
two factors into account, but it does not expressly 
consider the third. Some observers felt that, 
because of the importance that the public attaches 
to the qualitative aspects of service, this variable 
should be factored into future forecasts. 

The issue of forecast accuracy was also discussed. 
In general, participants felt that excessive 
optimism (high forecasts) leads to more serious 
consequences than excessive conservatism (low 
forecasts). The chief dangers of high forecasts are 
premature investment and overbuilding. 

Forecasting, though always difficult, is 
particularly complicated at this time. The market 
today contains mixed signals about the future. 
Some segments of travel demand seem to be 
maturing or even declining. Others show signs of 
continuing robust growth. It was noted that 
overall domestic air travel showed almost no 
increase from 1987 to 1988 and that airlines lost 
market share (albeit slight) to passenger rail and 
the private auto in 1988. 

Present airline marketing activity appears to 
concentrate on gaining market share among 
frequent business travelers. Some participants 
thought this segment of the market might be 
maturing and that future air travel growth may 
depend on marketing efforts directed toward 
other segments, such as recreational travel by 
those of retirement age or international travel by 
recent immigrants returning to their country of 
origin to visit family and friends. 

While there was agreement that the underlying, 
long-term trends discussed under "other 
perspectives" should be folded into the forecasting 

process, their importance depends to a large degree 
on the forecast horizon. One-year forecasts, such 
as those used by many airlines, are unlikely to be 
influenced by these trends in any significant way. 
Five- or ten-year forecasts represent a middle 
ground where changes in economic structure, 
demographic shifts, and social trends begin to 
show their effect on travel demand. For strategic 
forecasts -- those of 20 years or more made to 
foresee long-range investments in infrastructure or 
applications of new technology -- these forces 
must be considered in a systematic way since they 
may be more important than purely 
mac.roeconomic indices of national growth and 
well-being. 

Conclusions 

1. The present FAA forecast procedure appears to 
produce results that are satisfactory for the 
purposes intended -- anticipation of workload and 
facilities requirements ten years ahead. 

2. While past FAA forecasts, particularly in the 
years since airline deregulation, have 
underestimated traffic growth, inaccurate 
forecasting is not a primary cause of the present 
shortage of capacity in the air transport system. 
The chief reasons are lack of funding and 
inability to achieve consensus on the need and 
timing for airport and air traffic control system 
expansion. 

3. The FAA forecasting process can be used for 
a wider range of purposes than it is now -- for 
example, exploring contingencies, alternative 
scenarios, and prospective policies and programs. 

4. For longer-term forecasts, FAA may wish to 
consider a) expanded use of demographic and 
employment data, b) use of megatrends to assess 
the role of aviation in a more comprehensive view 
of society, and c) predictions of fossil fuel supply 
and demand. 

5. For its short-term models FAA may wish to 
explore ways to utilize variables such as airline 
yield, price, unit costs, and market segmentation. 

6. There is a need for broader and better data on 
market developments and travel behavior. 

7. In developing its forecasts FAA may wish to 
expand its program to obtain a broad consensus 
on critical assumptions from a cross-section of 
industry representatives (airlines, other airspace 
users, aircraft manufacturers, and airports). 
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PART I PRESENT AVIATION FORECASTING METHODOLOGIES 

Methodologies: 

SUMMARY 

David E. Raphael 
DHL Airways 

Federal Aviation Admfoistration. Christopher 
J. Mayer, FAA, reviewed current FAA 
forecasting methodology and relevant literature 
and presented an analysis of the biases and 
omissions in many commonly used forecasting 
methods. He offered alternatives to the basic 
forecasting equation presently used by FAA and 
recommended that future research be directed 
toward improved understanding of the structure 
of fares and the role of traffic concentration at 
major hub airports. He also advocated less use of 
"intuition" in the forecasting process. His 
remarks were well received both in terms of his 
quantitative discipline in analyzing methods and 
his insights into the evolving aviation industry. 
Mayer stated that using pre-deregulation data in 
current forecasting methods could produce 
under-forecasts of demand, which has been a 
problem in recent FAA forecasts. 

Airline. Paul Biederman, TWA, drew upon his 
experience in commercial aviation and airline 
revenue forecasting at TWA. He described the 
realistic process used at TWA which " ... includes a 
large dose of judgment and number massaging 
to any econometric output before a forecast is 
formalized." The accuracy of revenue forecasts 
for the past two years in both domestic and 
North Atlantic sectors attests to the utility of a 
process that uses both judgment and analytical 
methods. Biederman described the TWA process 
that begins with cost factors, traffic mix, and 
yield and results in estimates of TWA market 
share and forecasts of passenger miles and 
revenue. These are used directly at the 
corporate level for financial planning as well as 
for staffing decisions and sales goals. 

Aircraft Manufacturer (U.S.). Jack Howard, 
Boeing, presented the key steps used in 
preparing Boeing's market forecasts which start 
with economic conditions on a global basis and 
end up with product forecast by type of 
aircraft, capacity needs, and available lift. 
Howard stated that it was important (a) to be 
explicit in the identification of key assumptions, 

(b) to use variations of judgmental assumptions 
to test their sensitivity, (c) to assess constraints, 
such as airport congestion, that affect demand, 
(d) to consider the financial health of the 
airlines and the manufacturing industry, and (e) 
to be as realistic as possible knowing that to err 
on the side of excessive conservatism or on the 
side of excessive optimism presents equal 
dangers. The long-term nature of Boeing's 
forecasts (15 to 20 years) and the significant 
investments necessary to support new aircraft 
warrant careful review by many managers 
within the firm. 

Aircraft Manufacture (European). Didier 
Lenormand, Airbus Industries, presented the 
results of a recent study, "Short and Medium 
Term Requirement for Jet Aircraft in North 
America". Lenormand described the Airbus 
forecasting process which includes (a) factors 
affecting the pattern of aircraft orders, (b) 
elasticity of demand, (c) airline planning factors, 
and (d) the factors influencing orders for new 
aircraft. He described the Airbus "base case" 
approach, which included likely cycles of the 
economy and fuel prices through 2003. 
Lenormand also discussed an increased 
congestion scenario which, if it becomes reality, 
would result in U.S. flights constrained at no 
more than 60 percent above current levels. 
Scenarios are used within Airbus to test the 
sensitivity of key factors or barriers, such as 
congestion, and to obtain a better understanding 
of industry dynamics. 

Airport Operator. Alice Herman and Johannes 
G. Augustinus discussed forecasting 
methodology at the Port Authority of New York 
and New Jersey. Herman indicated that 
forecasts are prepared to meet two pragmatic 
objectives: financial planning and facility 
planning. The substantial modernization under 
way at the three major New York - New Jersey 
area airports attests to the need for accuracy 
and realism in forecasts of airport revenue, 
costs, and capital programs. She also noted th.at 
both airside and landside planning depend on 
aviation activity forecasts. The Port Authority 
uses a blend of econometric and demographic 
approaches. Alternative scenarios have also 
been helpful in understanding the influence of 
key assumptions more clearly. Herman 
discussed new hubbing forecast methods as well 
as several new short-term forecasting approaches 
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under study. The Port Authority is required to 
make long term forecasts to the year 2050. 

Discussion 

Three themes ran through the discussion of 
present methodologies. 

l. Financial objectives are driving the industry 
to spend considerable effort on short-term 
forecasts and methods. 

o Paul Biederman stated that 95 percent of his 
forecasting efforts were oriented toward the 
short term, since much of his revenue and cost 
projections went into profit and loss statements 
issued monthly. 

o Alice Herman pointed out that large capital 
expenditures at the Port Authority had 
increased the need for accuracy in short-term 
forecasts. 

o David Raphael stated that most OHL 
forecasting is focused on producing annual 
budgets and monthly marketing financial 
targets. 

o Ed Greenslet cited airline management need 
to produce near-term profits as a factor in 
focusing on the short run. 

o Several participants felt that conservative 
forecasts had become popular in the aviation 
industry in the past four years, due in part to 
the near-term orientation of aviation managers. 

2. There is a continuing shift to less 
sophisticated forecasting models and approaches. 

o Christopher Mayer recommended the use of 
one to three equations in modelling, and warned 
against the use of simultaneously solved 
equations due to biases that arise. 

o Jack Howard stated that air traveler income 
and airline yield variables have proven useful in 
making traffic forecasts that, in turn, serve as 
the basis of projections of the new and 
replacement aircraft markets. 

o Alice Herman said that they used a single 
equation forecast for each of several key trends 
such as revenue passenger miles per capita, 
regional share of domestic enplanements, and 
New York region domestic traffic forecasts. 

o Marilyn Block, from the Naisbitt Group, 
cited the use of simple extrapolation in assessing 
new trends driven by consumer needs and 
concerns (See Part II). 

o James MacKenzie, from the World 
Resources Institute described their 
environmental forecasts as straightforward 
extrapolations. 

3. The use of scenarios, judgment, and market 
segmentation analysis can help deal with the 
considerable uncertainties of aviation 
forecasting. 

o Jack Howard discussed the use of scenarios 
at Boeing to test key assumptions. Paul 
Biederman uses scenarios to assess the impact of 
economic conditions and competition. Didier 
Lenormand applies scenarios at Airbus to assess 
potential barriers to growth. John Fischer stated 
that he uses scenarios to assess "what if" 
questions at the Congressional Research Service. 
Gerry Pronk applies market scenMios at Fokker. 
Richard Mudge described the use of decision 
analysis techniques under conditions of 
uncertainty. David Raphael uses financial 
scenarios at OHL to assess the viability of new 
express cargo services. 

o Judgment continues to play an important 
role in aviation forecasting, both in establishing 
reasonable input assumptions and in interpreting 
or adjusting forecast results. Adam Pilarski of 
Douglas Aircraft cited the use of judgment in 
developing economic and traffic forecasts for 
specific regions. Bruce McClelland of British 
Aerospace and Louis Gialloreto of Air Canada 
apply both "reason" and judgment, which they 
consider especially important in forecasting 
international activities. Bill Nesbit also noted 
the use of judgment in his aviation consulting 
practice, as does Paul Biederman in his revenue 
forecasts. 

o Market segmentation and a.irline strategies 
were seen as new important directions that 
forecasting methods might usefully employ. 
Nawal Taneja called for the use of regional 
analysis to improve forecasting accuracy. Bill 
Nesbit and Christopher Mayer both 
recommended additional attention to 
understanding the structure of pricing and the 
effects of hubbing. Louis Gialloreto discussed 
the importance of understanding the effects of 
economic and business cycles. 



FEDERAL AVIATION ADMINISTRATION 
METHODOLOGY 

Christopher J. Mayer 
Federal Aviation Administration 

Introduction 

The Airline Deregulation Act of 1978 
substantially changed an industry that was 
regulated in almost all phases of operation for 
over fifty years. Much public discussion has 
centered on whether deregulation has lived up to 
the promises of its early pro1xments. Discount 
fares have spurred many more first-time fliers 
and made flights much more accessible for leisure 
travel. Nori-restricted fares, however, have gone 
through the roof as airlines used their computer 
reservations systems and travel restrictions to 
segment the market for air travel. Real yield, 
defined as revenue per passenger mile, has 
actually increased since 1978. Some economists 
have suggested that increasing concentration at 
major airports, caused by the hub-and-spoke 
system and recent mergers, presents a formidable 
barrier to entry and will result in still higher fares. 
Early proponents and current advocates disagree, 
saying that airline markets are contestable 
( competitive). 

This paper focuses on structural changes since 
deregulation, particularly on shifts in aggregate 
supply and demand and new fare structures. The 
research began when I was employed by the 
Federal Aviation Administration (FAA) to 
evaluate their forecasting process, which had come 
under significant political criticism due to its 
consistent underestimation of traffic growth. 
Although there was little evidence that political 
factors biased FAA forecasts, I found the FAA 
process had some structural problems. Also, FAA 
forecasters were relying less on their econometric 
model and more on "judgment" and "intuition" to 
produce their projections. They argued that the 
large fluctuation in air travel and fares made it 
difficult, or even impossible, to specify a 
structural or forecasting model for air travel. 

The goal of this paper is to quantify a forecasting 
model for the airline industry. In addition, I will 
attempt to illustrate what demand "would have 
been" had deregulation never occurred in order to 
understand better the changes since 1978. Given 
the forecasting applications of this work, I will 
utilize macro/aggregate data. As noted later, these 
are not the best data to use for drawing 
conclusions about specific aspects of pricing. 
However, a model using city-pair data to create a 
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"bottoms-up" forecast would be extremely 
complicated and less reliable. 

Deregulation Hits tbe Airline Industry 

From its infancy, the airline industry was heavily 
regulated. During the 1920s and 1930s passenger 
traffic was marginally profitable and was 
sustained mostly through large air mail and 
passenger subsidies. The Kelly Act of 1925, and 
subsequent legislation, gave the Postmaster 
General control of routes and effectively limited 
competition. (The "Big Four" airlines--United, 
American, TWA and Eastern- received nearly 94 
percent of the airmail contract money.1) In 1938 
Congress passed the Civil Aeronautics Act, 
creating a new regulatory authority for aviation 
and freezing the industry structure as it was at 
that time. 

This new regulatory authority, reorganized as the 
Civil Aeronautics Board (CAB) in 1940, had the 
authority to: 

I. control entry into the industry, 

2. control entry and exit on specific routes, 

3. regulate fares and control subsidies to 
airlines, 

4. approve mergers and intercarrier 
agreements, and 

5. investigate deceptive trade practices and 
"unfair" competition.2 

In using these powers, the CAB was to maintain 
the (possibly contradictory) goals of promoting 
adequate and efficient service by airlines at 
reasonable fares and fostering competition 
necessary for sound development. 

During the forty years between the Civil 
Aeronautics Act and deregulation, the CAB 
maintained a tight grasp on the industry. 
Although the Board created a new class of airlines 
for local service, no new trunk carriers were 
approved. Of the original sixteen trunks, only 
eleven remained as of 1978, and the "Big Four" 
were still the same. Subsidies for trunks were 
completely eliminated by the late 1950s, although 
commuters continued to receive them. 

Fares also retained their original structure, mostly 
varying by distance rather than by cost of 
providing service. With the introduction of 
long-range propeller aircraft in the late 1940s and 
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1950s and jet airplanes in the 1960s the relative 
cost of long-haul service fell substantially. Rates 
were reduced to reflect lower average costs, but 
fare formulas retained the same form, not 
reflecting differences in the marginal cost of 
service on different routes. By the 1970s 
passengers on long-distance flights were 
substantially subsidizing those on short-haul routes 
and denser markets were subsidizing thinner ones. 
Any deviations from these posted fares needed 
CAB approval and were of ten contested by other 
airlines. These lengthy and expensive procedures 
discouraged air lin~s from offering any su bstan ti ve 
fare discounts. 

Route entry was similarly discouraged. Obtaining 
the "Certificate of Public Convenience and 
Necessity" that was required to begin serving a 
city pair was very difficult. Carriers needed to 
show that entry would not harm any existing 
airlines and would be profitable. Other airlines 
would of ten contest these hearings, with many 
cases drawn out for years before any decision was 
reached. In practice, very few new certificates 
were approved. 

The Board also restricted the type of routes an 
airline could serve and the aircraft it could 
operate. Only trunks could operate all types of 
aircraft and receive approval for any market. 
Local carriers used narrow jets and propeller 
airplanes and were allowed to serve only regional 
markets. Commuters could serve any markets, but 
only with airplanes under 20 seats (30 seats after 
1972 and 60 seats after deregulation) while 
intrastate carriers were restricted to service within 
a given state. 

Despite (or because of) this strict regulation, 
airlines were never particularly profitable. On 
lucrative markets they competed away profits 
with higher service levels, including increased 
capacity and flight frequency and better on-board 
service. The CAB of ten blocked exit from less 
profitable routes. To discourage competition, the 
CAB would disallow recovery of expenses relating 
to price or service wars. (In recessions, this strict 
regulation prevented airlines from changing prices 
to cover their costs.) In a growing economy when 
industry profits declined, the CAB intervened by 
giving airlines antitrust immunity to meet and 
agree on capacity reductions. This became a 
vicious circle; regulation led to further service 
competition causing reduced profitability and 
calls for stricter regulation. Even with capacity 
restrictions (in the form of minimum load factor 
requirements) and stringent fare regulation, the 
industry's financial condition remained poor. 

By the mid 1970s, high fares and inefficient 
service levels caused increasing numbers of 
economists and politicians to call for (economic) 
deregulation of airlines. Observations of the 
unregulated California and Texas interstate 
markets, with fares 50 percent lower than those of 
national trunks on comparable routes, helped fuel 
the discussion. The (Senator Edward) Kennedy 
Oversight Hearings of 1975 began the official 
process toward deregulating the airline industry. 

The CAB also started moving in this direction. In 
1976, under Chairman Robson, it relaxed charter 
restrictions and approved some limited discount 
fares. Alfred Kahn continued this process during 
his tenure as chairman, allowing further fare 
reform and more liberal route access. By 1978 
fares were falling for the first time since 1966 (in 
real terms), and airline operating profits were at 
their highest level since the mid-1960s3. Given 
these conditions, Congress easily passed the Airline 
Deregulation Act of 1978. 

The Act provided for a slow elimination of the 
CAB's authority, with the Board ceasing all 
operations by January 1, 1985, and transferring its 
remaining authority to the Department of 
Transportation. Entry and exit regulations and 
route restrictions were to be slowly eliminated (the 
latter by January l, 1982), opening the market for 
increased competition. Subsidies for service to 
small communities were assured under the 
Essential Air Service Program, but other subsidies 
were to be phased out over a six-year period. 

Although the CAB would be around another six 
years, its own policy changes quickly reduced its 
role in the industry faster than even Congress had 
anticipated. Within a year after deregulation, 
carriers were able to enter almost any market. In 
the eighteen months following the Act, city-pair 
authorizations increased from 24,000 to over 
106,0004. 

Initially carriers rapidly expanded into new 
markets, often without a strategy toward their 
overall route structure. As time passed, airlines 
began to consolidate their operations, forming 
hubs at major airports. For instance, in 1978 68 
percent of all trips were taken on a single 
airplane. By the beginning of 1982 this figure had 
reached a high of 73 percent, but then it fell 
steadily, with single-plane service comprising onl¥ 
about 65 percent of all trips at the end of 1987 . 
Most of these connections are on the same airline, 
or a "code-sharing" partner operating in 
conjunction with the other carrier. (The "code­
sharing" agreements are contracts whereby one 



carrrier's flights, usually commuter, are listed 
under the code of a larger, major airline. The two 
airlines act as one for marketing and operating 
purposes.) Carlton, Landes and Posner6 show that 
consumers greatly pref er single-carrier 
connections. Although hubbing had begun on a 
small scale before 1978, deregulation allowed 
airlines to take full advantage of its revenue 
efficiencies including higher load factors and 
more frequent service between hubs and other 
cities. 

New entrants also began to flood the market. By 
September, 1981, there were ten new airlines at 
the national level and many more commuters. In 
subsequent years dozens of new carriers would 
enter (and exit) the market, leaving the industry 
in a constant state of flux. Most of these new­
entrants and former intrastate airlines, such as 
Southwest, PEOPLExpress, Air Florida and World, 
had significantly lower cost structures than the 
incumbents, often by 50 percent or more. (This 
included both direct operating costs as well as 
capital expenses.) The new carriers were mostly 
non-union, paid significantly lower wages, and 
demanded more work. They flew older airplanes 
and used them much more frequently than 
incumbents. Savings were also gained by service 
cutbacks, such as cutting ticket off ices and 
eliminating food or snacks on many flights. 

Competitive pressure resulted in sharp fare wars. 
This had started before deregulation when, in 
1977, the CAB approved limited 30-day advance 
purchase discounts on some trans-continental 
flights. By 1978, the Board had reformed its fare 
policies, allowing airlines freedom to set fares in 
a "suspend-free" zone ranging from 10 percent 
above approved coach fares to 70 percent below. 
This policy led to immediate discounting as 
carriers attempted to fill previously unused seats. 
Although industry profitability initially jumped, 
the oil crisis halted this trend. Real fuel prices 
almost doubled in 1979, and fares could not keep 
pace. The upper fare region became a binding 
constraint as the CAB was too slow to raise coach 
fares. This inherent regulatory lag led the Board 
to expand its zone of flexibility in May, 1980. 

Since that time, CAB fare regulation has ceased to 
be a factor. Real fares fell during the early 1980s 
(and have remained low until recently) as intense 
competition led to fare wars and increased 
discounting. The structure of fares also changed. 
Many new entrants offered uniformly low coach 
fares. Incumbents responded with increasingly 
complex fare structures that attempted to discount 
fares for price sensitive customers while keeping 
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high regular coach fares for business travelers. As 
a further lure for these valued customers, they set 
up Frequent Flyers Programs that gave away free 
travel based on mileage flown. These perks, along 
with the new entrants' reputation for poor service, 
helped the major carriers keep the business 
travelers. (An Air Transport Association survey 
showed that in 1979 3 percent of all fliers took 36 
percent of all tripl) 

Attracting frequent flyers allowed the incumbent 
carriers to survive, even with their high costs. 
Discount fares became more prevalent in the 
1980s, but full coach fares rose sharply despite the 
competition. [ATA figures show that in 1980 48 
percent of all passenger miles on major carriers 
were discounted, at an average of 43 percent 
below the full fare. By 1987 91 percent of the 
passenger miles were flown at an average discount 
of 62 percent~] (Figu re 1) Requirements such as 
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FIGURE 1. Real Yield, By Fare Type 
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advance purchase, Saturday night stay and limited 
refunds allowed airlines to price discriminate in a 
fashion matched by few other industries. Unable 
to attract lucrative business travelers that made up 
half of all passengers, most new entrants went 
bankrupt or merged with an established carrier. 
Between 1979 and 1987 the industry had 84 
mergers or failures. The major airlines 
commanded 93 percent of all revenue passenger 
miles (RPM) in 1987, higher than even 1978 when 
they had 91 percent of industry RPM 
USAir/Piedmont was the only new carrier in that 
group, but both its components were successful 
regional airlines before deregulation.9 

Recent mergers have further strengthened the 
remaining major carriers. In 1986 and 1987 there 
were many large transactions, including Texas 
Air's purchase of Eastern Airlines and 
PEOPLExpress (it already owned NY Air and 
Continental), United's purchase of Pan Am's 
Pacific routes and mergers between US 
Air /PSA/Piedmont, Republic/Northwest, 
TWA/Ozark, Delta/Western and American/ Air 
Cal. These combinations resulted in an industry 
with a few mega-carriers and little room for new 
entrants. Rubbing further strengthened the 
airlines' market power by giving each carrier 
control of its own hubs. For example, TWA has a 
market share over 75 percent at its hub in St. 
Louis, while Northwest similarly controls its hubs 
in Memphis, Detroit and Minneapolis. Such 
domination by one or two airlines has become 
common at most major airports. In contesting the 
US Air /Piedmont merger, America West suggested 
that, 

'There is...consistent evidence that a market 
share above 30 percent at an airport without 
government imposed capacity constraints will be 
associated with higher fares than those charged 
on routes including only airports at which the 
airline is a small p/ayer."10 

Circumstantial evidence supports these 
conclusions--yields have risen significantly in 1987 
and 1988 as airline concentration has increased. 

Evaluating FAA Forecasts 

Given this turbulent past, it would seem quite 
difficult to forecast industry traffic growth. The 
current FAA forecasting model utilizes 
econometrics as well as intuition to forecast 
various "workload measures". These workload 
measures, such as instrument operations at 
towered airports and aircraft-handled at Air 
Route Traffic Control Centers (AR:rccs), are the 

bottom-line requirement of the FAA. In addition, 
secondary measures such as load factors, RPM, 
enplanements, and yields are calculated and 
published as inputs in the process. Although the 
FAA forecasts look at many other sectors 
including commuter, general aviation, and 
military flights, this paper explores only the model 
used to forecast commercial air carrier operations. 
Some of the comments, however, will be 
applicable to other areas of the forecasting 
process. 

In evaluating an econometric model, one must 
recognize that there are four potential sources of 
forecasting error: 

1) Specification Error: This results if all of the 
assumptions implied by econometrics do not 
hold. For example, a particular equation 
might be missing an important variable. A 
researcher might use a logarithmic form when 
a linear specification was actually correct. Or 
the equation's coefficients or structure might 
vary over time (e.g., one would expect the 
price equation to change significantly after 
deregulation, when airlines were free to set 
their own fares). 

2) Conditioning Error: This is a frequent source 
of problems. It occurs when predictions of the 
inputs to the forecasting model are not 
accurate (e.g., an unexpected rise in the price 
of oil, or a sudden recession). 

3) Sampling Error: Even if a model is perfectly 
specified, coefficient estimates will still not be 
exact because they are based upon a finite 
sample of data. The longer the time frame, the 
smaller this error becomes. 

4) Random Error: This is a shock that comes 
exogenously (i.e., is unrelated to any of the 
inputs) and temporarily changes the predicted 
variable. For example, a terrorist attack might 
have a temporary negative effect on demand 
for international flights. 

To correct the first two types of error FAA uses 
a process of consultation with independent outside 
aviation experts to obtain their judgments and 
intuitive sense about potential changes in the air 
travel and airline industry. 



The FAA model (Figure 2) begins with cost and 
efficiency measures that are used to predict 
industry yields. The yield prediction is then 
combined with an estimate of future GNP to 
forecast revenue passenger miles (RPM). RPM is 
converted to enplanements and used with 
predictions about the average load factor, aircraft 
size, and trip length to estimate future operations 
-- both instrument flight rule (IFR) and visual 
flight rule (VFR)--at airport control towers, air 
route traffic control centers (ARTCC), and other 
FAA facilities. 

To help evaluate past performance, Table I lists 
the percentage difference between FAA one-year 
forecasts and actual values of selected statistics. 
The numbers show that forecasts of key traffic 
variables after deregulation have been low. The 
average percentage error on forecasts of total 
operations (not including 1981, the year of the air 
traffic controllers' strike), an important workload 
measure, is -1.9 percent. This error seems to stem, 
at least partially, from mistakes on key inputs. 
High estimates of fuel prices and yields may have 
caused low forecasts of RPM and enplanements. 
It is unclear how to view the role of "intuition" in 
producing this model. For example, the estimates 
of yields were too high, but few analysts expected 
the bitter fare wars that occurred in the mid 
1980s. These figures do suggest, however, that 
there may be some systematic problems in the 
forecasting model that are causing low forecasts. 

The FAA forecasting process, including its level 
of technical detail and reliance on econometrics, 
is probably average for the industry. Aircraft 
manufacturers, such as McDonnell Douglas and 
Boeing, have much larger staffs that use more 
detailed models to forecast world air traffic and 
cargo demand and break it down by region and 
airplane size. Other manufacturers have cut their 
forecasting staffs significantly, instead relying on 
their "intuition" and market knowledge to predict 
demand. 

The airlines have also decreased the size of their 
forecasting departments and are looking at much 
shorter-term forecasts. One forecaster for a major 
airline estimated that he spent 50-60 percent of his 
time producing 30-90 day revenue and traffic 
forecasts and most of the remaining time on 1-2 
year forecasts. He noted that management was 
much less concerned with a longer time frame and 
considered long-range predictions unreliable. Most 
of the airlines still produce "top down" (national) 
forecasts and estimate their share of the market. 
Some carriers, however, are moving more toward 
regional projections that are less reliant upon 
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TABLE I. ACCURACY OF FAA FORECASTS, 
PERCENT DIFFERENCE FROM ACTUAL 

YEAR !FR CP's IFR CP's CF'S 
CARTCC) (To.ER) (TOTAL) 

1976 4.032 3.158 5.376 
1977 0.769 -2.970 -1.020 
1978 1.471 -1.923 0.000 
1979 0.714 0.935 0.000 
1980 3.597 3.774 5.941 
1981 8.462 5.882 0.526 
1982 -7.087 -4.211 -3.333 
1983 -2.256 -3.960 -4.124 
1984 -2.128 -6.195 -7.339 
1985 0.000 -1.695 -0.885 
1986 -3.750 -2.344 -3.252 
1987 -2.924 -4.348 -2.290 

YEAR GNP FUELPR SEATSLAC TRIPLEN 

1982 1.509 * 1.526 0.958 
1983 1.788 * -0.261 -0.546 
1984 -0.627 8.578 1.175 1.516 
1985 1.040 -2.107 2.632 -0.475 
1986 0.728 22.992 0.196 -0.301 
1987 -0.521 20.079 0.460 -1.418 

YEAR YIELD ENPLAN ASH RPM LOADS 

1982 14.416 -6.195 * -5.294 1.541 
1983 9.677 -2. 101 * -2.m -1. 173 
1984 -4.930 -0.223 * 1.304 5.536 
1985 7.673 -3.995 * -4.439 -2.956 
1986 7.692 -5.036 -4.444 -5.299 -0.829 
1987 3.835 -1.904 0.498 -3.292 -3.728 

*-missing or u--p.i>lished 

aggregate econometrics and more useful for city­
pair predictions. 

Some airline forecasters noted the significant 
information advantage they have over FAA in 
forecasting demand. Airlines have access to 
advance bookings that give a better idea of future 
changes. (This allowed airlines to conclude very 
quickly that the stock market crash would not 
significantly reduce air travel.) Computer systems 
will track frequent flyer miles to determine their 
effect on future traffic growth. Finally, and most 
importantly, the forecasters have access to future 
marketing strategies that will help predict areas of 
growth and movements in fares (i.e., they are 
making predictions based upon expected business 
actions that make it more likely that their 
forecasts will be accurate). 
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Potential rmprovements 

One must note that it is easy to conclude that a 
model is missing important elements. Many 
econometricians are tempted to add variables to a 
model because the additional variables will 
increase the R-squared value. (i.e., the explanatory 
power of the regression). New variables, however, 
can create potential problems for forecasting both 
in terms of complexity and accuracy. 

Data Sources. Deregulation caused significant 
changes in the airline industry. Fares were no 
longer regulated, and airlines were free to enter 
and exit any route they wanted, provided there 
were landing slots available at both endpoints. A 
major assumption of econometrics is that the 
structure of an industry remains constant (so that 
the coefficient estimates do not change). It is 
possible to test whether a specific econometric 
relationship remains the same over time. 

For example, look at the demand equation used 
by the FAA to forecast RPM Table 2 lists the 
results of regressing RPM on real yield (RYIELD), 
real GNP (RGNP), both in logs, and on quarterly 
dummy variables, all using quarterly data. The 
first regression runs from the fourth quarter of 
1969 to the end of 1987. The others split that 
sample into two periods at the third quarter of 
1979. It is quite clear that the coefficients change 
significantly during this period. A Chow test 
comparing the first regression with the other two 
clearly rejects (at the I-percent level) the 
hypothesis that the coefficients remain the same. 
This suggests that using pre-deregulation data to 
estimate this equation will result in biased 
coefficients. Changes in GNP and yield have 
much larger numerical effects on RPM after 
deregulation than they had before. (This is 
consistent with the advent of discount fares that 
have made air travel much more accessible to 
those with lower incomes and route structures that 
are more responsive to demand.) 

Log vs. Linear Form. Currently the FAA 
estimates all equations in linear form: 

This form implies that changes in the explanatory 
variables enter additively to the dependent (left­
hand-side) variable. This means that a one unit 
change in x1 will cause y to increase by {3. In the 
first RPM equation in Table 2 this implies that a 
one thousand dollar increase in GNP results in 
18.6 additional RPM (Note: GNP is measured in 
billions, while RPM is denoted in millions.) 

15 

Some suggest that logarithmic form is more 
appropriate: 

log(y)= a+ {3*log(x i + rt'log(xj + €, 

which is equivalent to: y= c*x -f_*xl + € 

Using log form is appropriate if changes enter in 
a multiplicative fashion (i.e., holding elasticity 
constant) fn this case, a one percent change in x 1 
will move y by f3 percent. 

Boeing solves this problem by estimating its 
demand equation using both log and linear form, 
arriving at a final forecast that is a weighted 
average of the forecasts of each equation. There is 
no theoretical reason to support such a system. The 
form that is used should depend on the particular 
variables in the equation and how the forecaster 
expects they will affect the dependent variable. In 
the FAA forecast model there are some equations, 
particularly the RPM model, that might be better 
specified in log form. 

TABLE 2. REGRESSING RPMS ON REAL YIELD 
AND REAL GNP 

VAR 1969:4-1987:4 1969:4- 1979:3 1979:4-1987:4 

COISTANT 2.809 -1.450 -2.010 
( 1.403) (-2.373) (-2.320) 

QTR1 -.006 - .005 -.136 
(-1.057) (-.540) (-1. 767) 

QTR2 .061 .057 .062 
(8.875) 5.287) (7.170) 

QTR3 .100 . 117 .084 
(13.609) (8.845) (10.536) 

RGNP 1.212 1.677 1 .£!£,9 
(4.998) (6. 709) (20.591) 

RYIELO -. 719 -.549 -.893 

RHO 

R2 

(-7.333) (-3.042) (-10.365) 

.987 .m .461 

.995 .984 .992 

Note: All variables are in log form 
Dependeot Variable: Reveroe Passenger Miles (RPM's) 
QTR1, QTR2, QTR3 are quarterly cimny variables 
All equations corrected for 1st order autocorrelation 
using a rrexinun-1 ikel ihood search procedJre, RHO is 
sh°""1 below. t-statistics in parentheses below 
coefficient estirretes 
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Simultaneous Equation Bias. Suppose we look at a 
simple system of two equations as follows: 

1) DEMAND= a+ b*(INCOME) + c*(PRICE) + E1 

2) PRICE= a+ Jl*(COST) + I""(DEMAND) + E2 

Regressions using ordinary least squares (OLS) 
assume that shock e: 1 is normally distributed with 
mean zero and unrelated to DEMAND. In this 
system of equations, however, that is no longer 
true. Let e: 1 be positive. This will result in an 
increase in DEMAND, causing PRICE to rise in 
equation 2. When PRICE rises it has further 
effects on DEMAND. The above scenario suggests 
that the error is related to DEMAND, violating 
one of the key assumptions of OLS. An increase 
in e: 1 will be attributed to PRICE, leaving 
equation I with a biased estimate of c, the PRICE 
coefficient. 

This example is quite likely applicable to the 
forecasting model. Unless one assumes that yields 
are determined strictly by cost variables, it is 
probable that demand affects prices and yields. 
(Note that yields fell significantly during the 1982 
recession, but costs remained much more stable.) 
Since yields also enter in the demand RPM 
equation, a simultaneous-equations bias is 
presumably present. This bias can be corrected 
with a technique called two-stage least squares 
(2SLS). In the above example, 2SLS would use an 
"exogenous" variable, (such as cost), called an 
instrument, outside the demand equation to 
remove the changes in price that are due to shocks 
in e: 1 This leads to consistent estimates of the 
parameters in the demand equation. 

Enplanements vs. RPM Enplanements, not RPM, 
are the final demand input in the FAA operations 
workload equations. A forecast of enplanements is 
obtained by dividing RPM by the (predicted) 
average trip length. This process could be 
simplified by estimating enplanements directly 
using the same equation as RPM Both of these 
statistics are measures of demand. Direct estimates 
of enplanements would reduce one potential 
source of error, while the RPM equation could 
still be used for published predictions. 

Air Traffic Delays. Delays are a particularly 
difficult variable to measure, let alone to use in a 
forecast. For example, the Department of 
Transportation now publishes monthly on-time 
reports for each major airline and fines carriers 
for flights that are consistently late. Airlines have 
responded by increasing published travel times, 
rather than rescheduling flights to less congested 
times or airports. 

It is unclear how to calculate delays. Are they 
based on time beyond the "optimal" travel time for 
a route, or on deviations from the published flight 
schedule? Furthermore there are no reasonable 
time series that document delays. The FAA 
measure of delays only counts flights that are 
more than fifteen minutes late. Its accuracy has 
often been questioned. Air traffic controllers 
report delays, but large delay statistics reflect 
negatively on controller performance. Many in the 
airline industry have suggested that accurate 
delay figures would cause a public outcry 
demanding additional resources to reduce 
congestion. However, industry forecasters do not 
consider delays significant enough to include in 
their forecasts. One forecaster at a major airline 
commented that congestion just causes most 
travelers to allow additional travel time. 

How to Handle the Hub and Spoke System. 
Although the FAA recognizes its significance, the 
forecasting model does not explicitly consider 
hubbing because it affects many variables. 
Increased number of connections cause RPM and 
enplanements to increase, although passengers are 
making the same number of trips. Yields decrease 
because fares are determined by the endpoints of 
a trip rather than routing. Recent experience 
suggests that longer trips, where many airlines 
offer connections, are often less expensive than 
shorter ones on less competitive routes. The price 
differences are not completely explained by lower 
costs per seat mile on longer routes. In fact, 
hubbing allows carriers to use larger airplanes 
with lower costs per seat as well as more frequent 
service. 

Figure 3 plots the percentage of trips taken on 
direct flights since 1976. (i.e., flights such that the 
passenger never leaves the plane from origin to 
destination). Interestingly this figure is upside­
down u-shaped, rather than being strictly 
downward sloping as might be expected. 
Deregulation brought an immediate increase in 
route authorizations as airlines rushed to increase 
their flight schedules. Interline connections, 
common before deregulation, became rare as 
carriers set fares to keep passengers on-line from 
origin to destination. Hubs began to operate 
efficiently around 1983, increasing in size ever 
since. 

Statistics from the Origin and Destination ten­
percent ticket sample might be used to correct 
forecasts for the effects of hubbing, although the 
change in the forecast might be small for a given 
year because hubbing moves very slowly 
compared to other variables. (Note: I recently 
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discovered that the O&D sample suffered possibly 
major flaws in the reporting system for most of 
the period of deregulation. Some airlines never 
reported frequent flyer trips; many airlines made 
mistakes on routing. The routing errors, especially 
those that did not correctly list all connections, 
could seriously bias the data gathered. The extent 

TABLE 3. RPM'S/ENPLANEMENTS AND 
CONNECTING FLIGHTS 

YEAR TOTAL RPM's TOTAL ENPLANEMENTS 
Na.I STCP RPM's TOTAL TRIPS 

1977 1.043 1.36 

197'9 1.042 1.35 

1981 1.041 1.31 

1983 1.042 1.32 

1985 1.045 1.35 

1987 1.045 1.37 
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of the damage will not be known for some time.) 
One useful statistic is the extra RPM or 
enplanements caused by connecting flights (Table 
3). Later these statistics are used for supply 
forecasting and to calculate an average non-stop 
yield that is helpful for demand predictions. The 
estimates might also help plan manpower 
requirements, as hubs place greater strains on air 
traffic controllers by bunching flights during 
certain times. 

Efficiency. There are many possible measures of 
efficiency in the airline industry, including 
Available Ton Miles (A 1M) per aircraft and A TM 
per worker are commonly used. Table 4 lists the 
results of regressing real cost per available seat 
mile (ASM) against these two efficiency measures. 
Not surprisingly, labor efficiency (A TM per 
worker) had a significant negative effect on costs, 
while technological improvements (A TM per 

TABLE 4. - REGRESSING REAL COST 
PERASM 

VARIABLE 

~STANT 

QTR1 

QTR2 

QTR3 

REAL FLU PRICE 

AVG. REAL WAGE 

AVG. STAGE LENGTH 

ATM PER ~KER 

ATM PER AIRCRAFT 

RHO 

R2 

Note: All variables are in log fonn. 
Dependent Variable: Real Cost Per ASM 
PERICD: 1982:1 to 1987:4 

.244 
(.145) 

-.(Xl3 
(- .423) 

-.002 
(-.352) 

-.012 
(-1.893) 

.167 
(6.063) 

.361 
(2.818) 

.051 
C. 194) 

-.495 
(-4.523) 

.016 
(.051) 

.517 

.969 

QTR1, QTR2, QTR3 are q.Jarterly d..mny variables. 
All eq.Jatiom corrected for 1st-order autocorrelation 
usi~ a rraxinun-l ikel ihood search proced.Jre, RHO is shOlol"I 
below. t·statistics are sh°""' in parentheses below 
coefficient estinetes. 
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aircraft) had an insignificant coefficient. This 
isconsistent with industry experiences after 
deregulation, when airlines forced labor to accept 
pay cuts and changes in work rules in response to 
competition from low-wage, non-union entrants. 
below. t-statistics are shown in parentheses below 
coefficient estimates. 

Market and Pricing Power. Most analysts will 
concede that airlines possess some amount of 
market power. In discussing monopoly or oligopoly 
pricing, however, one must first define the 
relevant market. The Department of 
Transportation, in approving the recent mergers, 
has suggested that the airline industry is 
"contestable". (i.e., potential competition by other 
major carriers will serve to limit an airline's 
pricing power, even if the carriers in question do 
not fly a particular route). Other academics and 
industry analysts have questioned these 
conclusions, noting significant barriers to entry 
that seem to limit competition at hubs dominated 
by another carrier. Studies by Levine and others 
have shown that frequent flyer programs, 
computer reservations systems, limited landing 
slots, long-term gate leases, cost efficiencies from 
hubbing, and dominance of local airport 
committees all serve to limit the ability of an 
airline to enter and undercut prices in another 
airline's "turf".11 One study by Borenstein at the 
University of Michigan found that fares increase 
when an airline has a large market share at one of 
the two endpoints.12 A recent Department of 
Justice paper rejected "perfect contestability", 
finding that the degree of market power 
depended on the number of potential competitors, 
as well as the number and size distribution of 
incumbents. 13 

Most of these studies base their conclusions on 
micro (city pair) data, and (or hence) their 
measures of market power are harder to interpret 
in forecasting aggregate data. For example, after 
reading the Borenstein study one might attempt to 
measure market power based on a local 
concentration index at the airport level. Such a 
statistic, called a Herfendahl index, is calculated 
at the airport level and plotted in Figure 4. (Note: 
The Herfendahl index is defined by summing 
the squared market share of each airline at a 
given airport. Airline market shares were 
recalculated to account for mergers and "code­
sharing" agreements. For example, if two airlines 
each have half the enplanements at airport A 
then: 

H= (50)2 + (50)2 = 5,000 

T 
H 
Q 

u 
C 

f1 

" " 0 
s 

If four airlines each have a quarter of the market 
then: 

H= (25)2 + (25)2 + (25)2 + (25)2 = 2500 

The statistic in Figure 4 is created by taking a 
weighted average of Hat each airport, where the 
weight is proportional to the number of 
enplanements at that airport. This statistic 
measures the level of concentration faced by the 
average passenger at his departing airport. A more 
accurate statistic would remove enplanements that 
are used for connecting flights. However, that 
level of detail is not reported in FAA records, 
although it might be possible, if expensive, to 
calculate using O&D data. 

3~ -,-----------------~ 

3 2 / 
3 0 

2 6 
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2 y 

2 2 

1981 1983 1985 19137 

SOURCE FAA AIRPORT TRAFFIC STATISTICS 

FIGURE 4. Airport Level Herfendahl 

This measure, as shown in the next section, does 
not do a very good job of explaining price 
changes. This is because it is controlling for too 
many changes - a problem that makes estimation 
harder with macro rather than city-pair data. For 



example, as airlines get a larger market share at 
the airport level, fares move in two directions. If 
the large market share indicates hubbing, it 
suggests that airlines will be flying more 
passengers using connecting flights with 
competition from other hubs. This results in lower 
yields on these itineraries. However, the local 
domination gained from these passengers allows 
that airline to charge higher fares for point-to-­
point service where they have a high market share 
at an endpoint. Difficulties in accounting for 
market power and separating it from hubbing 
make it difficult to get a good econometric 
estimate of yields. 

Discount Fares Compounding the problem of 
estimating yields is the prevalence of discount 
fares that are now used in some form by over 90 
percent of all travelers. (See Figure I for a 
breakdown of full and discount yields.) One 
might expect discount fares to spur additional 
traffic growth as well as dilute overall yields. This 
is especially true if discount fares are more 
prevalent on connecting flights. One might also 
expect discount fares to be much more responsive 
than full fares, to changes in market power, which 
seem to rise uniformly after deregulation. A 
model could better explain changes in demand 
after deregulation by accounting for changes in 
fare structure. 

A major problem exists, however, in defining a 
discount fare. Full fares, as reported by the Air 
Transport Association (AT A), are currently used 
by a small and decreasing percentage of travelers. 
Discount fares range from those requiring a 
3()-day advance purchase, with a reduction of up 
to 75 percent off full fares, to "discounts" that can 
be obtained at the ticket counter the day of the 
flight. The quantity of discount seats available on 
a given flight varies, depending on expected 
demand, which is determined by future 
reservations. Airlines control the average yield on 
a flight by changing the quantity of various 
discount seats. On a given airplane there might be 
as many as thirty different fares charged to 
coach-class passengers. In this context, the AT A 
discount numbers are not ideal because they do 
not control for quantity. A better way to measure 
discounts, and again a more expensive method, 
would be to use the O&D sample and calculate 
aggregate 20th, 50th and 80th percentile fares. 

Demographic Changes. There are several possible 
types of demographic movements that might 
affect air travel: age, income, or region. Although 
the demand equation accounts for GNP, one 
might hypothesize that the distribution of 
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increases in GNP could matter, as families with 
different incomes have different propensities to 
fly. Regional shifts and age changes might also 
affect travel demand, using the same reasoning. 
These movements, however, are likely to be very 
slow, so they would be most applicable in long­
term forecasts. 

TABLE 5. DEMOGRAPHIC ESTIMATE OF 
ENPLANEMENTS YEAR 2010<1> 

~sr~ per-c~ita ecojected 12[ojected 
!lffilanements DOO.Jlation !lffi lanements 

(1986-7) (thousands) (mill ions) 

18-21 1.604655 15729 25.239 
22-29 1 .849117 31288 57.855 
30-39 3.171652 35312 111.99 
40-49 2.805058 40598 113.87 
50-59 2.454716 40249 98.799 
f:IJ-64 1 .815891 1f:/J23 29.096 
over 64 1 .220244 39195 47.82.7 

ESTIMATED ENPLANEMENTS USING AGE BREAKIXMl 2010 484.695 

per-c~ita projected 
!lffil anements population 

all ages 2.236951 218394 

projected 
erpliraimts 

ESTIMATED ENPLANMENTS USING TOTAL PCP. CHANGES 488.537 

PERCENT DIFFERENCE BY USING AGE BREAKOOM 

This table dem:nstrates that changes in the age 
distribution of the population should have very little 
effect on the 2010 forecast. In the above ex111ple, 
account i ~ for l!DVelllel'lt in the age spread of the 
ptp.Jlation decreases the 2010 forecast by .786 percent, a 
very minor charee for a forecast of more than 20 years. 

The analysis assures that all flights are taken by 
adJI ts 18 years ard older because their is detailed 
dermgraphic data for this gr01..p in the Air Transport 
Association Gal ll.p Pol t. However, the percentage of the 
ptp.Jlation lllder 18 years old is estimated to fat l fran 
the current 26.1 percent to 22.9 percent in 2010. Given 
this fact, ard assuni~ the children fly less than the 
adJl t population, the inpact of chqi~ deloographics 
should be even less then we estimete. 

This analysis is only meant to isolate the effect of 
chqi~ dermgraphics ard does not provide a realistic 
method of forecasti~ traffic. For exaiple, it assures 
that per-capita erf)lanements will renein constant at their 
1986-7 average level. OJr estimetes for 2010 show that 
per-capita erf)lanements could cb.bte as a result of 
increase in real per-capita GNP ard personal incane per­
capita incane. (Note: The ATA Poll in 1987 shows that 
only 30 percent of the adJl t population flew in the last 
12 months. Freq.sit flyers "10 take more than 12 ro.nd 
trips per year accounted for four percent of these fliers, 
but flew almost a third of all trips. Clearly there is 
nuch roan for growth in per-capita flights as fami Ly 
incane rises) 

.1/ Sources: ATA Galll.p Poll, 1986 ard 1987; ard U.S. 
Bureau of the Census. 
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A first look at changes in travel demand due to 
movements in age distribution suggests that this 
is not a serious bias. Table 5, taken from page 12 
of the "FAA Long Range Aviation Projections, Fiscal 
Years 2000-2010", further details these conclusions. 
Table 6 lists the propensity to fly, by region of the 
country. The data imply that it is difficult to use 
demographics explicitly in a forecast. Changes are 
too slow to use in a regression with quarterly data. 

(A time series would be collinear with the 
constant.) Furthermore, forecasting solely on 
demographic changes does not control for other 
variables such as income and price, which are 
likely to have much larger impacts. Also, one 
would expect that income is heavily related to the 
other distributional propensities to fly. Therefore, 
inclusion of GNP in the demand equation 
captures much of the demographic movements. 

TABLE 6. PROPENSITY TO FLY, BY REGION OF THE COUNTRY 

EAST 
YEAR 1970 1974 1979 1983 1985 1987 

FLOWN BUT NOT IN LAST 12 MONTHS 27 32 39 47 44 40 
1-3 TRIPS IN LAST 12 MONTHS 20 23 24 19 24 24 
4-6 TRIPS IN LAST 12 MONTHS 2 3 2 3 4 4 
> 12 TRIPS IN LAST 12 MONTHS 3 1 2 2 2 3 
NEVER FLOWN 48 41 33 29 26 29 

MIDWEST 
YEAR 1970 1974 1979 1983 1985 1987 

FLOWN, BUT NOT IN LAST 12 MONTHS 23 30 40 48 45 46 
1-3 TRIPS IN LAST 12 MONTHS 15 18 18 14 22 22 
4-6 TRIPS IN LAST 12 MONTHS 2 1 2 1 3 3 
> 12 TRIPS IN LAST 12 MONTHS 2 1 2 1 1 2 
NEVER FLOWN 58 50 38 36 29 27 

SOUTH 
YEAR 1970 1974 1979 1983 1985 1987 

FLOWN, BUT NOT IN LAST 12 MONTHS 19 24 33 36 37 40 
1-3 TRIPS IN LAST 12 MONTHS 14 17 16 15 16 19 
4-6 TRIPS IN LAST 12 MONTHS 2 3 3 3 3 3 
> 12 TRIPS IN LAST 12 MONTHS 2 1 3 1 3 2 
NEVER FLOWN 63 55 45 45 41 36 

WEST 
YEAR 1970 1974 1979 1983 1985 1987 

FLOWN, BUT NOT IN LAST 12 MONTHS 37 41 42 46 47 44 
1-3 TRIPS IN LAST 12 MONTHS 26 27 32 27 30 32 
4-6 TRIPS IN LAST 12 MONTHS 2 3 3 4 4 5 
> 12 TRIPS IN LAST MONTHS 2 2 4 2 2 4 
NEVER FLOWN 33 27 19 21 17 15 

SOURCE: Air Transport Association/Gallup Air Travel Survey 



The Regulated Airline Industry 

In order to understand the changes brought by 
deregulation, one must first look at the industry as 
it existed prior to 1978. At that time fares 
werecompletely controlled by the Civil 
Aeronautics Board (CAB), using the Domestic 
Price Fare Index (DPFI), a fare formula of the 
form: 

FARE= x1 + xz•(MILES<500) + x3*(MILES,501-1500) 

+ xt.*(Mll,ES>1500) 

The coefficients x,-x4 were mostly fixed in their 
proportions and inflated based upon the aggregate 
industry rate of return. With the introduction of 
long-range propeller aircraft, and later jets, the 
cost per seat mile of long flights fell dramatically, 
but the fare formula did not fully compensate 
forthis. On longer or denser routes where fares 
were "too-high", airlines competed away profits 
with larger aircraft and greater flight frequency. 
The industry rarely made the regulated rate of 
return. 

In calculating the rate of return for the DPFI, the 
CAB used its own accounting system Airlines 
reported their costs, revenue and traffic every six 
months. Adjustments were then made based upon 
CAB requirements and were calculated on 
averages. For example, after 1971 the CAB set a 
minimum load factor for the industry. Also, 
airplanes were required to fly, on average, a 
certain number of hours per day and have a 
minimum number of seats. (Note: All of these 
requirements were established to discourage 
"ruinous" competition based on excessive service.) 
Any carrier that did not meet the regulations 
would have its "allowable" expenses and capital 
depreciation reduced, increasing its "official" rate 
of return. Adjustments were also made for "night 
coach" service (80 percent of full coach fare) and 
"K-class" tickets (90 percent). Children and 
military travelers were treated separately, as were 
the discount fares that were approved beginning 
in the mid 1970s. Because the CAB used averages, 
it calculated "approved" yields based upon average 
stage length, rather than the distribution of 
flights. Given the non-linear fare formula, this 
would further bias the DPFI process. With all of 
these changes, "official" yields were often 15-20 
percent below those predicted by the DPFI. 

The "official" yields were then used to calculate 
CAB recognized rates of return. If these were too 
low, then the CAB would raise the coefficients in 
the fare formula by a constant percentage. Fare 
increases were based upon cost increases, but 
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assumed traffic would remain constant. A former 
CAB employee commented that the CAB did not 
include future cost increases in the DPFI until 
1977. However, regression analysis did not suggest 
the two-quarter lag that would result if past costs 
were used to calculate fare increases. (Note: In a 
recession with diminishing traffic, airlines were 
severely hurt because they could not adjust fares, 
which were based upon traffic from the previous 
six months. The fare inflexibility also hurt 
carriers coming out of a recession.) 

Table 7 lists the results of regressing yield on cost 
per ASM as reported by the airlines (LCOST), load 
factor (LLOADS) and a dummy variable 
(DPRE1971) representing all quarters before 1971, 
the year CAB began requiring a minimum load 
factor. I also tried adding average aircraft size 
and average stage length, but these were major 
cost components and were collinear with LCOST. 
In addition, a former CAB employee noted that 
very few adjustments were caused by airlines not 
meeting these requirements. Log form was used 
because changes to yields were based on 
percentage changes in cost and load factor. 

TABLE 7. REGRESSING YIELD ON COST 
PERASM 

VARIABLE OLS 

~STANT .597 
(3.724) 

QTR1 -.015 
(-2. 149) 

QTR2 .023 
(2.269) 

QTR3 .020 
(1 .489) 

DPRE1971 -.036 
(-1.889) 

COST .697 
(11.049) 

LOADS -.494 
(-4.244) 

RHO .665 

R2 .984 

Note: All variables are in log fonn 
Dependent Variable: Yield 
PERICD: 1969:4 to 1977:4 
OLS ecµition corrected for AR1 process 

2SLS 

.696 
(4.071) 

- .018 
(-1.547) 

.014 
(1.009) 

.006 
C .325) 

-.046 
(-3.386) 

.681 
(14.114) 

-.385 
(-2.452) --

t-statistics are shown in parentheses below coefficient 
estimates. 
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T~e results were quite good. The elasticity of price 
with respect to cost was .69, which is reasonable 
considering that cost is measured per seat-mile 
while yields are calculated only for occupied seats'. 
Also, holding cost constant, one would expect 
increases in the load factor to decrease the 
allowed yields. Quarterly dummy variables all had 
expected signs. It seemed possible, however that 
t~e yield variable in the OLS equation might be 
simultaneously determined with load factor 
biasing the coefficient estimates. [Load factor ~ 
(total RPM)/(total ASM)] 

To investigate, I ran 2SLS using real GNP as an 
instrument for load factor. This was enough to 
run a Hausman test of the null hypothesis (Ho:) 
that the OLS estimates are unbiased. (The 
Hausman test compares the coefficients and 
standard errors of the OLS and 2SLS estimates. If 
there is no simultaneous equations bias the 
coefficients in both equations should be ~lose 
~ith lower standard errors in the OLS equation. If 
simultaneous equations bias is a problem, the OLS 
coeff~cients will be biased.) The statistic m = 1.096 
~ X 1. does not allow rejection of the null 
hypothesis (i.e., one cannot reject that the OLS and 
2SLS coefficient estimates are the same). Although 
this is not evidence to accept Ho:, further thought 
suggests that simultaneity should not be a problem. 
The CAB fare formula was fixed in a given 
period and did not respond to shocks in demand. 
Only if airlines had freedom to discount, or to 
ch~nge t~e composition of discounts, could they 
adJust pnce to movements in demand. 

Demand, pre-1978, was also easy to understand. 
The results of regressing RPMs on real GNP 
(RGNP) and real yield (RYIELD) are shown in 
Table 6 and appear quite reasonable. Demand has 
a price elasticity of -.36 and an income elasticity 
of 1.64. Studies have shown that changes in 
aggregate supply, either greater flight frequency 
or larger aircraft, have little effect on demand. 
(Individual airlines might offer more numerous 
flights on a route, however, because the carrier 
can attract a disproportionate share of its rivals' 
~assengers.) Again, the possibility of a 
simultaneous equations bias exists and Table 8 
lists the results of 2SLS, with real cost per ASM 
and a dummy for quarters before 1971 serving as 
an instrument for real yield. A Hausman test of 
the hypothesis that OLS estimates are unbiased 
gives m = .0759 ~X~As in the yield equation we 
cannot reject the unbiasedness of OLS 
coefficients. 

TABLE 8. RESULTS OF 2SLS 

VARIABLE OI.S 2SLS 

rolSTANT -1.555 -2.273 
(- .937) (- .822) 

QTR1 -.010 -.012 
(-1.002) (-.924) 

QTR2 .060 .060 
(5.326) (4.654) 

QTR3 .122 .126 
(10.415) (7.452) 

RGNP 1.629 1.698 
(9.263) (6.087) 

RYIELD -.373 -.309 
(-3.093) (-1.422) 

RHO .393 -
R2 .980 -
Note: All variables are in log form. 
Dependent Variable: Reverue Passenger Miles (RPM) 
PCRICD: 1969:4 to 1977:4 
Ol.S eq.Jation corrected for AR1 process. 
t-statistics are show, in parentheses below coefficient 
estinetes. 

Effects of Deregulation 

The model of the airline industry developed in the 
previous section gives an interesting opportunity 
to ask, "What if deregulation never occurred?" In 
order to answer that question, it is necessary to 
get estimates of the model's inputs· but these 
estimates must be exogenous to the airline 
industry. In particular, it is not accurate to use 
data for load factor and cost per ASM after 1978 
when these variables have been profoundly 
affected by deregulation. 

To obtain a projection for expenses after 1978, I 
used a cost breakdown based on 1977 CAB 
figures: Fuel represented 22 percent of operating 
expenses, non-fuel costs, including depreciation 
wages, advertising, etc_., were the remaining 78 
percent. To estimate cost changes, the fuel 
component was indexed using the oil and gas 
deflator and the non'-fuel portion according to the 
Consumer Price Index. Cost per ASM after 1977 
was determined by adding these two components. 
There are several problems with this measure 
m?stly relating to the technological change that 
mtght have taken place without deregulation. 
Airlines were still likely to upgrade to larger more 
fuel-efficient aircraft. The recession or' 1982 
would likely have accelerated this process; 



previous recessions under regulation caused 
retirements of older, less efficient aircraft to 
reduce capacity as well as seat-mile costs. 
Retirements would have been further encouraged 
with the new load factor standards, because 
expenses relating to excess capacity would have 
been disallowed. A newer fleet of larger aircraft 
would have resulted in lower fuel and non-fuel 
costs than I estimate. Any decrease in costs, 
however, could easily have been eaten up by 
higher labor costs. Unions in a regulated 
environment such as airlines or trucking have 
shown ieat ability to grab a portion of windfall 
profits. 

Overall, any bias would probably be in the 
upward direction. Real costs were steady, or even 
declining, throughout the 1970s. This cost measure 
increases slightly in real terms. Figure 5 plots the 
movement in my cost measure (PREDCOST) 
versus actual costs (COST), both measured in 
nominal terms. Note that actual costs move 
substantially below predicted costs after 1982 
when new, low-cost airlines entered the market. 
Recently this difference has started to narrow as 
airlines have begun to compete using costly items 
such as frequent-flyer programs and higher 
quality service rather than just fighting for the 
lowest price. 
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The load factor would also be difficult to predict. 
I use a constant 60 percent load factor after 1978, 
which was the announced CAB standard. In the 
1970s airlines showed a great ability to meet CAB 
load factor requirements. If they exceeded these 
restrictions, they received higher actual rates of 
return because the additional passengers and 
revenue did not affect the yield formula. In 
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practice, however, higher load factors were 
usually competed away by increased flight 
frequency. 

Substituting these two measures in the previously 
derived yield equation gives an estimate of what 
yields would have been if deregulation had not 
occurred. Figure 6 plots predicted "regulated" 
yields (PRYIELD) versus actual yields (YIELD). 
Surprisingly, actual yields are much higher for 
most of the 1980s. This is even more startling 
because the cost estimates used for predicted 
yields may even be too high. One reason might 
involve the high load factor I imposed, a standard 
not in effect at the end of regulation. Choosing a 
lower load factor increases the predicted yields, 
but it still leaves them below observed yields for 
most of the 1980s. Another plausible explanation 
involves the use of discounts to attract traffic. 
Airlines were able to raise prices for those 
passengers who had a higher willingness to pay 
(ie., business tr~elers) and give lower fares to 
leisure travelers . 
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Combining the predicted yields, converted to real 
terms, with actual RGNP, which is assumed 
independent of deregulation, allows a forecast of 
RPM under regulated conditions. Such a 
prediction (PREDRPM) is compared to actual 
RPM (ACTRPM) in Figure 7. Even though this 
forecast uses predicted yields that might be too 
low and hence overstate what demand would have 
been under regulation, deregulation has allowed 
tremendous increases in passenger miles. By the 
end of 1987 under regulation there would have 
been 61.3 billion RPM (60.4 if we assume a 55 
percent load factor standard), almost a 25 percent 
decrease from the 75.8 billion RPM that were 
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actually flown. The advent of the hub-and-spoke 
system has contributed to that rise, but 
estimatesfrom O&D data suggest this effect is less 
than five percent. The major part of the increase 
is probably due to the change in the routes that 
are now flown and the freedom to set fares 
according to demand. Figure 2 showed the 
structural break in the demand equation due to 
deregulation. After 1979, the income elasticity of 
demand was substantially higher than previously 
estimated. Price elasticity was also more negative. 
Airlines were free to set their route structures 
based upon demand and use hubs, which 
geometrically increase the potential travel options. 
In fact Morrison and Winston.15 found the greatest 
gains from deregulation came from increased 
flight frequency and better service. 

Explaining the Deregulated Airline Industry 

Several factors explain the changes that occurred 
after 1978. Here I will develop a set of structural 
equations that govern the current industry and are 
useful for forecasting. 

I specify a disequilibrium model where there is 
always aggregate excess supply, alth~gh local 
markets may come closer to clearing . Because 
supply never equals demand (i.e., airlines never 
fill all of their seats), price moves as a function of 
both supply and demand. The following (general) 
model was used. (For simplicity, quarterly 
dummies and the constant are omitted). 

1) DEMAND= ajFARE) + ajDISCOUNT 
FARE) + ajRGNP) + €1 

2) ASM'S= b1(YIELD) + b::i(RPMS) + biCOST 
VAR'S) + b4(CONbENTRATIO~) 
+ €2 

3) FARE= cl(ASM'S) + c,(TRIPS) + c~COST) 
+ ct. CONCENTRATION) + c5fTRIP 

LENGTH)+ E3 

For equation I, I tested several specific measures 
of demand, including ENPLAN (enplanements), 
NSENPLAN, RPM and TRIPS, where: 

TRIPS= NON-STOP RPM (Extra RPM to/from 
a hub were removed.) 

NSENPLAN= NON-STOP ENPLANEMENTS 
(Extra enplanements were removed.) 

For price, both FARE and RYIELD were used, 
with F ARE=REVENUE/NON-STOP RPM 
(Yield, adjusted for hubbing.) 

Supply shocks are allowed to enter demand only 
through price. This follows the industry view that 
aggregate changes in supply have little effect on 
demand. Also, in equation 3 demand and price are 
assumed to affect ASM only in expectation. (i.e., 
airlines publish their schedules well in advance 
and make commitments based on those schedules, 
implying that supply is predetermined and there 
is no simultaneous equations bias). All money­
related variables are in real terms ($1982-4), and 
all variables are measured in logs. 

To account for changing route structure, some 
demand-related variables that utilized passenger 
miles were modified for changes in hubbing. All 
of the hubbing corrections were made based on 
O&D data, which I recently discovered may be 
biased. If anything the bias is downwards, i.e., 
these variables do not account for the full extent 
of hubs, rather than overcorrecting for them. In 
analyzing the AT A discount data I assumed that 
all full-fare flights were non-stop. Consequently 
all connections were assumed taken by discount 
travelers. (Assuming that both types of travelers 
connected in the same percentage did not change 
the results.) 



First I estimated the demand model, shown in 
Tables 9, IO, and 11 using ENPLAN, NSENPLAN 
and TRIPS, respectively, as measures of demand. 
(There were similar results using RPM) Because 
changes in travel distance affect non-stop RPM's, 
the TRIPS equations also included a variable for 
average trip length (TRIPLEN): 

TRIPLEN= NON-STOP RPM'S/NON-STOP 
ENPLANEMENTS 

In all three equations, I compared OLS results to 
2SLS, with ASM, CONCEN (the airport 
concentration index), DNS (percent of single plane 
trips), and RCOST (real cost per ASM) as 
instruments for FARE and TRIPLEN. The results 
of a Hausman test are given in the tables and 
provide some evidence that OLS estimates are 
biased. In the TRIPS equation (Table 9) the 
coefficient of TRIPLEN (.85) is significant and 
close to 1. This suggests that estimating 
NSENPLAN is equivalent to estimating TRIPS 
and accounting for average trip length. 

In addition to the conclusion of simultaneity, the 
coefficients suggest further differences since 

TABLE 9. ENPLAN 

VAR 

~STANT 

QTR1 

QTR2 

QTR3 

RGNP 

TRIPLEN 

FARE 

DISCFARE 

-4.397 
(- .998) 

-.024 
(-1.598) 

.051 
(3. 703) 

. 060 
(2 .286) 

1.747 
(17.319) 

.460 
C. 768) 

-.831 
(-4.926) -

.992 

Dependent Variable: TRIPS1 
Period: 1981 :1 to 1987:3 

-6.705 
(-1.316) 

-.034 
(-2.029) 

.043 
(2.885) 

.041 
(1.411) 

1.694 
(21.169) 

.850 
(1.263) 

-.807 
(-3.941) -
-

-4.971 
(-.756) 

- .006 
(- .226) 

.065 
(2.667) 

.073 
(1 .691) 

1. 752 
C 16.031) 

.429 
C .475) 

-1.225 
(-3.143) 

.753 
(1.438) -

t-statistics are shown in parentheses below coefficient 
estirmtes. 

'!9JE: A H11WJ1T1an teat of equatiollll 1 Bild 2 gives m = 4.151 = 
X 2 (significant at Rll 87 percent confidence interval) , which 
provides some evidence that OLS estimates are biased. 

TABLE 10. NSENPLAN 

VAR 

~STANT 

QTR1 

QTR2 

QTR3 

RGNP 

RYIELD 

RDISCYLD 

OLS 

-1.827 
(-2.674) 

-.034 
(-3.358) 

.051 
(5.069) 

.042 
(4. 117) 

1.854 
(26.932) 

-.799 
(-11.730) -

.991 

Dependent Variable: ENPLAN 
Period: 1981:1 to 1987:3 

2SLS 

-1.300 
(-1.726) 

-.036 
(-3.467) 

.049 
(4. 720) 

.040 
(3.794) 

1.810 
(24.391) 

-.867 
(-11.052) -
-
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2SLS 

-1.858 
(-1.565) 

-.032 
(-2.441) 

.052 
(4.276) 

.042 
(3.509) 

1.839 
(19.987) 

-1.008 
(-4.300) 

.290 
(.f:1+7) -

t-statistics are shown in parentheses below coefficient 
estirmtes. 

~E: A Hausman test of equations land 2 gives m= 6.761"' 
X 1 (significant at a 98 percent confidence interval) , which 
provides strong eviden.ce that OLS estimate& are biased. 

TABLE 11. TRIPS 

VAR 

~STANT 

QTR1 

QTR2 

QTR3 

RGNP 

FARE 

DISCFARE 

R2 

-1.256 
(-1.728) 

-.036 
(-3.307) 

.042 
(3.912) 

.037 
(3.416) 

1.722 
(23.379) 

-.723 
(-10.086) -

.989 

Dependent Variable: NSENPLAN 
Period: 1981:1 to 1987:3 

2SLS 

-.914 
(-1.157) 

-.037 
(-3.383) 

.041 
(3.728) 

.035 
(3.241) 

1.693 
(21.621) 

-.766 
(-9.439) -
-

2SLS 

-2.306 
(-1.835) 

- .021 
(-1.477) 

.055 
(3.961) 

.048 
(3.427) 

1.7f:I+ 
(17.718) 

.874 
(-3.337) 

.470 
(1.005) -

t-statistics are shown in parentheses below coefficient 
estirmtes. 

~E: A Hal.llITTlBll test of equations 1 and 2 gives m = 1.904 = 
X 1 (significant at an 88 percent confidence interval) , which 
provides limited evidence that OLS estimates are biased. 
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regulation. The elasticities of demand with respe~t 
to both price and income are much greater (m 
absolute value) than in earlier years. The third 
column lists 2SLS estimates adding the average 
discount fare (DISCF ARE) or yield (RDISCYLD) 
to account for the increased dispersion of fares. 
As noted earlier the percentage of travelers using 
the AT A-measu~ed discount fares does not remain 
constant over time, so it is not surprising that the 
results of this equation are less than satisfying. 
The coefficient for the discount fare (or yield) is 
never significantly different from zero, and the 
coefficient for average fare (or yield) is not 
realistic. 

Equation 2, estimating ASM, should be considered 
only as a short-run predictor. Any long-term 
model must explain the role of capital 
accumulation in determining supply. For example, 
the cost of capital is not even mentioned in the 
above model. (Most major airlines have committed 
to major purchases of new aircraft without any 
indications of retiring older models. Older 
aircraft, however, will face severe and expensive 
restrictions because of increased governmental 
attention to safety and noise pollution.) Capital 
costs will also play a major role in the future as 
more airlines lease their aircraft, some with short­
notice cancellation clauses. (Last year a leasing 
company placed the largest single order of aircraft 
in history.) 

The results of equation 3, listed in Table 12, are 
quite satisfactory. (Both log and linear results are 
listed.) Most of the variation in ASM is explained 
by changes in variable costs (fuel prices - FUEL 
and average wages- WAGE), efficiency (available 
ton miles per worker - A TMPLAB), demand 
(RPM) and price (YIELD). Not surprisingly, the 
coefficient for the airport concentration index 
(CONCEN) was negative, but insignificant. 
Changes in concentration can result from 
increased hubbing, which would raise ASM, or 
increased market power, moving supply in the 
opposite direction. Also note that expected 
increases in demand, holding price and cost 
constant, are met by higher supply and higher 
load factors (i.e .. the demand elasticity of ASM is 
less than I). 

Estimating fares, however, turned out much more 
difficult than anticipated. There are several 
possible formulations: 

A) Estimate the equation as it stands. 

B) Set c3 = 0, letting coets enter through changes in ASM. 

C) Set c1 = O, assuming aggregate supply does not affect price. 

TABLE 12. RESULTS OF EQUATION THREE 

VARIABLE LOG LINEAR 

!DISTANT 6.136 53309.6 
(2.832) (1.669) 

QTR1 .006 97.691 
C .041) C .061) 

QTR2 -.058 -5820.59 
(-3.291) (-3.067) 

QTR3 -.045 -4297.74 
(-2.629) (-2.241) 

RPM .793 1.180 
(MILLIOOS) (6.457) (5.587) 

RYIELD .255 1572.60 
(CENTS) (1.529) (1.005) 

FUEL -.097 -210.021 
(CENTS) (-2.151) (-3.067) 

WAGE -.549 -5.380 
(D<X.LARS) (-2.695) (-2.613) 

ATMPLAS .366 928.12 
(2.290) (2.381) 

IDICEN -.030 -1.197 
(- .349) (- .337) 

R2 .988 .987 

~BIN·WAT~ 2.129 2.043 

Dependent Variable: AVAILABLE SEAT MILES (ASM IN MILLIOOS) 
Period: 1982:1 to 1987:3 
t-statistics are sh()W) in parentheses below coefficient 
estinetes. 

(All systems were 2SLS with RGNP serving as an 
instrument for TRIPS.) None of these setups was 
clearly successful. The results of B and C a_r~ in 
the first two columns of Table 13. (Empmcal 
testing showed that A was clearly incorrect.) 
Equation B had reasonable coefficient estimates, 
but the coefficients of ASM and TRIPS were not 
significant. Equation C is certainly not the correct 
specification. Results were similar for different 
log and linear specifications. Other failed 
strategies included using instrumental variables to 
correct ASM for changes in hubbing, treating 
TRIPLEN as endogenous, and removing 
TRIPLEN from the equation. Equation B suggests 
that airlines first choose a schedule based on cost 
and expected demand and then set fares based on 
realized demand and other airlines' supply, but 
not cost changes. 

Although this story may seem reasonable at first 
glance, price setting seems more complicated than 
B would indicate. It is very hard to separate the 
effects of hubbing, discounts, concentration, cost, 



demand, and supply using aggregate data. 
Computer reservations systems have allowed 
airlines to use very sophisticated procedures to set 
fares. The average fare may have little meaning 
because prices are adjusted on a flight-by-flight 
basis. Price wars of ten occur in some regions, but 
never happen on every route. 

TABLE 13. REDUCED FORM ESTIMATE 

VAR EQN B 

C(J,jSTANT 38.214 
(2.661) 

QTR1 .084 
(1 .958) 

QTR2 .005 
C .081) 

QTR3 .161 
(2.921) 

ASM -1.367 
(-1.116) 

TRIPS 1.125 
( .930) 

TRIPLEN -5.172 
(-2.423) 

C(J,jCEN .409 
(1. 742) 

COST --
HUBS -
RGNP 

R2 --
Dependent Variable: FARE 
Period: 1981:1 to 1987:3 

EQN C REDUCED FORM 

22.880 17.129 
(7.909) (3.419) 

.059 .027 
(2.863) (1.001) 

.059 .036 
(2.805) (1. 718) 

.149 .116 
(4.969) (3.484) 

-- -.885 -- (-2.689) 

-.096 -(- .918) 

-3.238 -2.278 
(-6.218) (-3.334) 

.290 .252 
(2.441) (2.104) 

.274 -.228 
(1 .303) (-. 767) - ·4.508 

(·.885) - 1.169 
(2.287) - .920 

t·statistics are show, in parentheses below coefficient 
estimates. 

The results (Table 13) seem very dependent on the 
functional form, suggesting that I have not yet 
specified the correct model. If this is the case, then 
the solution for the FAA forecasting process is to 
use the reduced form to obtain consistent 
forecasts, although the coefficients will have no 
structural meaning. In a simultaneous equations 
system, the reduced form regresses each 
endogenous variable (demand and price) on all 
exogenous and predetermined variables. An 
estimate of the reduced form for FARE is listed 
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in the third column of Table 13. Further research 
is necessary to obtain a structural equation for 
fares or yields. 

Conclusion 

This paper confirms the results of many papers on 
the airline industry -- profound changes have 
occurred since deregulation, and consumers seem 
to be the large beneficiaries. RPM is 25 percent 
greater than if regulation had continued after 
1978. Following Morrison and Winston and others, 
much of this growth seems to have occurred 
because the industry is more responsive to 
demand. Demand elasticities with respect to both 
price and income are larger (in absolute value), 
and we are able to reject with some confidence 
the unbiasedness of the OLS estimator after 1978, 
when previously that was not possible. Demand 
seems now to be simultaneously determined with 
price. 

This paper should have many applications to the 
FAA forecasting process. The most significant 
result is that using pre-deregulation data to 
forecast demand causes biased coefficient 
estimates. This bias would result in under­
forecasts of demand, a problem in recent FAA 
forecasts. Other biases might come from problems 
with simultaneous equations. Accounting for 
hubbing will remain difficult until all problems 
with the O&D data set are solved. Demand 
regressions (Tables 8, 9 and 10) show similar 
results regardless of whether they are corrected 
for hubbing. The advantage of using a formal 
correction is that it provides a systematic method 
for adjusting forecasts based on changes in 
hubbing. Problems in defining discount made it 
difficult to account directly for the changing 
distribution of fares. The AT A discount data were 
not useful in that regard. Future work might 
focus on using 20th and 80th percentile fares as 
better measures of discounting. 

A structural fare/yield equation was less 
successful in resolving problems. The default is to 
use the reduced form to forecast yields/fares. This 
is similar to the current FAA procedure, except 
that using more variables, especially GNP, will 
provide a more efficient and accurate forecast. 

A new equation is suggested to forecast short-run 
changes in ASM FAA might develop an iterative 
approach to forecast ASM, demand, and fares, 
using forecasts of ASM to refine the predictions 
of demand and fares. 
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Future research should focus on the structure of 
fares, using percentile breakdowns as a start. Such 
a study might also better explore the role of 
concentration and other competitive measures in 
determining fares. The airport concentration 
index seemed to come up positive in most of the 
price equations, but this result cannot be 
confirmed until getting a properly specified 
model. 

Given the results of this paper, it is clearer why 
FAA forecasters have had less confidence in their 
model since deregulation. This is not to suggest 
that "professional judgment" (or "intuition") does 
not have a proper role. Judgment allows the 
forecaster to correct for changes that are not 
included in the model. (e.g., triple frequent flyer 
miles, strikes, safety restrictions, terrorism, etc.) 
However, as one airline executive commented, the 
government should beware using too much 
"intuition" in its forecasts. Observers may allege 
that "professional judgment" is really politically 
motivated. This paper should help in developing 
a forecasting process that is more accurate and 
less vulnerable to political criticism. 

FOOTNOTES 

1) David, P. (1934), p. 167. 

2) Bailey, Graham and Kaplan (1983), p. 7. 

3) ibid., p. 33 

4) ibid., p. 78 

5) O&D IO-percent Ticket Sample Data, 1977-
1987 (Table 12). 

6) Carlton, Landes, and Posner, (1980), p. 65-73. 

7) Air Transport Association 1987 Air Travel 
Survey, p.13. 

8) Air Transport Association Annual Report, 
1982-1988. 

9) Federal Aviation Forecasts, (1987) pp. 35, 179-
181. 

10) Borenstein Testimony, DOT Docket 44719, 
AWA-T-2, p. 10. 

11) Morrison and Winston, (1986), Bailey, Graham 
and Kaplan, (1985). 

12) Borenstein, (1987), p.13. 

13) Hurdle, et. al., (1988). 

14) Rose, N., (1987). 

15) The results, however, conflict with those 
published by Morrison and Winston (1986, 
p.14). They calculate a fare deflator of 1.93 
between 1977 and 1983. (Their deflator is 
calculated in the opposite way from mine. 
Morrison and Winston use 1980-81 data to 
estimate a fare equation, where fare is 
defined by revenue per enplanement, and 
then substitute 1977 and 1983 data to get the 
"deregulated" fares for the years that are used 
in their index.) In contrast a deflator based on 
actual yields is 1.38. Using the 55 percent and 
60 percent load factor data I get a deflators of 
1.42 and 1.36, respectively. Why the 
difference? Morrison and Winston's fare 
equation contained several, but not all, cost 
components, so the cost measures that they 
used, especially fuel prices and wages, made 
up a correspondingly larger share of yields. 

Calculating the index in 1980-1 with high fuel 
prices and wages (new entrants were not yet 
in the industry) magnified the difference 
between 1977 and 1983. (This is especially true 
because the limited CAB fare regulation was 
still binding during parts of 1980.) Also, the 
structure of the airline industry, especially 
with regard to fare setting, was not yet settled 
during the early 1980s. 

16) I also considered using a switching regression 
for the fare equation because the industry 
seems to suffer from periods of cut-throat 
pricing. Price wars, however, seem to be a 
regional rather than a national phenomenon 
(e.g., when PEOPLExpress entered the 
industry, airlines would fight only on routes 
that PEOPLExpress served.) A switching 
model would be much more useful in a study 
using time series, city-pair data. 
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AIRLINE METHODOLOGY - REVENUE 
FORECASTING AT TWA 

Paul Biederman 
Trans World Airlines 

Puroose of the Forecast 

Let me begin by saying that since the change of 
ownership in I 986, TWA has been remade in 
terms of management style and financial 
performance. As many of you know, our 
operating earnings last year were nearly triple the 
amount of our strongest year before Mr. Icahn 
took control, and executive accountability is 
strictly enforced. The sole criterion of one's 
longevity in my position at TWA is reasonable 
accuracy as well as an ability to provide good 
advice on trends in the current marketplace. 
Obviously, the fact that I am here this morning 
means that I have done tolerably well during the 
past three years. 

Regarding forecasting accuracy, my 1986 
projections were way off mark but for good 
reasons: I) terrorism which destroyed U.S. - origin 
North Atlantic traffic and 2) our flight attendant 
strike which further depressed results over a 
four-month period. Luckily, for me, our leader 
acknowledged that these failures were aberrations. 

As the Table I indicates, our forecast variances 
were +l.l percent in 1987 and zero in 1988, 
results which obviously owe a great deal to luck. 
The traffic and average price pieces were less 
precise; but since the movements of one tend to 
counter movements in the other, the overall 
results were highly satisfactory. 

TABLE 1. TWA PASSENGER REVENUE­
ACTUAL VS. FORECAST 

($ millions) 

FCST* Actual % Change FCST* Actual % Change 

Darestic $2272 $2294 +1.3% $2409 $2406 (0. 1 )% 

N. Atlantic 1108 1124 +1.4% 1290 1294 +0.3 

----
Systsn $3380 $3418 +1.1% $3699 $3700 0.0"/4 

• Produced November of prior year and revised the following May. 

The point I wish to emphasize here, beyond self­
congratulation, is that, for us at least, the forecast 
is not just an intellectual exercise but a serious 
guideline; and so becoming a slave to one 
methodology or another just will not do. 
Consequently, at TWA, we always inject a large 
dose of judgment and number massaging into any 
econometric output before a forecast is 
formalized. Inviting comments from informed 
individuals and showing the forecast scenario 
around the company can be valuable in terms of 
discovering overlooked factors. 

Rigid versus Flexible Methodology 

Before our change of ownership in 1986, the 
annual revenue forecasting exercise tended to be 
a political football, meaning that we would 
employ a rather rigid methodology (that I will 
describe shortly) to determine a revenue projection 
and then wait to see what profit and loss resulted. 
Because TWA was a high-cost carrier, the 
outcome was usually a substantial operating loss. 
Since cost control was never paid more than lip 
service under the old management, this in turn 
meant that the revenue forecast had to be 
arbitrarily increased, whether it made sense or 
not, in order to make sure that the plan showed a 
profit. Inevitably the blame for the all-but-sure 
revenue shortfalls and operating losses during the 
forecast period would be rationalized away as 
aberrations, unseen forces, etc. Needless to say, 
TWA's financial performance was nearly always 
sub-par under this system. 

Happily, since the change in ownership, the 
operating line now is very healthy. Moreover, 
since cost control is a serious ongoing concern at 
TWA, almost any reasonable revenue projection 
(assuming an expanding economy) will yield an 
operating profit. Hence, the former need to force 
the revenue higher at the end of the forecasting 
process is now absent. To further illustrate the 
change in the planning mentality, Mr. Icahn 
insisted that we have been too optimistic on the 
revenue side in 1989 but accepted the forecast 
anyway. However, through the first quarter, we 
are running 2 percent ahead of the target, 
traceable to stronger-than-anticipated domestic 
prices and the Eastern strike windfall which more 
than offset some transatlantic terrorism damage. 

To0:Down versus Bottom-Up Methodology 

Although we produce long-term forecasts, largely 
for equipment planning, 95 percent of my 
forecasting work is short-term, meaning one year 



or less. Also, our domestic and transatlantic 
divisions are projected separately. We use a 
top-down and industry-share approach as opposed 
to a markets-aggregation or bottom-up process. 
The reasons we opted for the top-down were 
two-fold: 1) We could monitor accuracy more 
quickly, establish causality for the variances, and 
embark on corrective action where possible. Even 
if we were highly accurate with the markets 
approach, we would still not be able to 
differentiate overall market strength or weakness 
from competitive strength or weakness because of 
the approximately nine-month lag in receiving the 
industry origin-destination tapes from DOT. 2) 
Individually treating the 400+ markets that TWA 
serves was too time-consuming, given the sharp 
reduction in staffing in which two people 
essentially do the work that eight did pre-1978. 
Let me reemphasize the first point. The major 
advantage of the top-down forecasting technique 
has to do with establishing a monitoring 
framework. For example, under this methodology 
we are able very quickly to single out industry 
size, TWA share, or price in explaining forecast 
misses. When we seek a remedy for a revenue 
shortfall, a shrinking industry will evoke a 
different marketing or pricing response than a 
smaller traffic share. With a market-aggregation 
or bottom-up approach, you would not be able to 
pinpoint causality nearly as quickly because of the 
long lag in DOT origin-destination reporting. On 
the other hand, macro-industry data is usually 
available within a week at the close of a month. 

TWA's Methodology 

Now let me briefly outline our methodology. (See 
Figure 1.) We begin with annual industry traffic 
forecasts in which multiple regression and 
auto-regressive models are used. The former 
incorporates real gross national product, industry 
yield, and time as explanatory variables in the 
domestic model and real U.S. gross national 
product with real TWA average prices (as a proxy 
for the industry) for the North Atlantic. Over the 
years, we have also experimented with 
business/pleasure models domestically and U.S.­
and European-originating models for the North 
Atlantic. The auto-regressive or trend model 
incorporates the latest monthly traffic data and 
is useful provided economic and pricing 
conditions are stable throughout the forecast 
period. Before arriving at an assumption 
regarding the price variable, we consult our 
pricing people as to the prospective competitive 
and cost environment and trends in traffic mix by 
fare type. Macro-economic inputs more of ten 
than not conform to those of a consensus of 

31 

economists. After obtaining the mechanical 
output of the models, we analyze the results for 
reasonableness. Here we are essentially dealing 
with confidence in the models and qualitative 
exogenous factors. 

Last week I re-ran our industry traffic models for 
1988 with actual values for the explanatory 
variables. The result -- a domestic industry 
variance of 0.2 percent but a 4 percent North 
Atlantic miss. The latter was probably caused by 
applying U.S. rather than European economic 
variables. European origin traffic has grown by 
over 80 percent since 1985 when the dollar 
weakness began. Once our industry forecasts are 
selected, we move to estimate TWA's traffic share 
by first projecting a share of industry capacity 
and then determining our "share gap". In 
forecasting industry capacity, we rely on 
equipment delivery and retirement information, 
trends in utilization, and advance schedules. The 
"share gap" represents the difference between the 
capacity and traffic shares and may be the 
equivalent of competitive position, i.e., a positive 
share gap means that your traffic share exceeds 
your share of capacity. Applying a derived 
traffic share to industry size supplies TWA 
traffic volumes. Finally, we attach a TWA price 
(yield), which is a by-product of our industry 
price assumption estimated earlier as a regression 
input, to obtain TWA passenger revenue. The 
annual figures are subsequently broken down into 
months according to seasonal relationships. It is at 
this point that others around the company 
scrutinize the monthly forecasts. If, for instance, 
the net annual sum of the new collective wisdom 
exceeds what I have presented, I may be 
encouraged to raise the forecast. The final step is 
the Chairmen's review. Once approved, the 
Controller's department will publish a financial 
plan which combines our revenue projection with 
their expense forecasts to reveal the annual and 
monthly profit and loss targets. This process is 
repeated again in May as an update. In 1988, we 
were running a little ahead of plan during the 
first half so we raised the forecast a touch,which 
we failed to meet. The net result for the year, 
however, was the zero variance that I noted 
earlier. I also have responsibility for station 
boardings (we serve 86 domestic and 32 
international cities) which are used for staffing 
purposes as well as sales quotas which we use to 
measure the performance of our city sales 
managers. Both measures are derived from the 
monthly macro-traffic and revenue distributions 
by mechanical and judgmental means. 
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Conclusion 

I would conclude my remarks by saying that our 
current forecasting approach is highly eclectic or 
non-doctrinaire but that our forecast process 

U.S. AIRCRAFT MANUFACTURERS 
METHODOLOGY 

Jack Howard 
Boeing Commercial Airlines 

Air Travel Growth and Airplane Replacement 
Rate Drives Forecast. 

The demand for commercial airplanes is 
dependent on two drivers -- air travel growth and 
replacement of the current fleet. 

Air Travel Growth The Boeing forecast for air 
travel growth is driven by two parameters -­
airline yields and disposable income (GNP is used 

Travel Market Income 
• Oil Price 
• Inflation 
• Interest Rates 

Air Travel 
Models 

Airline Casis 
• Fuel 
• Labor 
• Overhead 
• Depreciation 

r- -

Operating - - J 

• 

Travel 
Costs 

(Fares) 

Margin ----1 Airline 
Acceptable - - - - - - Revenues 
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does not end with a set of projections. Rather it 
becomes a working management tool that can 
locate areas of strength or weakness and 
encourage marketing and pricing initiatives. 

as a surrogate) -- as can be seen in Figure 1. First, 
Gross National Product is projected to grow at an 
average rate of 3 percent per year worldwide. No 
attempt is made to project cycles in the long term. 
However, recognition of the U.S. Federal Reserve 
Bank's announced intent to drive down the U.S. 
economic growth rate to 2.0 - 2.5 percent in the 
short term, an economic slowdown bottoming out 
at 2 percent is included in the forecast. This 
economic forecast defines the growth in air 
traveler income. 

Next, an assessment of airline operating costs is 
made. These operating costs are projected to 
decrease at a rate of 2.1 percent per year. These 
reductions are driven by a 1.7 percent per year 

Air Travel 
Demand 

I 

' ---- -- -..J 

Air Trttvel 
Forecast 

FIGURE 1. Air Travel Demand 
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reduction in unit labor costs and a 2.5 percent per 
year reduction in unit fuel costs. In both labor 
and fuel cost, forecasted decreases are 
significantly less than that attained in recent 
history. 

The airline traffic forecast is derived from an 
iteration model that, given the economic and 
airline cost forecasts, establishes an airline traffic 
and yield that satisfies an input airline financial 
return target. (Figure 1) The result of this model 
is a 5.4 percent annual growth in revenue 
passenger miles, worldwide, through 2005. 

Replacement of Aging Aircraft As indicated in 
Figure 2, the above revenue passenger mile 
forecast along with projections of load factor, 
utilization and departures, defines the future 
airline fleet requirements. That fleet requirement 
minus the current fleet defines the growth 
demand for new airplanes which accounts for 70 
percent of new airplane demand in the current 

Air Travel 
Demand 

Airline 
Load Factor 

Targets 

Service 
Target 

(Frequency) 

Current 
Airplane 

Fleet 

Projected 
Retirement 

Required 
AirliH 

Capacity 

Committed 
Airplane 
Supply 

Boeing forecast. The remaining 30 percent, is of 
course, for replacement of aging airplanes which 
are currently assumed to retire at 28 years of age. 
The result of the forecast is a world fleet of 
12,000 airplanes by the end of 2005 compared to 
7,800 airplanes at the end of 1988. In order to 
provide for this fleet growth and replacement, 
airlines will require 8,400 airplane . deliveries 
through 2005. 

Conclusion 

In conclusion, the above describes the forecast 
methodology and baseline forecast currently used 
for long-range planning at Boeing Commercial 
Airplanes. However, the scenario described 
therein is just that, a baseline. Since no one is a 
perfect prognosticator, it is therefore essential to 
test the plan derived from the baseline forecast 
against alternative scenarios in order to confirm 
the effectiveness of the plan for all reasonably 
possible environments. 

Fleet Range 
and Size 

Requirement 

Required 
Fleet 

Current and 
Future Airplane 

Model Availability 

Demand for Delivery 
New Airplanes !---''-----<• I Requirements 

(Deliveries) by Model 

FIGURE 2. Demand For Airplanes 



EUROPEAN AIRCRAFT MANUFACTURERS' 
METHODOLOGY 

Introduction 

Didier Lenormand 
Airbus Industries 

Forecasting is a method for evaluating risk. 
Forecasting methods must be tailored to the sort 
of risk you want to evaluate. They must be in 
line with the information required. 

Simplified megatrend methods may be suitable 
for long-term risks, but short- and medium- term 
risk will need more adjustability to take into 
account the cyclical structure of all economic 
phenomena. 

Cycles are the result of the combination of many 
positive and negative factors. Short- and medium­
term models must have great ability to reflect a 
changing environment. They must be adaptive so 
as to remain realistic as conditions change. In 
addition, short- and medium-term models must be 
able to anticipate economic upturns and 
downturns. They must also be able to simulate 
these changes and to be used as a "what if" tool. 

The Airbus Model 

This is what I would now like to demonstrate by 
discussing the Airbus Industrie Macroeconomic 
Approach to Medium-Term Requirements for Jet 
Aircraft in North America. 

Forecasting has either a long-term or a short-term 
horizon. On the long-term side, forecasting is used 
in most corporate planning for investment analysis 
and new product evaluation. In Airbus Industries, 
for instance, among other concerns we have built 
up a method to estimate the overall long-term 
delivery flows by main aircraft types to the year 
2010. The megatrends we use for this purpose are: 

o economic growth : + 3 percent 

o fuel price:~ inflation rates 

o slight decline of real fares 

o traffic growth:+ 5.5 percent 
annually 

o capacity requirement:+ 4 percent 
annually 
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For the shorter term -- 3 to IO years -- we forecast 
to mmmuze risks related to day-to-day 
management such as market opportunity, threats 
to our activities due to political uncertainties, 
market opportunity, and positive or negative 
influences of the cyclical economy. These risks 
are well known to the aviation industry. 

Airbus Industrie, as an aircraft manufacturer, 
seeks to limit this sort of risk and to have a 
method to anticipate cyclical influences on such 
elements as production mix (NB VY WB), 
production rates by aircraft type, etc. 

Many methods exist for short- and medium-term 
forecasting, but to properly take into account the 
relevant cycles requires a model with several well 
chosen variables. These should be combined in a 
system dynamic approach. where the different 
variables are put into proper relation to the whole 
model. 

We have started to use a model that takes into 
account the following external variables: 

o economic inputs: GDP, fuel price, 
inflation, financial rates; 

o industry operating characteristics: 
average flight length, aircraft utilization, 
average aircraft life; 

o airline cost planning: DOC trends, 
operating margins, fare rates; 

o air system limitations: airport and air 
traffic congestion, noise regulation; 

o supply constraints: aircraft delivery 
delays; 

o aircraft availability and competitiveness: 
effect and availability of new 
technologies; 

o other: up to 50 external variables set at 
their 1987 values. 

From this initial set of inputs we have worked 
out the basic relationships in the model to get the 
initial drivers which will allow further calculation 
of the number of new aircraft required. 

These drivers are: 

o demand in RPK in total and by market 
segments - correlated to GDP, fuel price, 
fares, and frequencies; 
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o orders and deliveries of new aircraft 
- with deliveries derived from 
orders, backlog, and production 
limits; 

o airline operating performance -­
number of flights, load factors, 
number of passengers carried; 

o airline financial performance -- cost 
and revenue; 

o fleet composition - number of 
aircraft by size and category for the 
region. 

System dynamic approach is illustrated in Figure 
1. Let us look at an increase in demand (which is 
in fact a long-term historical trend). It increases 
the load factor, which in turn increases airline 
revenues. Increase in demand reduces unit cost, 
which is a condition to reduce fares and further 
stimulate demand. Last but not least, higher 
demand and greater revenues stimulate aircraft 
orders. 
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FIGURE I. Factors Affecting the Pattern of 
Orders 

At this point the dynamic may reverse itself 
because of negative external factors such as 
delivery delays or increase in fuel prices. These 
have a direct effect on cost, which results in 
raising fares, reducing demand and thereby 
reducing airline load factors and revenues. By 
the time the new aircraft are delivered the airline 
may be in a down-turn cycle which might be 
exacerbated by the new extra capacity. This is a 
simplified view of the way the system dynamics 
works. 

We have already seen that traffic growth (RPK) 

is the main driver of the model. From an airline 
fleet planning standpoint, this demand must be 
transformed into a given number of aircraft (See 
Figure 2). 

• " computed elHwhere in thei model 

AIRPORT CONGESTION It 
AIRWIE FINANCIAL coNDmON 

CURRENT AV 
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FIGURE 2. Airline Planning 

Present demand is projected into the future 
according to a given growth rate. The projected 
demand is transformed into a projected number 
of passengers by dividing by the average flight 
length. The projected flights with the current 
fleet result from projected passengers times a 
target load factor and an average number of seats 
per aircraft. 

Projected flights (trips) with the current fleet 
along with current flight and airport constraints 
(limiting slots) gives the desired number of flights, 
which in turn gives the required number of 
aircraft by applying a given number of flights per 
aircraft. 

Obtaining the required number of aircraft to meet 
a given demand is a major forecasting step in 
determining the actual number of aircraft to be 
ordered. To achieve this, the following must be 
taken into account: (I) the fleet retirement policy 
(noise, age, leasing contract) and (2) additional 
aircraft to accommodate traffic growth. 
Combining these two gives the total number of 
aircraft required. 

Having reviewed the main steps in this 
forecasting process, let us now look at how well 
the model fits reality (Figure 3). 

Domestic Demand: These two curves take into 
account the cyclical phenomenon of air transport 
in 1979 (the first year of deregulation) and in 
1981 (the second oil crisis). 
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FIGURE 3. Domestic Demand - Model vs History 

In terms of aircraft deliveries, the same level of 
accuracy applies. (See Figure 4.) These two 
curves emphasize the close correspondence 
between simulated and historical data. 
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FIGURE 4. Deliveries - Model vs History 

A more complex task is predicting total orders in 
relation to airline operating margins. Figure 5 
shows the aircraft ordering pattern when the 
financial position of airlines is good. They 
anticipate the ordering of additional capacity by 
one year. 

To go one step further, I would like to stress how 
useful this sort of modeling can be for the short 
and medium term and even the longer term 
forecasting by running a "what if" case. 

First let us take a reference case. It is the most 
probable scenario, and we call it the base case. 
We use assumptions about the economy, airlines, 
and the operating environment as shown in 
Figure 6. 
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FIGURE 5. Total Orders vs Airline Operating 
Machines 

Figure 7 illustrates the growth of the main driver 
of the system -- the demand, for domestic(+ 5% 
percent per year) and for international (+ 5.6 
percent per year) hauls. 
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Input Assumption History(1970 - 1988) Forecast(1988 - 2003) 

~conorny Cyclical around: Cyclical around: 

Reel GDP Growth +2, 6% pa +3.0% p,6 , 

Fuel Price Growth 2 Surges in 1974 end 1980 +1 B%pe. 

Interest Rate •9,7% pa +8 0% p.a . 

Inflation Rate +6.4% p.a. +4.BX p.a . 

Airlines 

Aven~ge Flight Length Dams+ 10%, lnat +40% Overall Doms +5%, lnal + 10% Overall 

Average Flights per A/C Dorn.s -33%, lnat + 1% Overall No change 

Environment 

-"'irwar end Alrport None None 
Re5lr,clions Oil Flights 

Number or Routes Dorns +23%, lnat + 12% Overall Doms +5%, lnat + 10% Overall 

FIGURE 6. Base Case: Inputs and Assumptions 

This base case demand will fuel the airline 
revenues illustrated in Figure 8 in terms of the 
operating margin; and that, in turn, will stimulate 
fleet growth -- expressed here in terms of total 
orders. 

The airline ordering patterns are turned into 
yearly deliveries of narrow-body and wide-body 
aircraft to the year 2003. 

The model also permits us to do "what if" 
simulations. For instance, if we constrain flight 
growth to only 60 percent of the current level for 
domestic markets (instead of some 200 percent in 
the base case), the number of flights will decrease 
by 700,000 by 2003. (See Figure 9.) 
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FIGURE 9. Domestic Flights 

The delivery of narrow-body aircraft is most 
affected by this limitation, particularly from 1995 
onward (25 percent less delivery over the period). 
(See Figure 10.) As growth in flights becomes 
increasingly restricted, more and more capacity is 

required to meet a growing demand. The average 
domestic aircraft size grows from 140 to 200 seats 
and the wide body come to the rescue ( + 13 
percent over the base case). (See Figure 11.) 

To sum up the effect of the higher constraint on 
flights, total deliveries for the U. S. domestic 
market are reduced by 12 percent or 500 aircraft. 
The effect of air congestion will be noticeable 
only from the second third of the period onward 
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FIGURE 10. Deliveries for Narrow Bodies 

North American market 

Forecast 
1989to1993 1994to 1998 1999to2003 period 

Narrow 
873 816 984 bodies 

Base Wide 
bodies 582 478 451 

Case 
Total 

1,455 1,294 1,435 deliveries 

Narrow 
860 610 450 bodies 

Congestion Wide 
bodies 570 513 660 

Scenario 

Total 
1,430 1,123 1,110 deliveries 

FIGURE 11. Delivery Summary (1989 - 2003) 

since the orders for the early 1990s are already 
fixed. It will be most severe near the end of the 
forecast period, when the tension to get extra slots 
will rise it to its maximum 

To conclude, we have a tool that helps to build 
possible scenarios, and to simulate "what ir' cases 
for the short- and medium-term future. However, 
you will notice how a medium term decision on 
aircraft ordering can affect the longer-term 
outlook. 



AIRPORT OPERATOR METHODOLOGY 

Alice Herman, Port Authority 
of New York and New Jersey 

Objectives of Airport Traffic Forecasting 

The objectives of airport traffic forecasting are 
to provide criteria for financial planning and 
facility planning. For financial planning we are 
concerned primarily with revenue forecasting, 
operations and maintenance cost projections, and 
capital programs. Looking at facility needs, 
traffic forecasts provide planning criteria for both 
airside and landside capacity requirements, 
ranging from FAA terminal area control and 
ground control systems, runways and taxiways, 
aircraft gates and parking spaces, to terminal 
passenger handling facilities, ground access 
systems, and cargo handling facilities. 

Financial Planning Financial planning relies 
upon the forecast in assessing sources of revenue 
that depend upon traffic volumes. These include 
concession revenues, automobile parking revenues, 
fuel sales, and flight fees. Operations and 
maintenance cost projections that relate somewhat 
to traffic volumes include staffing, contractor 
services, and materials. For capital programs the 
forecast plays an important role in decisions about 
the kinds of investments to be made, both dollars 
and functional requirements, as well as 
determining reasonable cost recovery plans. 

Facility Planning Facility planning requires a 
close look at annual and monthly traffic levels, as 
well as daily and seasonal peak load activity 
levels. Airport traffic is looked at as a number of 
discrete elements domestic passengers, 
international passengers, parked cars, aircraft 
movements and seats, cargo tonnage, fuel volumes 
loaded. For aircraft movement projections to be 
useful we need to consider them by aircraft type 
and time of day or season as criteria for traffic 
control systems, runway, and taxiway planning 
and by airline for the planning of aircraft gates at 
passenger terminals. Passenger, vehicle, and cargo 
flows are projected by the time of day and by 
terminal as criteria for appropriate facility 
planning. These criteria may be summarized as 
follows: 
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FORECAST ELEMENTS FOR FACILITY 
PLANNING CRITERIA 

1. Airside Capacity Plirning Criteria 

a. Aircraft roovements 
by aircraft type } 

} 
by time of day } 

(by season) } 

traffic control 
system; 

r~ys/taxiways 

by airline } aircraft gates 

2. Lardside Capacity Plarning Criteria 

a. Passerger flows } passenger handling 
by time of day } facilities 
by tenninal } (ticketing, check-in, 

baggage, concessions) 

b. Vehicles flows } tenninal curb space 

by time of day } on aoo off airport 
by tenninal } roacways 

c. Cargo flows } cargo handling 
} facilities 

Trucking activity } trucking facilities 

Truck activity has dramatically increased at the 
New York and New Jersey airports. We are now 
considering ways to determine the amount of air 
cargo that travels by road feeder service and 
methods for projecting the volume of this activity 
in the future as planning criteria for on-airport 
cargo and trucking facilities. In preparation for 
this TRB workshop we had been asked to think 
specifically about forecasting issues that call for 
judgment and intuition. Gradual recognition that 
a substantial amount of air cargo was continuing 
to move on air waybills but traveling by truck 
rather than air is probably one of our best recent 
examples of intuition and judgment leading to 
further investigation that is now affecting our 
forecast methodology. 

Passenger Forecasting 

Let me now focus on our domestic passenger 
forecasting methodology. Traditionally we 
develop market demand forecasts using an 
econometric top-down approach beginning with 
forecasting national traffic. The rationale for this 
approach is that approximately 50 percent of our 
airport users are non-area residents. After 
developing the national forecast we then develop 
regional share forecasts. Independent of this 
approach we are also working on a bottom-up 
forecast, through which we first look at regional 
economic factors in order to surface any 
influences that might be disproportionately 
important to our region and not show up as 
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readily on a nationwide basis. In addition to the 
econometric approach we consider demographics 
very important, especially for forecasting traffic 
further out than IO years. Elements that we are 
interested in incorporating into our forecasting 
efforts are national demographic trends such as 
age and income, travel participation rates and 
trends, and both inter- and intra-regional 
demographic shifts. The most recent addition to 
our forecasting tools has been a networking model 
developed to assess the potential impact of various 
hubbing strategies. The model considers both 
origin and destination and transfer traffic flows, 
choices in aircraft type, as well as airline 
operating costs and profit maximization. 

The U.S. domestic passenger forecast is defined in 
revenue passenger miles per capita, as shown on 
Figure 1. 
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FIGURE 1. Domestic RPM Per Capita 

We are increasingly interested in considering 
alternative scenarios as part of our forecasting 
process. In a recent domestic passenger forecast 
we show one example of this, projecting the effect 
that a recession and yield jump might have. It is 
important to make the point that we do not 
consider alternative scenarios substitutes for 
specific forecast numbers. Instead they are 
important additional decision-making tools in this 
environment of constantly changing aviation 
players and strategies. 

Figure 2 shows the New York region's share of 
U.S. domestic enplanements, which is presently 
approximately 6.5 percent In deriving the 
regional share from the nationwide domestic 
passenger forecast, income and yields are again 

the main indicators. Once we develop a regional 
passenger traffic forecast, those volumes need to 
be distributed among three airports. To do so we 
use a model that takes into account intra-regional 
demographic trends and relative ease of airport 
access measured in both time and dollars. 
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FIGURE 2. New York Region Share of U.S . 
Domestic Enplanements 

Forecasting Aircraft Movements 

Forecasting the aircraft movements requires 
estimates of fleet mix and available seating 
capacity, projected load factors, and average 
passenger load per movement. Small narrow-body, 
large narrow-body, small wide-body and large 
wide-body aircraft are separately identified. 
There is a significant difference in average seats 
per aircraft between domestic and international 
flights. The significance of these projections 
becomes apparent in a situation such as we 
currently face at Newark International Airport, 
which has been overwhelmingly domestic but is 
now receiving a surge of attention from 
international carriers. The fleet mix that this 
potential activity would bring with it has 
important implications for airport facility needs. 

Importance of Forecasts in Facility Planning 

Traditionally the most important use of our air 
traffic forecasts has been as a planning tool for 
future facilities. A 10-year forecast has proven 
over the years to be a very good indicator of the 
traffic levels to be accommodated a decade in the 
future. The challenge that we now face is to 
increase our focus on short-term projections, one 
to two years. For example, because we are in the 



beginning stages of a $5.5 billion redevelopment 
program at all three New York area airports, 
construction staging over the next several years is 
an important capital investment issue for the Port 
Authority. Projected traffic levels that need to be 
accommodated during this period is a key piece of 
the decision-making process. 

Finally, the dynamic nature of airline market 
strategies increasingly requires econometric 
modeling to be supplemented by careful tracking 
and analysis of the current market, as well as 
development and consideration of alternative 
scenarios. This need is particularly important to 
the New York/New Jersey region in light of the 
recent history of People Express and the current 
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uncertain activity levels of important NY /NJ 
airport users such as Eastern and Pan Am. 

To monitor the market in the kind of detail that 
we need, we segment the air passenger market into 
business versus pleasure travelers, domestic versus 
international, and various age segments. For air 
cargo we look at bulk cargo versus small package 
and all-freighter activity versus cargo carried in 
the bellies of passenger aircraft and in combos. 
Through a combination of econometric modeling, 
demographics, market analysis, and development 
of alternative scenarios, traffic forecasting retains 
its role as an important tool for airport facility 
and financial planning. 
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PART II OTHER PERSPECTIVES 

SUMMARY 

Richard Mudge 
Apogee Research Inc. 

This summary focuses on the major themes raised 
by the speakers from outside the airline industry. 
Much of the discussion involved social, economic, 
and technological trends that could result in 
structural changes in the way we use the aviation 
system - that is, changes that could greatly reduce 
the usefulness of forecast models using historical 
trends. While many of these topics and ideas 
might be vital to understanding long-term forces 
in demand and supply of aviation, they are not 
easily incorporated into traditional forecasting 
approaches. The subjects presented were: 

o changes in social values and life styles -­
Marilyn Block, The Naisbitt Group; 

o demographic and industrial shifts in 
where people live and how they work 
across different parts of the country and 
within given metropolitan regions -- John 
Kasarda, University of North Carolina; 

o recent shifts in the economic structure of 
the aviation industry - Steven Morrison, 
The Brookings Institution; 

o economic risk assessment techniques as a 
systematic way to address uncertainty in 
long-term forecasts -- Richard Mudge, 
Apogee Research; 

o Evolving long-term, worldwide trends in 
the environment and energy fields -­
James MacKenzie, World Resources 
Institute; and 

o technological developments that could 
revolutionize how aviation services are 
provided John White, National 
Aeronautics and Space Administration. 

The key theme developed by most speakers was 
the need to see the public as customers. In other 
words, it is important to incorporate more 
elements of market research into forecasting since 
consumer attitudes affect almost every aspect of 
demand forecasts for aviation services and how 
these services will be supplied. 

For example, airlines and aircraft manufacturers 
already incorporate some of these forces into their 
forecasting efforts -- manufacturers on a long­
term scale and airlines on a generally much 
shorter time horizon. 

Social trends and values are hard to identify with 
any certainty until they have become well 
established. Data to predict these changes are 
necessarily soft in nature and subject to individual 
interpretation. Further, even if identified 
correctly, it may not be clear how to incorporate 
their implications into traditional forecasting 
models. Development of alternative scenarios may 
be one approach that could ultimately lead to 
parameter changes. For example: 

I. The trend toward public concern with 
environmental problems implies (a) 
greater unrest concerning aircraft noise, 
which in turn, could impose (b) increased 
capacity constraints for many busy 
airports, leading to (c) the need for larger 
aircraft and requiring (d) new airport 
terminals with somewhat different 
configurations. 

2. Capacity constraints could also limit 
market entry, thus (a) leading to higher 
airline fares with (b) greater profits for 
airlines and perhaps larger revenues for 
airports but (c) reduced air travel as well. 

3. Similarly, airlines might be forced to 
convert to Stage 3 aircraft more rapidly, 
a step that would also (a) increase 
financial pressures on the industry as 
existing aircraft are retired earlier than 
planned, leading to (b) higher fares, and 
(c) reduced travel. 

As a result of such a series of hypotheses, it might 
be wise to incorporate larger aircraft sizes and 
higher fares into a series of alternative long-term 
forecasts. 

Demographic changes -- including the size, age, 
and family structure of the population - affect 
the overall magnitude of demand for air travel 
and its geographic distribution. New geographic 
structures of metropolitan regions (the decreased 
importance of central cities as job centers, for 
example) will also affect the quality and cost of 
airport access, with implications for airports 
serving the metropolitan area. Shifts in industrial 
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structure perhaps toward greater 
internationalization of service industries -- will 
change the need for air travel. Some of these 
shifts might be examined through micro-scale 
studies of shifts of industrial and demographic 
structure within certain regions that may be ahead 
of national trends. 

Environmental and energy trends the 
greenhouse effect and rising sea levels, for 
example - could have far reaching influences on 
life styles as well as on demographic and 
industrial bases. In general, however, their direct 
effect on aviation appears relatively limited, as 
they may result in higher fuel prices. 

Technological change has always been a key 
characteristic of the aviation industry. While the 
scale of some of the changes now under 
development is striking, the financial and 
organizational role played by the government may 
make it easier to predict the speed with which 
they will occur. 

Probabilistic techniques (such as economic risk 
assessment) offer one approach to incorPorating 
these socio-economic and technological changes 
into existing forecasting techniques. By 
recognfaing uncertainty, and analyzing these 
techniques it may be possible to incorporate 
uncertainty directly and explicitly in the modeling 
process. 

The extent to which these long-term forces are 
folded into aviation forecasts depends to a large 
degree on the time frame for the forecast. One­
year forecasts, such as those used by many 
airlines, are probably less in need of greater 
sophistication. Five- or ten-year forecasts 
represent a middle ground where there is a need 
to recognize changes in economic and industrial 
structures of the industry and to extrapolate 
current demographic and social trends. If, 
however, strategic forecasts -- those of twenty 
years or more - are to be of use in airport 
planning or long-term public investment decisions 
(such as the next NAS Plan) ways must be found 
to consider these forces in a systematic way. 



MEGATRENDS: THE NAISBITT 
GROUP FORECASTING PROCESS 

Marilyn R. Block 
The Naisbitt Group 

With enormous amounts of information available 
today, the opportunity cost of ignorance is 
incalculable. Changes in economic, social, 
political, and technological areas occurring now 
will have a dramatic effect on our future. By 
closely monitoring local events through 
newspapers, trade journals, and other sources, and 
then placing these events into a larger social 
context, The Naisbitt Group is able to forecast 
trends that are likely to affect companies. 

Research Methodology 

The Naisbitt Group obtains information about the 
economic, social, political, and technological 
environment, and its effect on a variety of 
institutions, through a research methodology 
called thematic content analysis. This approach 
examines the present in order to comprehend and 
manage the plannable future. 

Content analysis is a method of studying and 
analyzing communications in a systematic, 
objective, and quantitative manner to measure 
variables. It is a method of both observation and 
measurement. Instead of observing people's 
behavior directly, asking them to respond to scales, 
or interviewing them, the content analyst takes 
the communications that people have produced 
and asks questions of the communications. 
Content analysis generally is used to determine the 
relative emphasis or frequency of such 
phenomena as propaganda, trends, styles, and 
changes in content. 

Content analysis is not new -- it first was used 
during World War II. At that time, the American 
intelligence community was searching for a way 
to discover what was occurring inside enemy 
nations. With the help of Paul Lazersf eld and 
Harold Lasswell, now well-known 
communications theorists, intelligence experts 
decided to analyze the content of German 
newspapers. 

The newspapers proved to be the best source of 
information about conditions within Germany. 
Although information about the country's 
supplies, production, transportation, and food 
situation remained secret, the strain on Germany's 
people, industry, and economy was well 
documented. 
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In time, it was possible to determine whether 
conditions were improving or deteriorating in 
Germany by carefully tracking local stories about 
factory openings and closings, production targets, 
train arrivals and departures, and so forth. 
Military casualties were estimated by adding up 
the number of individuals listed in obituaries. 
Impressed by the accuracy of information, 
intelligence agents began analyzing the content of 
newspapers in Japan. 

Thematic Content Analysis. There are several 
ways to evaluate the objects of content analysis. 
The first and most common of these corresponds 
to nominal measurement: count the number of 
items in a defined category after assigning each 
item to its proper category. 

A second form of evaluation is ranking, or ordinal 
measurement. If one is working with fewer than 
30 objects, they can be ranked according to a 
specified criterion. 

A third form of evaluation is rating. Objects are 
deemed superior, equal, or inferior to other objects 
on the basis of some objective standard. 

More complex, but more meaningful than these 
methods, is thematic content anal,ysis. This 
involves more than merely identification of the 
object. It requires placing the object within the 
larger context of society. The Naisbitt Group 
seeks to identify trends as they emerge, before 
they reach widespread public consciousness. Thus, 
nominal and ordinal measurement are 
inappropriate techniques, since one would 
anticipate very few examples of an emerging 
trend. More telling is the identification of issues 
in different geographic areas that in and of 
themselves easily could be overlooked but, when 
viewed as part of a national context, suggest 
trends. 

The topic of education offers an example of the 
value of thematic content analysis in comparison 
to the other three methods. The proportion of 
articles in newspapers pertaining to education has 
remained constant at approximately 14 percent 
over the past decade. However, the issues within 
education have changed dramatically. A nominal 
or ordinal approach would have missed such 
critical trends as privatization of education, 
business-education relationships, teacher 
competence, and declining achievement. 

Thematic content analysis serves as an empirical 
method for studying emerging trends and 
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facilitates the use of quantitative techniques for 
correct inferences from the data. 

Secondary Data Analysis. Once a trend has been 
identified through thematic content analysis, 
secondary data analysis ensures accurate 
inferences about cause and probable future 
effect. Secondary analysis refers to the 
re-analysis, for a new purpose, of data originally 
gathered by another researcher. Archival data 
are well-suited for measures of incidence and 
frequency because these data are not specifically 
produced for comparison and inference. The 
outstanding advantage of physical evidence data 
is freedom from reactive measurement effects; 
that is, there is no intrusion by a researcher into 
the various settings to be described which might 
produce biased information. 

Monitoring Social Change. Thematic content 
analysis is an effective technique for monitoring 
social change because, simply stated, a newspaper 
is a closed system. For economic reasons, the 
amount of space devoted to news in a newspaper 
-- he "news hole" -- does not change significantly 
over time. When something new is introduced, 
something else must be omitted. Newspapers 
operate on the principle of forced choice within a 
closed system -- you cannot add unless you 
subtract. 

This forced-choice situation causes the news hole 
to serve as a mechanical representation of social 
priorities. By keeping track of the changing 
content of the news hole, The Naisbitt Group 
measures the importance of competing issues. 

Why are we so confident that thematic content 
analysis is an accurate forecaster of social 
change? Because we have proven it time and time 
again. 

Over the years, we have observed a variety of 
social issues emerge, expand, and then decline. In 
the early 1970s, for example, the news hole in 
American papers devoted an increasing amount 
of space to environmental concerns. What was 
reduced in the closed system to accommodate the 
intrusion of environmental concerns? News 
about civil rights yielded as environment gained. 
By 1973, the closed system showed a crossover 
and, for the first time, the environment became a 
more important preoccupation than civil rights. 

These research methods -- thematic content 
analysis and secondary data analysis -- enable The 
Naisbitt Group to place seemingly unrelated 
events in the context of evolving issues, to 

delineate appropriate responses to these issues, and 
to give organizations a basis upon which to make 
sound decisions. 

The Naisbitt Group Data Base 

The Naisbitt Group analyzes the content of a 
diverse mix of printed materials, including local 
newspapers, trade journals, government papers, 
and reports. Each week, The Naisbitt Group 
monitors several hundred local newspapers. These 
papers represent America's largest cities and 
smallest towns, industrial regions and agricultural 
areas, areas of decline and areas of growth. This 
geographic and economic diversity enables rapid 
identification of local, state, regional, and national 
trends. 

A smaller but no less critical component of the 
thematic content analysis data base is trade 
journals. New developments often appear in 
specialized publications before exposure in 
newspapers. 

These data sources represent the critical point in 
the normative cycle of awareness and acceptance 
of issues and events at which media coverage and 
public awareness begin to increase and forecasting 
error begins to decrease. This cycle entails: 

Idea creation. Information appears in specialized 
periodicals and fringe publications. Public 
awareness is very low, and the likelihood of error 
in projecting future impact is high. 

Elite reports and industry journals. Trade journals, 
research reports, and specialized newsletters begin 
to provide information. 

Local news. Broadcast and print news begin to 
cover the issue. 

Popular magazines. Coverage by news magazines 
provides information to a broad segment of the 
population. 

Government awareness. As public awareness about 
an issue grows, local, state, and federal 
governments of ten react to demands for action. 
At this point, public awareness is very high and 
the likelihood of errors in projecting future 
impact has been reduced substantially. 

Policy enactment. New policies to deal with the 
issue in question often occur following 
government awareness. 



The Analysis Process 

Trends have two significant elements: events and 
behavior. If an event occurs that does not alter 
the way in which individuals behave, it does not 
presage a trend. If, however, an event results in 
some kind of behavioral change, it may represent 
an emerging trend. For example, in 1983, the 
U.S. government restricted the amount of money 
it provides hospitals to cover medical services for 
the elderly. Hospital administrators responded by 
refusing to take Medicare assignments. This in 
turn caused many elderly to forgo necessary care 
because they could not afford it on their own. 
The event, reduction in federal Medicare support, 
changed behavior in a way that could lead to a 
new trend - increased medical problems among 
the elderly. 

When a similar event occurs in an area unrelated 
to the first event, and resulting behavior also is 
similar, this provides additional evidence that a 
trend is developing. 

Critical Thinking 

The trend analyst's primary responsibility in 
reading newspaper articles is to identify events 
and behavior that create patterns suggestive of 
trends. This is a difficult task because the amount 
of information available is increasing 
exponentially - estimates suggest that it doubles 
every two to three years. More than 15,000 
scientific and technical articles are published 
daily worldwide. As delivery technologies 
improve, the speed with which new information 
reaches us accelerates. With information reaching 
us sooner and in greater volume, separating that 
which is useful from that which is irrelevant 
becomes an increasingly valuable skill. 

Eight questions should be asked in evaluating 
information received via print and broadcast 
media: 

• How credible is the source of information? Too 
often, we do not look past the conveyor of news to 
the original source of information. If a 
newspaper reports that the number of families 
living in poverty has declined, we accept that 
information because we respect the newspaper. 
It is important to consider where the newspaper 
got its information. If the report indicates that a 
state agency said the number had declined, it is 
important to consider how that agency conducts 
its research and whether it has proven reliable in 
the past. Often, a news story will credit a 
"Western analyst" or "university professor" -- the 
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critical thinker will question whether such a 
source is credible. 

• Is an event or behavior described? Frequently, 
information used in formulating decisions is 
speculative -- it describes state-of-mind or threats 
of future action. Reliance on this kind of 
information is harmful because it elicits actions 
on the basis of an emotional response to a 
projected scenario instead of an unemotional 
response to data. 

• Within what context has the event or behavior 
occurred? Information presented out of context 
can be misleading and result in flawed decisions. 
The plight of the American farmer is illustrative. 
During late 1985, when the U.S. Congress was 
working on the farm policy bill, a number of 
newspapers published stories about family farms 
experiencing severe financial difficulty. The 
obvious response would have been concern that 
Congress was not doing enough to help this sector 
of the economy. What many of the news stories 
failed to report, however, was that large corporate 
farms and small boutique farms were doing very 
well. The proportion of farms in trouble was 
relatively small. 

• What is the historical context? Historical 
development is important when it demonstrates 
relativity. To return to our example of the family 
farm, many reports indicated that thousands of 
farms had failed in 1984 and 1985. Without 
reference to the hundreds of thousands of farms 
that failed in the 1950s and 1960s, it is impossible 
to assess the severity of present circumstances. 

• Is anything about the event surprising or 
unusual? :Many news stories present information 
that is taken for granted even though the event is 
new. For example, if the evening news reports a 
cave-in at a coal mine, we are unlikely to consider 
this an unusual occurrence. Experience has taught 
us that cave-ins are a hazard associated with coal 
mining, and we have heard similar news reports 
over the years. Anything about an event that 
surprises us, however, provides new information 
that can be used to advantage. 

• What is likely to happen next as a result of the 
event or behavior? Every event affects some sector 
of society. A change in birth rates will affect 
manufacturers of baby food. A forest fire may 
affect the lumber industry, which, in turn, has 
implications for home builders. Events should not 
be viewed as single occurrences. In the 
information economy, the executive able to 
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project beyond the event to possible outcomes is 
less likely to be taken by surprise. Similarly, it is 
important to avoid the "domino-theory" trap. 
Events and their outcomes do not progress in 
straight lines, but rather grow like spider webs. 
An event can trigger reactions along a number of 
spokes and around several concentric circles. The 
recent plunge in oil prices, for example, not only 
sent shock waves through the oil industry, but had 
an impact on worldwide securities markets and 
manufacturing costs. The effects of lower oil 
prices on many different industries are both 
independent and interrelated. 

• How important is this eyent? Whether we 
realize it or not, we constantly evaluate the 
relative importance of events. A news bulletin 
about freeway traffic is important if we travel 
the route in question and inconsequential if it is 
on the other side of town. Critical thinking 
involves the ability to ascertain the relative 
importance of events so that we neither overreact 
to the unimportant nor minimize significant 
events. Important pieces of information often are 
missed because they do not have imminent 
effect. Consider a banker who reads a newspaper 
article about increased use of technology and 
decreased labor in American industry. Although 
seemingly unrelated to banking, there are some 
important implications. The banker who is able to 
think critically will immediately consider that 
capital needs are changing -- capital requirements 
for people, plants, and equipment will decrease 
and capital needs for technology to update 
production will increase. Moreover, the timespan 
within which capital is required will decrease. 
Technology is outdated far more rapidly than a 
physical plant, so industry leaders will be seeking 
capital far more frequently than in the past. This 
in turn suggests that short-term instruments will 
be required. 

• What should you look for as indicators that 
something is going to happen? Once you have 
projected what is likely to happen, it is necessary 
to identify those things that will indicate whether 
the projected outcome is probable. Shortly after 
the explosion at the nuclear power plant in 
Chernobyl, news reports suggested that the event 
might be advantageous to American farmers, 
because the incident had occurred in the heart of 
Soviet farmland. Indicators that Soviet 
agriculture was in jeopardy included warnings to 
avoid drinking water and fresh produce, an 
Eastern bloc ban on Soviet food, radiation in fresh 
milk, and so forth. These events do not guarantee 
success for American farmers - to assume that 
they do is to fall into the domino-theory trap. 

What they do suggest is a Soviet need for 
agriculture imports. The spider web analogy 
provides a broader context within which other 
competitors play a role. Canada or Argentina 
might benefit more than the United States. 

These eight questions, applied to print and 
television news, enable trend analysts to develop 
a critical sensitivity to the quality of everyday 
information. Critical thinking skills reduce the 
amount of useful information that is ignored and 
decrease the tendency to rely on confusing, 
irrelevant information. 

Trends and Forces that will Affect Aviation 

Two trends will strongly influence commercial 
aviation during the 1990s - consumer protection 
and time and convenience. 

Consumer Protectfon. The consumer protection 
issue encompasses both safety and fairness. 
Although safety always has been a concern, public 
perception about culpability has undergone a shift 
in recent years. Public reaction to acts of 
terrorism directed toward U.S. carriers (e.g., Pan 
Am 103) and the number of incidents linked to 
aging aircraft represents the emergence of a 
growing demand for accountability. Consumers 
will continue to favor deregulation as it relates to 
competition, but they will demand regulation that 
addresses safety. 

There is an emerging demand by consumers for 
"fairness." This is easily illustrated by queuing 
behavior-- consumers hate to wait in line but they 
prefer to spend more time in a serpentine line 
(viewed as socially just) than in a "skip and slip" 
line -- that is, a situation in which several lines 
operate simultaneously such that a person who 
enters a line later may actually get served first 
because his line moved faster. 

In the coming decade, fairness will move beyond 
queuing to pricing. Today, air fares are like 
automobiles - no one has to pay the sticker price. 
Consumers do not understand the basis on which 
air fares are determined. We will have a new 
pricing system within the coming decade. 

Time and Convenience. Convenience will be a 
critical factor. Airlines increasingly are viewed 
as commodities. Ease of use will be the primary 
differentiating factor. 

One area in which convenience will be vastly 
improved is ticketing. Within the next ten years, 
satellite ticketing printers (STP) will become as 



pervasive as fax machines. As increasing numbers 
of corporate of fices print tickets, the need for a 
travel agent will decline. The reservation system 
is the distribution system for commercial aviation 
- whoever controls it controls the business. STP 
will be the distribution system of choice in the 
1990s. 
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DEMOGRAPIDCS - THE SPATIAL 
REDISTRIBUTION OF PEOPLE 

AND JOBS 

John D. Kasarda, 
University of North Carolina 

Although my topic was listed only as 
demographics, I will talk about demographics and 
employment and how they might possibly interact 
affecting demand for aviation both in terms of 
passenger travel and air freight. Demographics, 
I believe, are particularly useful when one wants 
to assess long-term projections, conduct bottom-up 
types of analyses and forecasts, market forecasts, 
as well as to look at processes for improving the 
forecasts for individual hubs such was described 
by Alice Herman of the Port Authority of New 
York and New Jersey. Even if one starts with a 
national aggregate forecast, the question that 
seems to arise immediately from this top-down 
procedure is how best to break it down to regions, 
States, metropolitan areas, or, individual hubs. 

Redistribution of Demand 

Today I am going to talk about some of the basic 
trends that I think will shape redistribution of 
demand for enplanements and air freight over the 
next decade. I am going to present some figures 
on forecasts from various public and private 
agencies, from the regional level right down to the 
Metropolitan Statistical Area (MSA) level. I have 
included an addendum to the tables that describes 
methodologies underlying the forecasts derived 
from private and public agencies such as Bureau 
of Economic Affairs (BEA), Wharton 
Econometrics, Bureau of the Census, and the 
National Planning Association. (For additional 
details you may refer to the Appendix to this 
paper to obtain appropriate baseline information 
used by demographers used at these various 
agencies). 

If one looks at patterns and shifts taking place, 
one sees that over the last two or three decades 
there has been a dramatic.change in the location 
of population and jobs in individual metropolitan 
areas, city-suburban shifts, and more macro cross­
regional Frostbelt-Sunbelt shifts. In interpreting 
these data I believe that we have to separate the 
megatrends from the short-term cycles. 

In the Table I you can see the net inter-regional 
migration flows. This represents flows of people 
between census regions for five-year periods 
beginning with 1955 to 1960, up through the last 

date we have data available, which is the Current 
Population Survey of 1988. 

You can see the dramatic shift to the West in the 
1950s and I 960s. There are many reasons why the 
West demographic explosion in the west, 
California particularly, after World War II. Most 
deal with its expanding economic base. Over 
three million people alone moved to California 
between 1945 and 1960. During this period, the 
South also turned around from a net exporter of 
people to a demographic magnet. You can see by 
1955 to 1960, in and out migration in the South 
had pretty much evened out, although the South 
was still sending more people to the West. These, 
incidentally, are net figures. Everyone knows 
there is no such person as a net migrant, the 
difference in in-movers and out-movers in each 
region so what this says is that between 1955 and 
1960, 380,000 more Southerners moved to the West 
than Westerners moved to the South. During the 
following 25 years the South became a 
demographic magnet, attracting people from all 
other regions. By the 1980 to 1985 period, for 
every one person moving to the West, three were 
moving to the South in terms of net migration 
exchange. 

The Midwest continued to send people to other 
regions except the Northeast. During the 1980 
and 1985 period, dominated by the 1980 to 1982 
recession, there was a hemorrhage of midwestern 
migrants. Notice how this loss really slowed down 
with the Midwest's economic recovery. Many of 
these states had cyclically sensitive industries that 
1988 responded quite well after 1982 to the 
economic recovery and, as they stabilized, their 
outmigration slowed. Thus, the Midwest went 
from losing 1.5 million people in the net between 
1980 and 1985 to a loss of just 183,000 between 
1985 and 1988. 
Such is not the case in the Northeast. Their net 
out-migration continued at a rapid pace. The last 
three years, 817,000 in the net, compared to a 
1,022,000 loss between 1980 and 1985. So these are 
the internal shifts taking place and generally you 
can see, looking at the totals, not only the 
Frostbelt-Sunbelt moves but also increasingly over 
the last 30 years, a shift in terms of internal flows 
from the West to the South. 

Impact of Immigration. All I have discussed so 
far is internal flows. If you look at movers from 
abroad who are mostly immigrants, although there 
are some expatriates here, you see that two basic 
changes have taken place in immigration. (Table 
2.) One, since the 1950s there has been a 
substantial increase in the number of movers from 



TABLE I. NET INTERREGIONAL MIGRATION FLOWS, 1955 TO 1988 

Net Higracion in Thousands 
R.eaional H.igration 

Exchangu 
j 

1980-854 1985-88. 

South : Net Exchange llich 

Northeast 

Hidwest 

West 

Total Other R.egiolUI 

West: Net Exc.buge With 

Northeut 

Kidveat 

South 

Total Other le1iona 

Kidvest: Net !.zchange With 

Northe.ast 

South 

Total Otber legiona 

Northeas t: Net E.1:cban1e With 

Midwest 

South 

West 

Tota l Other Region• 

+314 

+122 

-380 

+56 

+2115 

+760 

+3110 

+40 

-122 

-760 

-1142 

-40 

-314 

-285 

-639 

+1.38 

+275 

-56 

~57 

+224 

+415 

+56 

~95 

+53 

-275 

-41.5 

-637 

-53 

-"38 

-224 

-715 

+964 

+790 

+75 

+l,829 

+311 

+472 

-75 

+708 

-+{,7 

-790 

-472 

-67 

-964 

-311 

-1,342 

+813 

+176 

+l,935 

+518 

~34 

-176 

+i76 

+146 

-813 

-634 

-1,302 

-945 

-5111 

-1,609 

l 
U.S. Cenau1 of Popul ation, Voll, U.S. Swmary 1960: Table 237 

2u.s. Census of Popul ation, 1970 Vol 1, U.S. SU11D&ry: Table 274 

+737 

+l,100 

-+{,O 

+l,897 

+234 

+475 

-60 

~49 

+SO 

-1,100 

-475 

-so 
-737 

-234 

-1,022 

3Kobility of the Population of the U.S.: March 1970 to March 1975, Seriea P-20, 
No. 285 in Current Population ~eporta 

4Current Popul ation Survey • achlne-readable files, 1980, 1985, 1986, 1987, 1988 

+588 

+l04 

+ 4l 

+732 

+ 118 

+190 

- 41 

+267 

+11 l 

-104 

-190 

-l83 

-l 11 

-588 

-118 

-817 
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abroad. Secondly, comparing the figures from 
1955 to 1960 right across to 1985 to 1988, the net 
gain in immigrants has been picked up almost 
entirely in the South and the West, with the West 
really pulling ahead as the nation's magnet for 
immigrants. If you look back at 1955 to 1960 

you can see the Northeast was the modal 
immigration region. This reflected the fact that 
until the late 1960s, the bulk of the immigrants 
were orginating from nations that were 
geographically to the east and north of the United 
States, primarily Europe. 
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TABLE 2. MOVERS FROM ABROAD BY REGION, IN 1955 TO 1988 

Reg i o n 1955-1960
1 1965- 70

2 19 70-75 3 1975-80
4 

1980-85
4 

1985-884 

Northeast 592 821 903 834 832 6 72 

Mid-,esc 361 440 638 590 457 509 

South 505 740 1,082 1,164 1,180 1,001 

lolest 545 697 980 1,475 1,387 1,340 

11960 CeNlus of Population, Vol. l, U.S. Su-ry Table 237. 

2 1970 Ceru1us of Population, Vol. 1, U.S. Summary Table 274. 

~obility of the Population of the U.S.: Karch 1970 to Karch 1975 
Series P-20, No. 285 in Current Popul ation Reports. 

4 
Current Population Survey Hachine-RAl!adable Files, 1980, l 98.5, 1986, 1987, 1988 

This does not include illegals; these are census 
figures. The Census and Current Population 
Survey might pick up a few illegals, but I doubt 
most respond to the census questionnaire. If 
anything, my guess is that illegals would inflate 
further the West and the South in terms of their 
immigration dominance. 

You can see that when people were moving from 
nations in Europe, the closest port of entry would 
be New York City and points in the Northeast. 
As sending nations shifted to Asia, South America, 
and the Pacific Islands, the closest ports of entry 
became San Francisco, Los Angeles, Houston, and 
Miami. Between the early 1970s and 1984, one 
million Asian and Hispanic immigrants settled in 
Los Angeles County alone. Clearly, Los Angeles 
has become the nation's leading growth node for 
immigrants. 

One other point. Notice that between 1980 and 
1985, the West attracted 649,000 people from other 
regions of the country. It grew twice as fast from 
immigration, 1,387,000, so that the demographic 
driving force for the West is no longer people 
moving from other regions of the country, but 
people moving to the West from abroad, primarily 
from Asia and South America. This might also go 
against conventional wisdom We think of "Go 
West Young Man," but a lot of it is "Go East", -
immigrants corning from Asia. Those living in 
California surely recognize this. A lot of 
immigration is by air, increasingly so. Many of the 
immigrants today have the resources to afford 
international air travel for return trips to see 
family and friends. Places like Los Angeles, with 
a million immigrants in 14 years, are going to feel 
this immigrant impact on air travel. 

But when you combine the flows of internal 
shifts, with immigration, you can see that the 
South and the West during the last eight years, 
that is (1980 to 1988) captured approximately 90 
percent of the nation's population increase. (Table 
3) In fact, three States alone, California, Florida, 
and Texas captured half of the increase. 
California grew by 4,500,000, Florida by 2,600,000, 
Texas by 2,500,000, which together account for 51 
percent of the total nation's population growth. 
Projections we will see in a moment indicate that 
these trends will continue. 

Projecting Aviation Demand 

In projecting demands for aviation, I tend to look 
at business travel and economic development as 
being the key factors. When one wants to predict 
these, one has to go beyond the economic data and 
look at other changes such as labor force 
characteristics. We can see already certain parts 
of the country are facing a serious labor force 
squeeze which is driving up wages and preventing 
businesses from adding employees. These 
businesses are moving elsewhere to look for 
employees. 

Table 4 gives a population projection for the IO­
year period 1990 to 2000 for those aged 18 to 44 in 
each State. I chose 18 to 44 year olds as an 
indication of the growth of the new labor force 
entrants, which I consider critical to employment 
growth and further business expansion. You can 
see the number of States towards the bottom of 
the table that are going to take a beating. They 
are ranked on the left in terms of net changes, this 
is absolute numbers and on the right in terms of 
percent change. So, on a percent-change basis, 
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TABLE 3. POPULATION CHANGES IN U.S. REGIONS AND STATES, 1980-1988 

Area 
United Stat•• 
Northea• t 
Kidwe• t 
South 
We• t 

Alabeu 
Al.a • ka 
Ari1on• 
Ark• n••• 
Cdiforni• 
Colorado 
Connecticut 
O.l•w•r• 
Di• t. of ColUllbia 
Florida 
Geo1'9ia 
Hawaii 
Idaho 
Illinoie 
Indiana 
Iowa 
ltanaaa 
JtentucJty 
Loui• i • na 
Maine 
Maryland 
Na•aachua•tta 
Nichi9an 
Ninna•ota 
Niad•dppi 
Ni• -ouri 
Montana 
Nabra• u 
NavadA 
Nav H-p•hira 
Nav Jar••Y 
N• v Naxico 
Nav York 
North carolina 
North Dakota 
Ohio 
Oklaho­
Or•9on 
Penn• ylvia 
Rhoda I•l•nd 
South carolina 
South Dakota 
Tanne•• aa 
T•xa• 
Utah 
Var.ant 
Vi1"9inia 
Wa• hinqton 
Wa• t Vi1"9inia 
Wi•conain 
Wyo• inq 

226,546 
49, ll 5 
5t,t66 
75,372 
43,172 

l,19' 
402 

2,717 
2,216 

23,661 
2,H0 
l,101 

59' 
631 

t,747 
5,463 

965 
tu 

11,427 
5,490 
2,914 
2,364 
l,660 
4,206 
1,125 
4,217 
5,737 
t,262 
4,076 
2,521 
4,917 

717 
1,570 

101 
t21 

7,365 
l,lOl 

17,551 
5,110 

65l 
10,7H 
l,026 
2,Ul 

11,165 
'47 

l,121 
691 

4,5tl 
14,226 
1,461 

512 
5,347 
4, ll2 
1,950 
4,706 

'70 

245,807 
50,611 
59,894 
14,87t 
50,424 

4,127 
513 

3,466 
2,422 

2t,161 
l,2t0 
3,241 

660 
620 

12,377 
6,401 
l,OtJ 

Ht 
11,511 
5,575 
2,134 
2,417 
l,721 
4,420 
1,206 
4,644 
5,171 
t,lOO 
4,306 
2,627 
5,131 

104 
1,601 
1,060 
1,097 
7,720 
1,510 

17,191 
6,526 

663 
10,172 
l,263 
2,741 

12,027 
tt5 

l,4tl 
715 

4,tlt 
16,710 

1,691 
556 

5,996 
4,619 
1,114 
4,151 

j7l 

Change 
Htt 

lll,:IU 
l,476 
1,021 
9,506 
7,:152 

2ll 
111 
74t 
136 

4,500 
400 
lll 

66 
-11 

2,630 
tll 
121 

55 
14 
15 

-10 
123 

61 
214 

11 
427 
ll4 
ll 

230 
106 
222 

17 
ll 

259 
176 
355 
207 
340 
646 

10 
74 

237 
101 
162 

41 
l72 

24 
l21 

2,554 
230 
u 

64t 
417 
-66 
152 

1 

1980-l 988 
Percent 

8.5 
J.O 
l.7 

12.6 
16.8 

6.0 
27.6 
27.6 
5.9 

19.0 
13.8 
4.l 

11.1 
-2.1 
27.0 
17.2 
13.l 
5.1 
0.7 
1.5 

-2.7 
5.2 
1.7 
5.1 
7.2 

10.1 
2.l 
0.4 
5.6 
4.2 
4.5 
2.2 
2.0 

32.l 
lt.l 
4.1 

15.9 1., 
11.0 
1.5 
0.7 
7.1 
4.1 
1.4 
5.1 

11.t 
3.5 
7,1 

11.0 
15.7 
1.6 

12.1 
11.1 
-l.4 

J.2 
0,1 

SOUCRES1 1. current Population bporta, Population s• tia• ta• and 
Projectiona, .. ri•• P-25, no. 1017, 1111. 

2. o• pt. of coaaerce, Nava, CBll-205, ral•a •-ct Dae.JO, 
1111, 1111 Int.aria .. tbod utia• tu, 

Hawaii is ranked number one with a 62,000 
increase in those 18 to 44, but that is an 11.9 
percent increase because the base is much smaller. 
The left is the where the States are ranked by 
absolute increase, California dominates with 
714,000 projected growth. If you look at the States 

down towards the bottom, they are actually going 
to be facing dramatic declines of new labor force 
entrants over the next 10 or 15 years. 
Pennsylvania, for example, is actually going to 
lose only about 300,000 people overall, but lose 
500,000 people in the 18 to 44 year age range. 
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TABLE 4. THE STATES RANKED BY NET CHANGE AND PERCENT CHANGE 
FOR THE POPULATION Aged 18-44, 1990-2000 

Ranked by Net change Ranked by Percent Change 
Net Chng I Net Chng I 

ST1\TE nooosl Chng STATE I l OOOsl Chng 
1 California 714 5.5 1 Hawaii 62 11.9 
2 Florida 441 9.0 2 Alaska 33 11.3 
3 Texas 440 5.6 3 Arizona 175 11.1 
4 Georgia 329 11.0 4 Georgia 329 11.0 
5 Arizona 175 11.1 5 New Mexico 75 10.7 
6 North Carolina 84 2.9 6 Nevada 47 9.5 
7 New Mexico 75 10.7 7 Florida 441 9.0 
8 Hawaii 62 11.9 8 Utah 44 6 . 1 
9 Virginia 55 1.9 9 Texas 440 5.6 

10 Nevada 47 9.5 10 California 714 5.5 
11 Utah 44 6.1 11 New Hampshire 24 4.6 
12 Maryland 39 1.8 12 North Carolina 84 2.9 
13 Alaska 33 11.3 13 Virginia 55 1.9 
14 New Hampshire 24 4.6 14 Maryland 39 1.8 
15 South Carolina 22 1.4 15 Delaware 5 1.7 
16 Mississippi 6 0.5 16 South Carolina 22 1.4 
17 Delaware 5 1.7 17 Mississippi 6 0.5 
18D.C. 0 0.0 18D.C. 0 0.0 
19 Rhode Island -11 -2.5 19 New Jersey -17 -0.5 
20 Vermont -13 -5.1 20 Colorado -15 -0.9 
21 Colorado -15 -0.9 21 Alabama -42 -2.4 
22 South Dakota -16 -5.7 22 Rhode Island -11 -2.5 
23 New Jersey -17 -0.5 23 Tennessee -56 -2.6 
24 Maine -23 -4,4 24 Arkansas -37 -3.9 
25 Idaho -26 -6.2 25 Connecticut -56 -4.0 
26 Wyoming -30 -12.9 26 Missouri -95 -4.4 
27 North Dakota -32 -11.5 27 Maine -23 -4.4 
28 Montana -34 -10.1 28 Massachusetts -129 -4.9 
29 Arkansas -37 -3.9 29 Washington -105 -5.0 
30 Alabama -42 -2.4 30 New York -384 -5.l 
31 Tennessee -56 -2.6 31 Vermont -13 -5.l 
32 Connecticut -56 -4.0 32 Oklahoma -73 -5.3 
33 Nebraska -66 -10.1 33 South Dakota -16 -5.7 
34 Kansas -69 -6.6 34 Idaho -26 -6.2 
35 Oklahoma -73 -5.3 35 Minnesota -118 -6.3 
36 Missouri -95 -4.4 36 Kansas -69 -6.6 
37 Washington -105 -5.0 37 Illinois -377 -7.6 
38 Oregon -106 -8.7 38 Louisiana -154 -8.0 
39 Minnesota -118 -6.3 39 Oregon -106 -8.7 
40 West Virginia -121 -15.8 40 Michigan -357 -8.8 
41 Massachusetts -129 -4,9 41 Kentucky -141 -8.8 
42 Kentucky -141 -a.a 42 Indiana -215 -9.1 
43 Louisiana -154 -8.0 43 Ohio -428 -9.4 
44 Iowa -180 -16.l 44 Wisconsin -200 -9.9 
45 Wisconsin -200 -9.9 45 Nebraska -66 -10.1 
46 Indiana -215 -9.l 46 Montana -34 -10.1 
47 Michigan -357 -8.8 47 Pensylvania -537 -11.1 
48 Illinoia -377 -7.6 48 North Dakota -32 -11.5 
49 New York -384 -5.1 49 Wyoming -30 -12.9 
50 Ohio -428 -9.4 50 Weat Virginia -121 -15.8 
2l...J>ennsxlvania - 537 - ll.l 51 Iowa -180 -16,l 
source: u.s. cenaua, Projections or the Population or State• by Age, Sex 

, Race: 19ea-2010 current Population Report• P-25 t1011, 1988. 

When we look at the l\.1assachusetts miracle of 
unemployment decline, much of that was 
demographically driven. Their labor force did not 
grow. They added jobs only at a national average 
rate, but their very slow labor force growth 
pushed down their unemployment rate. 

dominated in the next 10 to 12 years by the 
growth of California, Florida and Texas. I think 
Texas is a good example of separating cycles from 
trends. Houston's economy is booming right now. 
They added 36,000 jobs in the last eight months, 
over 50,000 jobs in the last 14 months. Talking to 
real estate investor members of the Urban Land 
Institute, Houston is considered to be a hot spot 
for investment when just a couple of years ago it 

In Table 5, you can see the overall projections for 
State population growth. Again, the nation will be 
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TABLE 5. THE ST A TES RANKED BY NET CHANGE AND PERCENT CHANGE IN POPULATION 
1987-2000 

Net Chng ' Net Chng ' Stat§ (lOQOs} Chng ,HaU (lQQQsl Chng 
l California 5969 21. 7 l Arizona 1186 34.6 
2 Florida 3453 28.9 2 Nevada 310 31. 2 
3 Texas 3274 19 . 3 3 New Mexico 450 29.6 
4 Georgia 1713 27.4 4 Florida 3453 28.9 
5 Arizona 1186 34.6 5 Georgia 1713 27 . 4 
6 North Carolina 1061 16.5 6 Alaska 143 26 . 3 
7 Virginia 994 16.9 7 New Hampshire 275 26.0 
8 New Jersey 859 11.2 8 Hawaii 264 24.4 
9 Maryland 742 16.4 9 California 5969 21.7 

10 Colorado 505 15.3 10 Texas 3274 19.3 
11 South Carolina 486 14.2 11 Utah 297 17.5 
12 Washington 477 10.6 12 Virginia 994 16.9 
13 New Mexico 450 29.6 13 North Carolina 1061 16.5 
14 Tennessee 418 8.6 14 Maryland 742 16.4 
15 Alabama 324 7.9 15 Colorado 505 15.3 
16 Nevada 310 31.2 16 Delaware 93 14.5 
17 Utah 297 17.5 17 south Carolina 486 14.2 
18 Missouri 283 5.5 18 New Jersey 859 11.2 
19 New Hampshire 275 26.0 19 Washington 477 10.6 
20 Hawaii 264 24.4 20 Misaissippi 234 8.9 
21 Massachusetts 249 4.3 21 Tennessee 418 8.6 
22 Minnesota 247 5.8 22 Vermont 44 8.0 
23 Mississippi 234 8.9 23 Alabama 324 7.9 
24 Connecticut 233 7.3 24 Maine 87 7.3 
25 New York 227 1.3 25 Connecticut 233 7.3 
26 Oregon 161 5.9 26 Rhode Island 67 6.8 
27 Alaska 143 26.3 27 Arkansas 143 6.0 
28 Arkansas 143 6.0 28 Oregon 161 5.9 
29 Delaware 93 14.5 29 Minnesota 247 5.8 
30 Maine 87 7.3 30 Missouri 283 5.5 
31 Oklahoma 8l 2.5 31 Massachusetts 249 4. 3 
32 Rhode Island 67 6.8 32 Idaho 41 4.1 
33 Kansas 60 2.4 33 Oklahoma 81 2.5 
34 Michigan 59 0.6 34 Kansas 60 2.4 
35 Vermont 44 8.0 35 D. c. 13 2.1 
36 Idaho 41 4.1 36 New York 227 1. 3 
37 D. c. 13 2.1 37 South Dakota 7 1.0 
38 Louisiana 12 0.3 38 Michigan 59 0.6 
39 Illinois 11 0.1 39 Louisiana 12 0.3 
40 South Dakota 7 1.0 40 Illinois 11 0.1 
41 Kentucky 0 o.o 41 Kentucky 0 o.o 
42 Wisconsin -7 -0.1 42 Wi s consin -7 -0.1 
43 Indiana -16 -0.3 43 Indiana -16 -0.3 
44 Wyoming -17 -3.4 44 Ohio -138 -1. 3 
45 Montana -20 -2.5 45 Nebraska -39 -2.4 
46 Nebraska -39 -2.4 46 Montana -20 -2.5 
47 North Dakota -45 -6.7 47 Pennsylvania -371 -3.1 
48 Ohio -138 -1.3 48 Wyoming -17 -3.4 
49 West Virginia -180 -9.5 49 North Dakota -45 -6.7 
50 Iowa -277 -9.8 50 West Virginia -180 -9.5 
:a flDDllllnn iA - JZl - J,;i. ~;i, 12l!fl -;n1 - 9.8 
Source: u.s. Bureau of Census, Q.l[[IDt f2R~l lti2D B•R2lll "Population 

Estimates and Projection, 

was a sure loser, and before that a boom area. So 
you have to separate the cycles from the trends. 
In projecting air travel demand in the early 21st 
century, one wants to look at the longer-term 
trends, not the short term cycles. Taking any one 
of these short-term cyclical boom or bust periods 
and extrapolating could get you into big trouble. 
You can see when States are ranked in terms of 
net change and percent change in employment, 
Texas is second. The National Planning 

Serie.a P-2!5, no.1017, 1988. 

Association projections, the BEA projections, and 
the Bureau of Labor Statistics projections closely 
correspond. As a matter of fact, the National 
Planning Association derives its projections here, 
as you can see in the Appendix, from the Bureau 
of Economic Analysis figures, so the growth nodes 
will, in terms of employment, continue to be 
California, Texas and Florida, with Georgia and 
Virginia following close behind. 
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TABLE 6. THE ST ATES RANKED BY NET CHANGE IN EMPLOYMENT 
1987-2000 

Net Chng ' ~t~te (,l,QQQs) ~lrng 
l California 3556.3 24.l 
2 Texas 2000.0 24.4 
3 Florida 1807.3 30.l 
4 Georgia 691.6 20.4 
5 Virginia 654.3 19.8 
6 New Jersey 648.9 15.2 
7 New York 626.4 6.6 
8 North Carolina 592.3 16.6 
9 Massachusetts 529.5 14.8 

10 Arizona 515.8 32.0 
11 Colorado 515.4 28.0 
12 Washington 513.0 21.7 
13 Pennsylvania 481.8 8.1 
14 Illinois 450.7 7.6 
15 Ohio 436.2 8.0 
16 Minnesota 419.7 17.2 
17 Maryland 397.3 16.5 
18 Michigan 379.9 8.9 
19 Tennessee 358.5 14.0 
20 Wisconsin 343.8 13.2 
21 Missouri 328.6 11.8 
22 Louisiana 318.9 16.4 
23 South Carolina 314.7 17.6 
24 Connecticut 296.7 15.2 
25 Oklahoma 275.6 16.9 
26 Oregon 268.0 18.7 
27 Indiana 263.2 9.2 
28 Alabama 241.8 12.6 
29 Kentucky 209.6 11.8 
30 Utah 207.3 26.7 
31 Nevada 200.1 34.0 
32 Kansas 192.0 13.7 
33 New Hampshire 169.6 27.6 
34 New Mexico 165.l 24.4 
35 Arkansas 165.0 14.4 
36 Iowa 121.7 7.8 
37 Hawaii 119.2 19.3 
38 Maine 109.5 16.9 
39 Miaaisaippi 106.3 9.1 
40 Nebraska 105.5 11.4 
41 Idaho 95.l 19.5 
42 Alaska 85.7 29.0 
43 Rhode Island 70.6 13.l 
44 West Virginia 64.0 8.5 
45 Wyoming 61. 8 23.6 
46 Montana 60.2 14.9 
47 Vermont 55.0 17.7 
48 North Dakota 44.l 12.2 
49 south Dakota 37.9 10.2 
50 Delaware 35.2 9.6 
51 D, !::, :ilfi.:i JI fi 
source: National Planning Assoc., 

R-87-1, 1988. 

Tables 6, 7 and 8 describe population and 
employment projections by labor market area and 
by metropolitan area. They speak for themselves. 
I also present projections for single-unit housing 
construction, (Table 9) multi-unit (Table 10) and 
non-residential (Table 11) construction and some 
other factors for your consideration. 

Net Chng ' SJ.AU (1222~} Cl)ng 
l Nevada 200.l 34.0 
2 Arizona 515.8 32.0 
3 Florida 1807.3 30.l 
4 Alaska 85.7 29.0 
5 Colorado 515.4 28.0 
6 New Hampshire 169.6 27.6 
7 Utah 207.3 26.7 
8 Texas 2000.8 24.4 
9 New Mexico 165.l 24.4 

10 calitornia 3556.3 24.1 
11 Wyoming 61.8 23.6 
12 Washington 513.0 21.7 
13 Georgia 691.6 20.4 
14 Virginia 654.3 19.8 
15 Idaho 95.l 19.5 
16 Hawaii 119.2 19.3 
17 Oregon 268.0 18.7 
18 Vermont 55.0 17.7 
19 South Carolina 314.7 17.6 
20 Minnesota 419.7 17.2 
21 Oklahoma 275.6 16.9 
22 Maine 109.5 16.9 
23 North Carolina 592.3 16.6 
24 Maryland 397.3 16.5 
25 Louisiana 318.9 16.4 
26 New Jersey 648.9 15.2 
27 Connecticut 296.7 15.2 
28 Montana 60.2 14.9 
29 Massachusetts 529.5 14.8 
30 Arkansas 165.0 14.4 
31 Tenn••••• 358.5 14. 0 
32 Kansas 192.0 13.7 
33 Wisconsin 343.8 13.2 
34 Rhode Island 70.6 13.l 
35 AlabUUl 241.8 12.6 
36 North Dakota 44.l 12.2 
37 Kentucky 209.6 11. 8 
38 Missouri 328.6 11.8 
39 Nebraska 105.5 11.4 
40 South Dakota 37.9 10.2 
41 Delaware 35.2 9.6 
42 Indiana 263.2 9.2 
43 Mi• aiaaippi 106.3 9.1 
44 Michigan 379.9 8.9 
45 West Virginia 64.0 8.5 
46 Pennsylvania 481.8 8.1 
47 Ohio 436.2 0.0 
48 Iowa 121.7 7.8 
49 Illinois 450.7 7.6 
50 New York 626.4 6.6 
:.il 1:2, !;;;, 2.fi, :i JI fi 

Re g i onal Projection s eries , 

Effect on Air Transportation 

What does this all mean? Well, I thought I heard 
Paul Biederman say that airline travel is not likely 
to grow very fast. Aggregate air passenger 
forecasts are based on a number of variables -­
GNP, CPI, fuel prices. I would like to comment 
on such factors for a moment because we found 
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TABLE 7. THE TOP 50 METROPOLITAN AREAS RANKED BY NET CHANGE 
AND PERCENT CHANGE IN POPULATION, 

1987-2000 

Metropolitan 
Area 

1 Los Angeles-Long Beach CA 
2 Houston TX 
J Riverside-San Bernardino CA 
4 Atlanta GA 
5 Dallas TX 
6 Phoenix AZ 
7 Anaheim-Santa Ana CA 
8 San Diego CA 
9 Washington D.C. 

10 Ta11pa-St Petersburg PL 
11 Denver co 
12 Port Lauardala-Hollywood FL 
13 Minneapolis-st. Paul MN-WI 
14 Oakland CA 
15 Fort Worth-Arlington TX 
16 San Jose CA 

Population Change 
1987-2000 

Nat Chng Percent 
c1ooos1 change 

17 Wast Palm Beach-Boca Raton PL 
18 Sacramento CA 

874.8 
752,1 
643,J 
547.J 
546.8 
527.4 
498.9 
494,7 
488. 7 
419.4 
370.9 
302,2 
300.9 
298.5 
293.3 
283,5 
273.2 
271.9 
267.6 
262,4 
241,8 
235.9 
190,2 
184,8 
184.4 
179.1 
164.7 
164,6 
161.8 
156.3 
145,0 
143,7 
141,4 
133,0 
132,5 
126.l 
124.5 
121.0 
120.0 
118.4 
113. 7 
113.3 
109.8 
105.4 
105.2 
104,l 
102.8 

10.4 
23,0 
30,9 
20.8 
22,5 
26.8 
22,3 
21.8 
13,5 
21.3 
22,5 
25,6 
13,0 
15,l 
23.l 
19.7 
34.7 
20.5 

19 Boston-Lawrance-Sala• MA 
20 Orlando FL 
21 Seattle WA 
22 Miami-Hialeah FL 
23 Philadelphia PA-NJ 
24 Salt Lake City-Ogdan UT 
25 San Antonio TX 
26 Austin TX 
27 Oxnard-Ventura CA 
28 Baltimore MD 
29 San Francisco CA 
JO Las Vagas NV 
31 Tucson AZ 
32 MOJ\JIIOUth-Ocaan NJ 
33 Norfolk-Virginia Beach VA 
34 Portland OR 
35 Nassau-Suffolk NY 
36 Raleigh-Durham NC 
37 Fort Mayers PL 
38 Charlotta-Gastonia NC-SC 
39 Tulsa 01( 

40 Vallejo-Fairfield CA 
41 Oklaho•a City 01( 

42 Santa Rosa-Petaluma CA 
43 New Orleans LA 
44 Jacksonville FL 
45 Baton Rouge LA 
46 Columbus OH 
47 Nashville TN 
48 l(ansas City MO-l(S 
49 Port Pierce FL 
50 Albuaueraue HM 

98.4 
97.2 
95.0 

7.2 
28,2 
13.6 
13,l 

3.9 
17. 6 
14,4 
24,3 
26.0 
7.l 

10.0 
26,3 
23.4 
15.2 
10.6 
11.4 
5,0 

18.9 
42,4 
11.2 
16,4 
29.l 
11.7 
31.7 
8.3 

12,l 
19.2 
7.9 

10.9 
6,4 

44.9 
19.7 

Population Change 
1987-2000 

Metropolitan 
Area 

l Naples FL 
2 Fort Pierce FL 
3 Fort Meyers FL 
4 Ocala FL 
5 Olympia WA 
6 Bryan-College Station TX 

Net Chng Percent 
c 1000111 change 

68,6 
97.2 

124.5 
67.6 
54.7 
43.7 

7 West Palm Beach-Boca Raton FL 
8 Santa Cruz CA 

273.2 
78.l 
56.9 

113. 3 
643,3 
118,4 

53.J 
44.9 
42.4 
37,7 
35.9 
35,J 
34.7 
34.J 
31.9 
31.7 
30.9 
29.l 
28.9 
28.6 
28,2 
26.8 
26.8 
26.J 
26.0 
25.6 
25.6 
24.9 
24.8 
24.8 
24.J 
23.7 

9 Fort Collins-Loveland CO 
10 Santa Rose-PetalUJ11a CA 
ll Riverside-San Bernardino CA 
12 Vallejo-Fairfield CA 
13 Bremeton WA 
14 Sarasota FL 
15 Orlando FL 
16 Phoenix AZ 
17 Portsmouth-Dover NH 
18 Las Vegas NV 
19 Oxnard-Ventura CA 
20 Fort Lauerdale-Hollywood FL 
21 Reno NV 
22 Brazoria TX 
23 Daytona Beach FL 
24 Anchorage AX 
25 Austin TX 
26 Provo-Orem UT 
27 Bradenton FL 
28 Tucson AZ 
29 Fort Worth-Arlington TX 
30 Houston TX 
3l Chico CA 
32 Dallas TX 
33 Denver co 
34 Anaheim-Santa Ana CA 
35 McAllen-Edinburg TX 
36 Lafayette LA 
37 Boise City ID 
J 8 Midland TX 
39 Vancovar WA 
40 San Diego CA 
41 Manchester-Nashua NH 
42 Panama city FL 
43 Santa Fa NM 
44 Boulder-Longmont co 
45 Laredo TX 
46 Tampa-st Petersburg FL 
47 Fort Walton Beach FL 
48 Salinas-Seaside CA 
49 Richland-Xennewick WA 
50 Atlanta GA 

50.4 
73.4 

262.4 
527.4 

87.6 
156.3 
164.7 
302.2 

60.1 
47.7 
82.3 
57.5 

179,l 
57.8 
42.7 

145,0 
293.3 
752,l 

39.5 
546.8 
370.9 
498.9 
82.7 
48.7 
43.2 
24.8 
47.9 

494.7 
70.l 
27.l 
23.2 
46.4 
26.l 

419,4 
30.9 
73.7 
32.4 

547.3 

23.4 
23.4 
23.1 
23.0 
23.0 
22.5 
22.5 
22.J 
22.3 
22.2 
22.2 
22.l 
22.1 
21.8 
21. 7 
21.6 
21.5 
21.4 
21.4 
21.3 
21.3 
21.l 
21.l 
20, 8 

Source: National Planning Association, Regional Economic Projections, Series 87-R-l, 1988. 

that, at least in terms of the territorial shifts of 
population, they did not predict very well. 

For example, when the real energy prices went up, 
it was thought that people would come back to the 
cities. When prices went up in the mid- to late-
1970s, we had one of our greatest period of 
population deconcentration. We had the non-

metropolitan revival. People moved even further 
away from their urban jobs. We saw figures on 
airline trends that bucked the CPI; and during the 
1980-82 recession, certain hubs -- Phoenix for 
example - boomed, as did the Texas airports. 
When we look at exogenous factors, we need to get 
into industry-specific propensities, getting back to 
the idea of structural change in the economy. As 
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TABLE 8. THE TOP 50 METRO POLIT AN AREAS RANKED BY NET CHANGE 
AND PERCENT CHANGE IN EMPLOYMENT, 

1987-2000 
Employment Change 

1987-2000 
Metropolitan 
Area 

l Los Angeles-Long Beach CA 
2 Anaheim-Santa Ana CA 
3 Washington D.C. 
4 Houston TX 
5 Dallas TX 
6 Atlanta GA 
7 Boston-Lawrence-Salem KA 
8 San Diego CA 
9 San Jose CA 

10 Phoenix AZ 
ll Denver co 
12 Minneapolis-St. Paul MN-WI 
13 Tampa-st Petersburg FL 
14 Seattle WA 
15 Chicago IL 
16 Nassau-Suffolk NY 
17 Philadelphia PA-NJ 
18 Fort Lauerdale-Hollywood FL 
19 Orlando FL 
20 San Francisco CA 
21 Riverside-San Bernardino CA 
22 Oakland CA 
23 Sacramento CA 
24 Miami-Hialeah FL 
25 Balti• ors HD 

Net Chng Percent 
nooosl change 

15.1 
45. 7 
21.4 
30.7 
31.1 
28.1 
15.9 
29.4 
35.9 
34.3 
29.0 
19.9 
30.0 
25.4 

26 west Palm Beach-Boca Raton FL 
27 Fort Worth-Arlington TX 

723.6 
616.4 
522.5 
515.1 
471.6 
452.2 
396.l 
351.3 
348.8 
347.5 
291.0 
290.5 
286.4 
278.2 
261.4 
258.7 
256.3 
216.2 
215.2 
214. 7 
198.l 
195.9 
193.4 
188.0 
180.1 
171.5 
168.6 
151.2 
149.0 
143.9 
143 .8 
137.1 
133.2 
130.5 
130.0 
127.5 
126.8 
122.4 
119.2 
118.1 
115. 7 
113.0 
108.5 
105.6 
105.2 
104.0 

7.6 
18.5 
10.0 
37.5 
39.1 
18.2 
26,3 
19.4 
28.7 
18.5 
13.8 
42.3 
28.2 
11.3 28 st. Louis HO-IL 

29 Detroit HI 
30 San Antonio TX 
31 Middlesex-Somerset NJ 
32 Salt Lake City-Ogden UT 
33 Austin TX 
34 Portland OR 
35 Norfolk-Virginia Beach VA 
36 Charlotte-Gastonia NC-SC 
37 Columbus OH 
38 Raleigh-Durha• NC 
39 Nashville TN 
40 Hartford-New Britain CT 
41 Kansas City MO-KS 
42 Las Vegas NV 
43 Oklaho• a City OK 
44 Newark NJ 
45 Horuaouth-Ocean NJ 
46 New Orleans LA 
47 Indianapolis IN 
48 Jacksonville FL 
49 Greenaboro-Winston Sale• NC 
52 Milwaukee WI 

96.6 
93.5 
93.3 
22,5 

7.2 
23.5 
25.2 
26.0 
32.2 
19.l 
17.0 
19.2 
16.6 
28.l 
21.0 
16.5 
13.2 
34.5 
19.9 
9.5 

25.7 
16.3 
13.3 
19.9 
16.7 
11.3 

Metropolitan 
Area 

Employment Change 
1987-2000 

Net Chng Percent 

l Naples FL 
2 Fort Meyers FL 
3 Fort Pierce FL 
4 Anaheim-Santa Ana CA 
5 West Pal• Beach-Boca Raton FL 
6 Bradenton FL 
7 Boulder-Longmont CO 
8 Orlando FL 
9 Ocala FL 

10 Fort Lauerdale-Hollywood FL 
11 Santa Rose-Petaluma CA 
12 San Jose CA 
13 Sarasota FL 
14 Bryan-College Station TX 
15 Laa Vegas NV 
16 Santa Cruz CA 
17 Phoenix AZ 
18 Oxnard-Ventura CA 
19 Fort Collins-Loveland CO 
20 Ports• outh-Dover NH 
21 Reno NV 
22 Austin TX 
23 Tucson AZ 
24 Midland TX 
25 McAllen-Edinburg TX 
26 Lafayette LA 
27 Dallas TX 
28 Gainesville FL 
29 Houston TX 
30 Boise City ID 
31 Tampa-st Petersburg FL 
32 Fort Walton Beach FL 
33 Brazoria TX 
34 San Diego CA 
35 Albuquerque NH 
36 Panama City FL 
37 Atlantic City NJ 
38 Denver co 
39 Anchorage AK 
40 Sacramento CA 
41 Olympia WA 
42 Santa Fe NH 
43 Fort Worth-Arlington TX 
44 Tallahassee FL 
45 Atlanta GA 
46 Colorado Springs co 
47 Redding CA 
48 Raleigh-Durham NC 
49 Chico CA 
50 Manchester-Nashua HH 

{l000el Change 

36.2 
71.l 
46.3 

616.4 
171.5 

36.2 
54.0 

215.2 
27.7 

216,2 
64.7 

348. 8 
46.3 
20.6 

113. 0 
35.3 

347.5 
92.4 
27.8 
56.l 
51.8 

133.2 
90.8 
19.5 
35.l 
34.3 

471.6 
33.6 

515.l 
34.9 

286.4 
22.8 
20.9 

351.3 
79.6 
19.l 
62.l 

291.0 
39.7 

193.4 
18.4 
17.6 

168.6 
34.7 

452.2 
57.7 
15.8 

122.4 
19.l 
57.6 

54.4 
52.0 
49.4 
45.7 
42.3 
41.8 
39.2 
39.l 
38.2 
37.5 
37.4 
35.9 
35.0 
34.5 
34.5 
34.4 
34.3 
34.1 
33.5 
33.3 
32.5 
32,2 
31. 9 
31.4 
31.2 
31.2 
Jl.l 
31.0 
30.7 
30.6 
30.0 
29.7 
29.4 
29.4 
29.3 
29.2 
29.2 
29.0 
28.7 
28.7 
28.4 
28.3 
28.2 
28,2 
28.l 
28.1 
28.1 
28.1 
27.8 
27,5 

Source: National Planning Association, Regional Economic Projections Series, 87-R-l, 1988. 

we move from a goods-processing Lu an 
information-processing society, with the types of 
businesses changing, business travel is, in all 
likelihood, going to increase. If we can get 
industry-specific propensities to fly, and then 
calculate the forecasts in employment in specific 
industries I think we are going to get a better 
sense of what we might expect from a business 
travel standpoint in different areas of the country. 

We have to look at other industry factors as well 
such as acquisitions and mergers and what they 
mean from the standpoint of spatial distribution 
of units. When you have one single-site company 
buying other companies located at different sites 
but controlled from the corporate headquarters, 
what is that going to mean in terms of linking and 
controlling these various multiple dispersed-site 
locations for air travel? 



TABLE 9. THE TOP 50 METROPOLITAN AREAS RANKED BY PROJECTED 1997 
SINGLE UNIT HOUSING CONSTRUCTION STARTS (in thousands) 

Metropolitan 
Area 

1987 1997 
Cl000sl (l000sl 

1987-1997 
Net Percent 

Change Change 

l Dallas-Ft. Worth TX 22,l 30.5 8,4 38.0 
2 Atlanta GA 30.6 30.3 -0.3 -1.0 
3 Riverside-San Bernardino CA 29.2 26.6 -2.6 -8.9 
4 Washington D.C. 28,7 21.6 -7.l -24.7 
5 Philadelphia PA-NJ 24.3 19.1 -5.2 -21.4 
6 Phoenix AZ 17.3 17.5 0.2 1.2 
7 Orlando FL 14.8 16.5 1.7 11.5 
8 Tampa-St Petersburg FL 13.2 16.l 2.9 22.0 
9 Chicago IL 19,6 15.l -4.5 -23.0 

10 Boston-Lawrence-Salem MA 13.6 14,6 1.0 7.4 
11 West Palm Beach-Boca Raton FL 13.1 14.2 1.1 8.4 
12 Minneapolis-st. Paul MN-WI 17.7 13.9 -3.8 -21.5 
13 St. Louis MO-IL 11.9 12,7 0.8 6.7 
14 Los Angeles-Long Beach CA 16.2 12,5 -3.7 -22.8 
15 San Francisco-Oakland CA 15.3 11.9 -3 . 4 -22.2 
16 Baltimore MD 17.4 11,9 -5.5 -31.6 
17 Nassau-Suffolk NY 10.4 11.7 1.3 12.5 
18 Houston TX 5.8 11.4 5.6 96.6 
19 Norfolk-Virginia Beach VA 11,4 10.5 -0.9 -7.9 
20 Jacksonville FL 9.5 10.2 0 . 7 7.4 
21 San Diego CA 14.9 10.1 -4.8 -32.2 
22 Raleigh-Durham NC 8.7 9.6 0.9 10.3 
23 Charlotte-Gastonia NC-SC 8.1 9.5 1.4 17.3 
24 Monmouth-Ocean NJ 12,5 9.3 -3.2 -25.6 
25 Kansas City MO-KS 8.9 9.1 0.2 2.2 
26 Richmond-Petersburg VA 9,4 8.9 -0.5 -5.3 
27 Indianapolis IN 8.4 8.9 0.5 6.0 
28 Nashville TN 9.7 8.8 -0.9 -9.3 
29 Detroit MI 11.5 8.7 -2.8 -24.3 
30 Greensboro-Winston Sale• NC 7.5 8.6 1.1 14.7 
31 Sacramento CA 10.6 8.6 -2.0 -18.9 
32 Fort Lauerdale-Hollywood FL 7.5 8.3 0.8 10.7 
33 Portland OR 6,0 7.4 1.4 23.3 
34 Colllllbua OH 9.1 7.2 -1.9 -20.9 
35 Hartford-Nev Britain CT 8.4 7.2 -1.2 -14.3 
36 Las Vega• NV 7.8 7,2 -o.6 -7.7 
37 Miami-Hialeah FL 8.2 6.9 -1.3 -15.9 
38 Daytona Beach FL 5.9 6.8 0.9 15.3 
39 Memphis TN-AR-MS 7.1 6,6 -0 . 5 -7.0 
40 Melbourne-Titusville FL 5.4 6.5 1.1 20.4 
41 Seattle-Everett WA 9.3 6.2 -3.l -33.3 
42 Cincinnati OH-KY-IN 8.5 6.2 -2 . 3 -27.1 
43 Denver-Boulder co 6.6 5.8 -o.8 -12.1 
44 Fort Meyers FL 5.0 5.8 0.8 16.0 
45 Albany-Schenectady-Troy NY 5.0 5,1 O.l 2,0 
46 Oklahoma City OK 2,8 5.0 2.2 78.6 
47 Tucson AZ 5.1 5.0 -0.1 -2.0 
48 Middlesex-Somerset NJ 8.3 4,8 -3.5 -42,2 
49 New York NY 5.7 4,6 -1.1 -19.3 
so Roche•ter NY 5,t t,5 -o,9 -1§,2 

source: Real Estate and Construction s• rvic• Long-tena MSA Table• , 
Wharton Econometric Forecasting Associates, Spring 1988, 

59 

Air Frejght 

What do just-in-time manufacturing processes 
mean? These new processes of inventory control 
add to the growing importance of air freight. We 
can see already that parts of Southeast Asia are 
booming in air freight shipments, which are 
growing faster than container sea shipping. North 
Africa now is beginning to take off in terms of its 
air freight shipments. I do not have time to go 

into the details, but I really believe that air freight 
is going to take on an increased importance and 
that airports are certainly going to be as important 
as railroads were to our economy and cities in the 
past. I understand that Ross Perot, Jr. is building 
an air-freight-only facility on the periphery of 
Fort Worth. I will not be surprised to see more of 
them in the future with the economic vitality of 
the area being driven by air freight. Just think of 
types of multiplier effects we are going to have in 
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TABLE 10. THE TOP 50 METROPOLITAN AREAS RANKED BY PROJECTED 1997, 
MULTI-UNIT HOUSING CONSTRUCTION STARTS. 

1987-1997 
Metropolitan 1987 1997 Net Percent 
Area c1ooos) c1ooosl Change Change 

l Loa Angeles-Long Beach CA 47.2 38.8 -8.4 -17.8 
2 Dallas-Ft. Worth TX 3.3 21.5 18.2 551.5 
3 Atlanta GA 17.0 15.8 -1.2 -7.l 
4 Houston TX o.o 13.l 13.l (X) 
5 San Diego CA 19 . 0 12.9 -6.l -32.l 
6 Riverside-San Bernardino CA 15.l 12.3 -2.8 -18.5 
7 Phoenix AZ 10.2 12.2 2.0 19.6 
8 Nashville TN 2.3 12.0 9.7 421.7 
9 Chicago IL 15.5 10.4 -5.l -32.9 

10 Detroit MI 18.8 10.3 -8.5 -45.2 
11 Seattle-Everett WA 18.7 10.1 -8.6 -46.0 
12 Anaheim-Santa Ana CA 14.7 9.4 -5.3 -36.1 
13 Kansas City MO-KS 10.2 9.3 -0.9 -8.8 
14 West Palm Beach-Boca Raton FL 13,3 9.2 -4.1 -30.8 
15 Minneapolis-st. Paul MN-WI 10.6 9.1 -1.5 -14.2 
16 Laa Vegas NV 8.4 8.5 0.1 1.2 
17 Fort Lauerdale-Hollywood FL 12.2 7.9 -4.3 -35.2 
18 st. Louis MO-IL 9,2 5.9 -3.3 -35.9 
19 Boston-Lawrence-Salem MA 10.0 5.9 -4.1 -41.0 
20 Miami-Hialeah FL 10.0 5.5 -4.5 -45.0 
21 New York NY 5.7 5.3 -0.4 -7.0 
22 Sacramento CA 5.9 4.7 -1.2 -20.3 
23 San Antonio TX 1.0 3.9 2.9 290.0 
24 Norfolk-Virginia Beach VA 2.8 3.5 0.7 25.0 
25 Columbus OH 3,8 3,5 -0.3 -7.9 
26 Denver-Boulder co 5,3 3.5 -1.8 -34.0 
27 Baltimore MD 4.9 3.2 -1.7 -34.7 
28 Austin TX 0.8 2.9 2.1 262.5 
29 Portland OR 2.4 2,7 0.3 12.5 
30 Tampa-st Petereburg FL 6.5 2.7 -3.8 -58.5 
31 Charlotte-Gastonia NC-SC 3.8 2,7 -1.1 -28.9 
32 Tucson AZ 1.5 2.7 1.2 80.0 
33 San Francisco-Oakland CA 5.4 2,6 -2.8 -51.9 
34 Salt Lake City-<>gdan UT 0.9 2.3 1.4 155.6 
35 Indianapolia IN 3.0 2.1 -0.9 -30.0 
36 waahington o.c. 7.3 2.1 -5.2 -71.2 
37 Raleigh-Durhllll NC 1.6 2.0 0.4 25.0 
38 El Pa• o TX 0.2 1.9 1.7 850.0 
39 Providence-Pawtucket RI 1.9 1.5 -0.4 -21.1 
40 Philadelphia PA-NJ 4.5 1.5 -3.0 -66.7 
41 Atlantic City NJ 2.9 1.5 -1.4 -48.3 
42 Richmond-Peteraburg VA 1.2 1,4 0.2 16.7 
43 New Haven-Waterbury CT 2.7 1.4 -1.3 -48.1 
44 Middleaex-so• er• et NJ 2.2 1.4 -0.8 -36.4 
45 McAllen-Edinburg TX 0.0 1,3 1.3 (X) 
46 Greenaboro-Winaton Sal- NC 1.5 1.3 -0.2 -13.3 
47 Jackaonville FL 2.7 1.3 -1.4 -51.9 
48 Bergen-Paeaaic NJ 2.4 1.2 -1.2 -50.0 
49 Orlando FL 3.3 1.2 -2.1 -63.6 
50 Grand Rapid• MI 1,6 l,2 -0,t -25.0 

Note: (X) indicate• that percent change could not be calculated. 
source: Real Eatate and conatruction Service Long-tena MSA Table• , 

Wharton Econometric Forecasting Associates, Spring 1988. 

warehousing and just-in-time manufacturing 
facilities around such facilities. 

What is the effect of age distribution and shifts in 
the age distribution that Alice Herman mentioned 
earlier? Oftentimes, we look at airlines and 
airports as endogenous factors. They could be 
activistic. They can, themselves, play a role 
through innovative marketing and service and 
create growth opportunities that otherwise would 
not exist. Where are the foreign investors located? 
What does this mean for future air travel 
demand? Are they changing? To date they have 
been concentrated in the Northeast and in 

In addition, we have to look at foreign trade 
deficits and what all those U. S. dollars that are 
building up in Japan mean. I believe that in the 
next 10 years, you are going to see that Japanese 
teenagers and young people coming into the U.S. 
will continue to increase. They have all these 
dollars that have to be spent, and a lot of them 
are going to be spent travelling here. 



TABLE 11. TOP 50 METROPOLITAN AREAS RANKED BY PROJECTED 1997 VALUE OF 
NONRESIDENTIAL CONSTRUCTION PUT IN PLACE IN 1982 DOLLARS. 

1987-1997 
Metropolitan 1987 1997 Net Percent 
Area Cin millions Sl change Change 

l Los Angeles-Long Beach CA 3203.4 2630.3 - 573.1 -17.9 
2 Atlanta GA 1787.2 2078.1 290.9 16.3 
3 Washington D.C. 2221.0 2021.5 -199.5 -9.0 
4 Chicago IL 1913.7 1840.0 -73.7 -3.9 
5 Detroit MI 1805.6 1517.5 -288.l -16.0 
6 Seattle-Everett WA 717.4 1114.0 396.6 55.3 
7 Dallas-Ft. Worth TX 1791.l 1086.1 -705.0 -39.4 
8 Philadelphia PA-NJ 1167.7 1076.6 -91.1 -7.8 
9 New York NY 1406.9 1046.7 -360.2 -25.6 

10 San Diego CA 797.3 1025.8 228.5 28.7 
11 Riverside-San Bernardino CA 1031.5 879.8 -151.7 -14.7 
12 Boston-Lawrence-Salem MA 1263.9 867.4 -396.5 -31.4 
13 Minneapolis-st. Paul MN-WI 1088.6 827.3 -261.3 -24.0 
14 Anaheim-Santa Ana CA 1265.0 821.4 -443.6 -35.1 
15 San Joa• CA 551.9 720.4 168.5 30.5 
16 Greensboro-Winston Salem NC 346.5 699.6 353.l 101.9 
17 Tampa-St Petersburg FL 978.2 688.l -290.l -29.7 
18 Baltimore MD 738.6 676.2 -62.4 -8.4 
19 Phoenix AZ 1237.3 672.2 -565.l -45.7 
20 Jacksonville FL 402.5 652.2 249.7 62.0 
21 St. Louis MO-IL 719.8 643.1 -76.7 -10.7 
22 Indianapolis IN 676.5 641.5 -35.0 -5 . 2 
23 Middlaaex-someraet NJ 760.5 579.9 -180.6 -23.7 
24 Orlando FL 781.6 561.l -220.5 -28.2 
25 Columbus OH 543.1 526.6 -16.5 -3.0 
26 Raleigh-Durham NC 446.1 521.l 75.0 16.8 
27 Houston TX 663.2 515.2 -148.0 -22.3 
28 Cleveland OH 604.6 485.2 -119.4 -19.7 
29 West Pal• Beach-Boca Raton FL 444.8 480.9 36.1 8.1 
30 Newark NJ 442.4 457.5 15.1 3.4 
31 Miami-Hialeah FL 532.8 443.6 -89.2 -16.7 
32 Ranaaa City MO-KS 597.7 438.0 -159.7 -26.7 
33 Norfolk-Virginia Beach VA 576.0 426.4 -149.6 -26.0 
34 Cincinnati OH-KY-IN 443.9 425.4 -18.5 -4.2 
35 Portland OR 252.0 412.5 160.5 63.7 
36 Nashville TN 582.7 412.0 -170.7 -29.3 
37 New Haven-Waterbury CT 371.0 385.9 14.9 4.0 
38 Charlotte -Gas tonia NC-SC 433.8 385.9 -47.9 -11.0 
39 Naaaau-suttolk NY 548.8 385.0 -163.8 -29.8 
40 Sacre• e nto CA 539.3 373.7 -165.6 -30.7 
41 Monmouth-Ocean NJ 294.4 370.9 76.5 26.0 
42 Birmingham AL 284.1 370.5 86.4 30.4 
43 Pittsburg PA 488.7 343.3 -145.4 -29.8 
44 Memphis TN-AR-MS 533.7 340.8 -192.9 -36.1 
45 Milwaukee WI 393.3 334.8 -58.5 -14.9 
46 Louisville KY 345.9 331.0 -14.9 -4.3 
47 Fort Lauerdale-Hollywood FL 582.6 325.4 -257.2 -44.1 
48 Richlllond-Pe t a r eburg VA 282.7 320.9 38.2 13.5 
49 Grand Rapid• MI 278.7 314.6 35.9 12.9 
so Hartford-New Britain CT 432.9 314.4 -11a.s -21.4 

Source : Real Es tate and Cons truction Service Long-tara MSA Tablas , 
Wharton Econometric Forecasting Associates, Spring 1988, 

Discussion 
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California, but that is beginning to shift. More 
and more foreign money is going to Chicago for 
example. Where are the immigrants locating? I 
talked about the circulatory nature of 
immigration. Immigrants are not just coming in 
and staying. They go back and forth and this is 
going to have an impact on air passenger flows. 

Comment: Who are the workers going to be in the 
coming decade? Who is going to take care of the 
airport, the planes? Who is going to do all of the 
things that entry-level workers are currently 
doing? 
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Mr. Kasarda: There are going to be labor force 
squeezes. One of the unfortunate aspects is that 
people leaving are not just retirees. The modal 
category are college-educated young adults seeking 
employment opportunity throughout the Southeast. 
So, in addition to the stereotype snowbirds moving 
down South, many well-educated people are also 
relocating. As labor forces decline in certain 
areas, problems of finding appropriate manpower, 
both skilled and entry-level, will increase. 

Comment: One of the things, in addition to 
propensity, that we look at in the FAA is how the 
propensity to fly by age group might also change 
the long-run forecast because of the significantly 
aging population. We assumed a constant 
propensity to travel and looked at that. We then 
broke it down by age group . . First we did a 
forecast using the propensity to travel to 2010 just 
by the number of people that are going to be 
around using census data. Then we broke that 
down and looked at the different propensities of 
travel based on different age groups and looked 
at those age-group distributions projected in 2010. 
We found, very surprisingly, that it changed the 
long-run forecast less than one percent in 2010 by 
considering all of the distributions from the 
Gallup survey. 

Comment This is a good point because right now, 
all these groups have about the same propensity. 
I suspect that a lot of the regional distributions 
and the propensities for flying are correlated with 
income. From an airline perspective it is 
important to understand exactly where their 
growth is going to be, but from a broader 
perspective, if you are looking at an amount of 
money to budget 10 years down the road for 
facilities, the top-down forecast may give you a 
fairly good idea of how much money to budget. 
Then, as you get closer to the time for 
implementation, you have an idea of where to 
invest that money in facilities. 

Mr. Kasarda: As industries change and income 
levels of certain groups rise, more demand for air 
travel and air facilities will occur. 

Comment: We are seeing some different roles in 
society that are not directly correlated to age as 
they were in the past. For example, McDonald's 
is getting a lot of their new employees from 
people who are 60 and over. What other roles like 
that do you see changing? We are also seeing that 
older people are not necessarily all on the beach in 
Florida, some are still working somewhere part 
time. 

Mr Kasarda: There are two factors playing a role 
here. One is that the younger age cohorts are 
declining in size. This is why I expect that in the 
1990s immigration might play a greater role in 
aviation demand. I think there is going to be 
tremendous pressure on Congress from the 
business community to relax Simpson-Mazzoli, to 
put the drawbridges down and get more labor into 
the country. The Bureau of Census forecasts 
immigration stabilization at 500,000 per year. 
Given the demographic trends of shrinking 
younger cohorts, there is going to be political 
pressure to increase this. Part of the problem is 
that there are young people out there, but many 
do not even have the most elementary skills, -
interpersonal, let alone education or technical -- to 
assume jobs, or who are not inclined to take these 
jobs. Thus, we have the irony in many of our 
metropolitan areas where there are simultaneously 
labor shortages and high unemployment among 
youth, particularly minority youth. 

This has a double-barrelled effect that is 
encouraging business to keep or to attract older 
labor, and I think this trend is going to continue. 
Then you have to ask, if they have the resources 
and they are working at MacDonald's rather than 
sitting home, are they more likely to fly? 
Likewise you have to ask what is going to happen 
as a result of the two-income families. Is that 
going to help or hinder air travel? I have a gut 
feeling it is going to help it, because we're going to 
have a larger percentage of people with quite a bit 
of discretionary resources that could be used for 
travel. Those people at that bottom, of course, 
probably would not be flying anyway. 

Comment: In addition to the population 
distribution and the age effects, which have a 
major macro effect, consideration should be given 
to the fact that the population growth rate is now 
so much lower than it was when many of these 
models were being developed. Also, there may be 
some other correlation between GNP growth and 
population growth so that when GNP growth was 
basically going along at two percent a year or so, 
then you had population growth that was in the 
late 1960s growing at two percent a year. By the 
year 2010, we see population growth going down 
to less than half a percent a year. In fact, being 
very close to zero percent after that. Absent the 
wholesale immigration that was mentioned, this 
will be a major factor in the forecasts. 



APPENDIX 

ALTERNATIVE PROJECTIONS SERIES 

A large number of government, nonprofit, and 
for-profit organizations produce projections and 
forecasts of a wide range of variables, several of 
which can be used as measures of real estate 
demand. A sampling of series produced by these 
firms and reviewed for this paper include 
projections/forecasts of population, employment, 
housing starts, and value of construction put in 
place (in 1982 dollars). Firms providing these 
projections/forecasts and the Bureau of Economic 
Analysis; the National Planning Association; 
Woods & Poole Econometrics, Inc.; and Wharton 
Econometrics Forecasting Associates (WEF A). 

Projections should be distinguished from forecasts 
in that projections assume that past trends will 
persist; whereas forecasts build in anticipation of 
future events that may not follow a historical 
trend. Typical forecasting processes allow greater 
modification of the mathematical output based on 
judgement. Discussions which follow will use the 
term projection as a generalized reference to 
either a projection or a forecast 

Organizations producing projections must often 
trade off time and resource constraints against the 
benefit of comprehensive review on a series by 
series, or area by area basis. Similarly, the need 
for timeliness and comprehensiveness of the 
projected series and level of geographic detail may 
outweigh the ability of an organization to 
undertake a detailed review. Organizations like 
BEA build into their projections a major 
allocation of time for internal review, including 
adjustments for recent strikes, plant closings and 
openings, as well as a formalized process for local 
and State review. However, their projections are 
available only every five years, and include only 
about 35 variables at the MSA level. With this 
time lag, even if comprehensive analysis were 
undertaken, short-term projections may be out of 
line with current data by their release. On the 
other hand, for-profit firms, like WEF A, of ten 
provide quarterly forecasts of hundreds, if not 
thousands, of series for many, many geographic 
areas. The resources necessary to undertake a 
comprehensive review for all series, for all areas, 
for all periods would be prohibitive and probably 
would preclude many data users from purchasing 
their services. In addition, it would be unlikely 
that they could compete against other for profit 
firms, who control quality in the aggregate, not at 
every level. 
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To evaluate projections from different types of 
organizations, one must judge the quality, 
timeliness, and degree of detail of the of the 
overall projections program relative to cost. For 
private and not-for-profit organizations, the cost 
would be reflected through client fees; for 
government organizations, the cost would have to 
be determined through information on the direct 
funding of the projection program. 

A brief description of the source, series, release 
date, and general methodological approach of 
each organization follows: 

Source:U.S. Department of Commerce, Bureau of 
Census 

Series: Population by State 

Release Date: October, 1988 

Methodology: These projections are developed 
using a cohort-component method which allows 
for different assumptions for each component of 
population change, categorized by age, race and 
sex, births, deaths, internal migration, and 
international migration. The base data are 
resident population of the States by sex and single 
year of age as July 1, 1986. These data are 
disaggregated into racial groups based on 1980 
census information and administrative records. 
The projections for mortality are State-specific 
and assume a slight increase in overall life 
expectancy. The appropriate age, race, and sex 
survival rates by State are developed from the 
1979-81 State life tables developed by the National 
Center for Health Statistics. Future births are 
developed f romapplying age-race-specific fertility 
rates by State to the projected number of females 
of child-bearing age by State. In general, these 
projections assume a slight increase in the levels of 
fertility to an ultimate level of 1.8 births per 
woman. Fertility differences across States are 
based on historical patterns. International 
migration is assumed to decrease linearly from an 
annual level of 600,000 through 1988 to 500,000 by 
1998 and remaining constant thereafter. State-to­
State migration rates are used to develop estimates 
of domestic migration. A set of synthetic data 
was created using migration rates from the 
Current Population Survey March Annual 
Demographic File, migration flows from the 1980 
decennial census, and annual State-to-State 
migration flows from matched federal income tax 
returns. Final State populations by age, sex, and 
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race are controlled to the middle series national 
totals, which are independently projected. 

Source: US. Department of Commerce, Bureau of 
Economic Analysis 

Series: Employment by State and MSA 

Release Date: 1986(?) 

Methodology: The Bureau of Economic Analysis 
develops detailed regional projections every five 
years, with the most recent set being the 1985 
OBERS. BEA Regional Projections. BEA develops 
its State and metropolitan projections using a step 
down method, moving from a national projection, 
to state-level, to MSA level, where the smaller 
constituent areas are forced to sum to larger areas. 
BEA relies on gross national product and 
employment projections by detailed industrial 
sector from the Bureau of Labor Statistics for 
1990 and 1995, extending these series further into 
the future themselves. BLS develops GNP 
projections by 1) projecting the labor force 
participation rate, applying it to Census 
projections of population to obtain the labor force, 
2) projecting unemployment rates, applying them 
to the projected labor force to obtain employment 
through substraction, and 3) projecting output per 
employee and multiplying it by employment to 
yield projected GNP. BLS distributes GNP across 
about 150 industrial sectors using a variety of 
interindustry relationships. For State and substate 
level projections, BEA aggregates industry detail 
to 57 industry sectors. BEA adopts the middle 
series national population projections by age 
produced by the Bureau of Census. 

Employment in each national industry is 
distributed among the States, according to whether 
an industry is basic (produces products generally 
exportable) or service (satisfies local demand) by 
use of a base-service model of the economy of 
each State. Each State's share of the basic 
industries is projected into the future and 
controlled to a national total. Service employment 
flows from basic employment with the 
relationship varying from State to State, sensitized 
by changing national trends. 

Projections of population by State are driven by 
the employment base, taking into account 
changing State and national trends in this 
relationship. Total population is the sum of three 
separate age group projections, the population 

0 - 14, 15 - 64, and 65 plus. The population 15-64 
is developed through a ratio of age-group 
population to total employment by State, adjusted 
for trends in the State-to-national relationship of 
this ratio over time. The population under age 15 
is developed from trends in the ratio of the 
under-15 category to the 15-64 category, sensitized 
by the State-to-national relative. The projection 
of population over 65 is developed similarly using 
the 0-64 population base. 

At all phases of the State/industry projection 
process, the mathematical model results were 
reviewed and modifications made, when 
necessary, to adjust for 1) unusually rapid growth 
or decline, 2) a permanent event, such as factory 
shutdown, that primarily affected the level, rather 
than the trend in economic activity, 3) a 
temporary event, such as a strike, that should have 
no long-term impact, or 4) a planned event, such 
as an opening of a new facility after 1983, that 
was not reflected in the base data. The review 
process involved first BEA staff, followed by 
State review by Federal State Cooperatives for 
Population Projections and other State 
organizations knowledgeable in these fields. 
Finalized industry and population projections 
served as the controls for the MSA and non­
metropolitan aggregate projections. 

MSA projections flow from the State level 
projections. The historical annual growth rate in 
the MSA's share of the State level employment by 
industry is projected into the future at a declining 
rate, then applied to the projected state level 
employment This assumes that economic forces 
will emerge which will preclude an MSA share 
from either growing or declining at a rapid rate 
for extended periods of time. Once again, 
preliminary projections are reviewed and 
modified based on current data. As with State 
population projections, MSA population is driven 
by the employment projections. For all series and 
all levels of geography, smaller areas are summed 
and controlled to larger areas. 



Source: National Planning Association 

Series: Population and Employment by State and 
MSA 

Release Date: Late 1987 to Early 1988 

Methodology: The National Planning Association 
uses the population, employment, earnings, and 
income historical data base from the Bureau of 
Economic Analysis as their core data base. NPA 
uses a regional growth accounting model which 
disaggregates a national forecast into consistent 
subnational forecasts. NP A allocates their forecast 
to economic areas of the country, then to counties 
within these areas through a two-step 
disaggregation process, utilizing relative growth 
rate differential and multiplier analyses. The 
counties are then aggregated into State, regional, 
and MSA area totals. Hisorical growth rate 
differentials, (the ratio of the area growth rate to 
the national growth rate) are projected to decay 
over the projection horizon. The resulting area 
specific growth rates are then applied to prior 
year employment, while controlling the sum of the 
areas to the national total. Population, as with the 
BEA projections, is driven by the employment 
projections. A similar methodology is followed 
for the counties, except differentials by county 
are used instead of multipliers, since at the county 
level, population (by place of residence) may not 
be as closely related to employment (by place of 
work) as in larger geographic areas where 
commuting does not influence the ratios as much. 
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Source: Wharton Econometric Forecasting 
Associates (WEFA) 

Series: Single and Multifamily Housing Starts 
and Value of Nonresidential Construction 
Put in Place, in 1982 dollars 

Release Date: Spring 1988 

Methodology: Wharton Econometrics produces, on 
a quarterly basis, quarterly forecasts ten years into 
the future for a large number of economic and 
demographic variables. These series are available 
only to their clients, and detailed information on 
how the series is developed is unavailable for 
public distribution. WEF A in general uses an 
econometric approach in their forecasts by 
developing structural equations for all concepts, 
adjusting the forecasts through add factoring for 
deviations in the most current information which 
have not been picked up by the mathematical 
model. 
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MACROECONOMICS 

Steven Morrison, 
Brookings Institution 

This session is listed on the program under 
"other perspectives," but I would claim, 
particularly after what I heard today, that 
macroeconomics is ~ primary perspective used 
in forecasting - tempered with intuition or 
judgment depending on your place on the career 
ladder. While I come from what I consider to be 
the perspective, I do not come from the 
forecasting perspective. 

What I have been doing is just the opposite of 
forecasting - assessing what has happened in 
the past. Cliff Winston (also from Brookings) 
and I have assessed the impact of airline 
deregulation on travelers and carriers. We are 
the sources of what you may have heard of as 
the famous ''$6 billion number" - the annual 
benefits to travelers from airline deregulation. 
We are also the source of the not-so-famous 
''$3 billion number", the annual benefits to 
carriers from deregulation. These figures are in 
1977 dollars. When expressed in today's dollars 
the benefits to travelers and airlines from airline 
deregulation would be something on the order 
of $15 billion benefits annually. 

Today I am going to talk about the work that 
we have done to assess the impact of airline 
mergers, airport congestion, and Eastern's 
bankruptcy. We want to assess the effects of 
mergers on travellers' well-being because, after 
our book was published and our findings were 
greeted with general approval, a lot of things 
happened - mergers in particular. We wanted to 
see how much they had affected the consumer 
net benefit. 

For that, we developed a carrier/routing choice 
model where we took for granted that people 
were travelling by air and wanted to quantify 
the factors that influence whether they take, for 
instance, an American non-stop or a Delta 
connecting flight. We looked at such factors as 
fare, travel time, and connecting time. We also 
included accidents in the last six months, and a 
variable for capturing frequent flyer programs. 
We used that model of carrier/routing choice to 
assess the effect of mergers on route-by-route 
basis, which is where the forecasting aspect 
comes in. If you know that carriers are about to 
merge, you can say that on this route there will 
be some increased frequencies, or that fares will 

go up here, fares will go down there, and get 
some idea of the likely impact of the merger. 

We looked at mergers of American - AirCal, 
USAir - Piedmont, USAir - PSA, Delta -
Western, Northwest - Republic, and TWA -
Ozark. 

The estimated effects of these mergers on 
travellers ranged from minus $75 million to plus 
$71 million annually. The aggregate effect of 
these six mergers amounted to plus $67 million 
annually. Travelers, by our estimate, are better 
off in the aggregate because of these six 
mergers. 

Our worst case scenario of the effect of these 
six mergers is minus $335 million annually. We 
did not find that a great impact when measured 
against the $15 billion of annual benefits that 
accrued from airline deregulation. 

Another aspect of our work was to assess the 
impact on air travellers of congestion-based 
pricing of airport runways compared to the 
standard weight-based landing fee that is 
constant throughout the day. What if all 
airports in the country charged landing fees 
based on congestion? We looked at 30 airports 
and then extrapolated to get a figure for the 
country as a whole. We estimated that, if 
congestion-based landing fees were charged, net 
benefits would increase by $3.8 billion. This 
figure is comprised of gains in airport revenues 
and in fares to consumers. Airport profits 
would increase by $11.5 billion, minus a $7.7 
billion increase in air fares, leaving a net effect 
of about $3.8 billion. 

At four airports we examined in detail how 
imposing such prices would lower delay average 
over the whole day not just peak-hour delay. 
We estimated a reduction of four minutes at 
Washington, National, two minutes at Denver, 
15 minutes at La Guardia, and two minutes at 
O'Hare. This would be accomplished, of course, 
by lowering aviation activity. We estimate an 
8-percent reduction of operations by majors and 
nationals, a 33-percent reduction by commuters, 
and a SO-percent reduction by general aviation. 
Again, our goal is not to forecast the effects 
per se but to assess how good an idea congestion 
pricing would be. 

The third thing that relates to our subject today 
is the effect of bankruptcy. We took our 
model/of mergers and looked at what happens 



when N carriers on a route goes to N minus one 
for a reason other than a merger (i.e. 
bankruptcy) and estimated what effect that 
would have on consumer well being. Our worst 
case scenario, unrealistic as it may be, was 
Eastern goes out of business, never existing 
again, and nobody entering the markets that 
Eastern left. We found that travellers would be 
worse off by $500 million annually. A more 
realistic scenario assumed that, where Eastern 
left a market, another carrier would enter and 
things would stay pretty much as before. A 
middle of the road scenario, which is the one 
that we took, was that on any route served by 
Eastern another carrier that already serves the 
origin and destination traffic (but not the route) 
would enter. That affects fares in our modek a 
little bit, and we found a $100 million annual 
loss to passengers if Eastern were to be gone 
forever. From a policy point of view, you need 
to balance that against the approximately one­
million-dollar-a-day loss that Eastern was 
accruing in the latter days of 1988. 

Comment: How do the benefits from congestion 
pricing relate to your earlier benefits that 
accrued to passengers from deregulation? 

Mr. Morrison: There were two separate studies, 
but they can be pieced together. We did our 
study of the effects of airline deregulation by 
comparing 1977 with 1983. It is not that easy, 
but basically our model of the deregulated 
world looked at the 1983 world. Let us assume 
that there was no airport congestion in I 983 and 
all the congestion that we have now has 
developed since then. 

We also calculated what the effect be if we 
priced airports efficiently under regulation. 
Traffic has grown, airports are more congested, 
therefore the benefits from pricing them are 
greater. We estimated that if airports were 
priced efficiently, the net benefits would be $1.6 
billion. If we priced them efficiently in a 
deregulated environment, the benefits would be 
$3.8 billion because there is more traffic. So the 
failure to price efficiently under the 
deregulated system has led to a $2 billion 
decrease in benefits, so subtract $2 billion from 
the 1.5 billion deregulation number I gave you. 
But that is a worse case scenario. 

Comment: How did you calculate the shadow 
price of congestion? 

Mr. Morrison: We had aircraft operating cost 
data from FAA. We used our model of 
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carrier /route choice to estimate the value of 
passengers' time. It was very simplistic in 
essence. We looked at current airport usage hour 
by hour by commuters, general aviation, 
international, cargo, and everybody else, and 
assumed an overall price elasticity of 1.5. 

Comment: You said that if Eastern goes 
bankrupt, and no other carrier replaces 
Eastern's service, passengers would be would be 
worse off by $500 million annually. Did you 
take into account, for example, reduced 
congestion that would result? This would 
benefit airlines, and their yields would go up 
since there would be underutilized capacity. 

Mr. Morrison: We did not attempt to measure 
any airline benefits. Fares would go up, which 
hurts consumers and helps airlines. And we did 
not take into account changes in congestion. 

Comment: So reduced congestion could off set 
some of the public cost? 

Mr. Morrison: Yes, $500 million is the worst case. 
$100 million is the more believable number. 

Comment: With the $11.5 billion gain to airports 
as a result of congestion-based pricing, did you 
find that airports would invest in new runway 
capacity? 

Mr. Morrison: No, but that $11.5 billion gain, 
was from a short-run model, assuming that 
prices (landing and take-off fees) were assessed 
to make best use of current capacity. That is the 
only number I mentioned today. We also had a 
long-run model. In the long run, if you 
rationally price a resource that cannot be 
expanded, you will have fees in excess of 
investment costs. 

Comment: But you could use the money to 
subsidize off-peak operations. 

Mr. Morrison: In a different scenario you could 
reduce the eight-percent ticket tax as well. The 
problem is that airports get increased landing 
fees, and the Federal Government gets the eight 
percent. In a different policy environment 
however, you could reduce off-peak fares. Of 
course, you would have to make sure that the 
rebates did not go back to the people who paid 
the higher peak-hour charges, or else the fees 
will have no effect. You would have to make 
sure that it went to different people or that it 
was distributed on a different basis than that on 
which it was assessed. 
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ENERGY AND ENVIRONMENT 

James MacKenzie, 
World Resources Institute 

Introduction 

The World Resources Institute is located in 
Washington and is a non-profit policy research 
center funded mostly by private foundations, with 
some money from United Nations Environmental 
Program and some from EPA. There is also some 
support from a few foreign governments to work 
on projects such as improved natural resource 
management in Africa. I work in the climate­
energy-pollution program 

I would like to begin by first posing a question to 
you all. What do the following countries have in 
common: the USA, Holland, Japan, England, 
Soviet Union, and France? The answer is they are 
all having international conferences on the global 
environment within a period of about one year, 
which tends to support the comment that 
environmental issues are making a comeback. I 
think they are coming back with a vengeance that 
is going to shake us all up. 

In preparing for this, I was planning to tell you a 
little about what I think are going to be the direct 
effects of climate change on energy use and on 
aviation over the next couple of decades. But the 
more I listened to previous speakers, the more I 
was thinking that "business as usual"--as I heard 
it described--is not going to be the case at all. 
Things like global warming are going to affect us 
in profound ways with impacts on water supply, 
agriculture, resource management, wildlife, and 
energy supply. Energy is a $450 billion a year 
business here, and it is going to change pretty 
quickly if we are going to cope with climate 
change. I see a lot of turmoil over the next few 
decades because the problem will get progressively 
more threatening. I am not at all sure that the 
sort of evolutionary future that we have heard 
discussed here is actually going to be as 
evolutionary as one thinks. I think it is going to 
be much more revolutionary. 

Greenhouse Warming Effects 

Let me quickly run through for you some of the 
expected impacts of greenhouse warming and how 
they relate to our energy supply and how I think 
these impacts are going to affect aviation. 

First of all, no one can say for sure that the 
effects of greenhouse warming have arrived, but 
there are a number of signs that are consistent 
with it. We know that the earth has warmed five 
to seven tenths of a degree Celsius over the past 
century though the average global temperature 
has not always gone up monotonically. The six 
warmest years of the past century have all 
occurred in the 1980s. Sea levels are rising at an 
accelerated rate. The depth to the permafrost is 
getting deeper suggesting that the earth at higher 
latitudes is warming. Canadian lakes are warming 
and, worldwide, glaciers are retreating. James 
Hansen of NASA's Goddard Institute for Space 
Studies says he thinks the greenhouse signal will 
be clear within the next decade. 

Principal Greenhouse Gases. The five gases that 
people worry about most are carbon dioxide, 
ground level ozone, CFCs, Methane, and nitrous 
oxide. I think carbon dioxide (CO,!) is the one that 
will be of primary concern to aviation. Ground­
level ozone is not so much a problem for airplanes. 
CFCs are not too relevant. Methane and nitrous 
oxide arise primarily from biological and natural 
sources ( e.g. methane arises from coal mines, rice 
growing, cattle, and from the warming tundra. 
Nitrous oxide arises primarily from fertilizers and 
from forest clearing.) 

CFCs, chlorofluorocarbons, are a class of inert, 
non-toxic but very stable compounds used in air 
conditioning, refrigeration, as cleaning solvents 
for electronic components, and as foam blowing 
agents. CFCs are depleting the ozone layer in the 
stratosphere, and they persist in the atmosphere 
for several hundred years. We are going to have 
to find substitutes which will be shorter lived. 
The CFCs are also very potent greenhouse gases in 
addition to being ozone depleters, and that is 
another reason why they are of concern. 

If you look at the expected global warming from 
the buildup of these 5 gases, the trend is not at all 
encouraging. (See Figure I.) CO2 accounts for 
about half the global warming problem now. It 
will be about a third of the problem several 
decades from now. This projected warming does 
not take into account the Montreal protocol which 
should reduce the expected CFC warming. 
Nonetheless, the picture is one of permanent 
incremental warming each decade. This is going 
to affect things in ways not seen for tens of 
thousands of years. 



How Transportation Contributes to Global 
Warming. Let's look at where the CO2 is coming 
from in this country. The two biggest sources are 
electric utilities, the largest source at about a third 
of total emissions, and transportation, which is 
about 31 percent. With the virtual abandonment 
of nuclear power, the utilities are pretty much 
hooked on coal. And transportation is essentially 
97 percent dependent on oil. No surprises there. 
Industry and buildings account for a smaller and 
diminishing fraction of CO2 emissions. That is 
because the U.S. economy is becoming more 
electrified. 

If you look at U.S. sources of energy and CO2 you 
see that oil supplies about half of our fossH fuel 
energy and accounts for about half of our CO2 

(Percent of Total) 

As an Energy Source 
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emissions. Coal and natural gas account each for 
about a fourth of our fossil energy supply but coal 
accounts for a much larger fraction, about a third, 
of our carbon dioxide emissions. (See Figure 2.) 

The reason for that is very straightforward. It is 
because of the high hydrogen content of the 
natural gas, and the relative lack of it in coal. A 
lot of energy is released from burning hydrogen 
when you use natural gas. If you take natural gas 
as 100 units of CO2 per unit energy, then oil 
releases about 40 units more, and coal about 75 
units more CO2 than natural gas. This is the 
reason why natural gas is now being pushed as a 
substitute for coal in power generation; it releases 
much less CO2 per unit of energy. 

As e Source of CO2 
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FIGURE 1. Fossil Fuel Sources and Carbon Dioxide Emissions 
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FIGURE 2. Relative Carbon Dioxide Emissions 
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If you look at the national emissions of CO2 over 
the past 15 years, they basically reflect the price 
of oil. (See Figure 3.) Emissions went down after 
the first oil shock. As prices dropped, in constant 
dollars, emissions went up. In 1979, they started 
down again and, lo and behold, with low oil 
prices, they are have been going up again. So we 
have not done badly over the past 15 years but we 
must recall that the U.S. accounts for a fourth of 
global CO2 emissions. 

If you break it down and look at the sector trends, 
you start seeing where the problem lies. (Figure 4.) 

Relatlve Eml11lona (Percent) 

The fastest growing source by far is electric power 
generation. Utility emissions have gone up 
substantially over the past 15 years. Right behind 
is transportation. As I said, emissions from 
buildings and industry have gone down. This 
trend reflects the electrification of the economy, 
the substitution of electricity for the direct use of 
fuels. Electric utilities are burning about 75 
percent more coal now than they did 15 years ago, 
and if it were not for the increased use of nuclear 
power, we would be emitting far more CO2 than 
what we do now. 
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FIGURE 3. Total U.S. Carbon Dioxide Emissions 
(1973 = 100%) 

Rolatlvo Emlaalona (Poroont) 

1987 

140 ,------------------------, 

120 

100 r-~~:::::11=' ::::;::::: :::t::!=;::::: ===-... i== -<~:... ::::::-------=-_,,,,...----~-1 
80 

60 

40 

20 

0 1----'----+--~--+-----+--'-----,t--_,_-+--'---+--.__--l 

1973 11176 1977 

-&- Electric Ulililiea 

....,_ RHidenlial/Com. 

1979 1981 1983 

YEAR 

.....,_ Tr anaportalion 

.....,._ lnduatry 

1986 

FIGURE 4. U.S. Carbon Dioxide Emission Trends 
(1973 = 100%) 

11187 



So transportation is, as you see, going up quite 
substantially. If you look at who accounts for the 
oil used in transportation you see that cars are the 
largest source, trucks are second, and planes are 
third. (Figure 5.) So airplanes are a part of the 
problem Not the dominant source of the problem, 
but they are going to feel the impacts of policies 
to reduce CO2 emissions. 

If you look at total trends in oil use in 
transportation over the past 15 years, you see that 
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oil demand has gone up, and it has come back 
down again. Aviation use -- and I am using jet 
fuel as the primary indicator for airplane fuel use 
- has not changed very much. (Figure 6.) But if 
you look at trends over the past few years, you see 
that consumption is in fact beginning to rise, and 
that jet fuel demand has gone up by about 30 or 
40 percent over the past few years. (Figure 7) So 
air transportation is not an insignificant part of 
the greenhouse problem 
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FIGURE 5. Fuel Use By Mode 
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(In Millions of Barrels Per Day) 
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FIGURE 7. Jet Fuel Consumption 

Impacts of Greenhouse Warming. Let me 
summarize some of the effects of greenhouse 
warming. I am going to describe some of the 
direct impacts of greenhouse warming on 
airports. These may be summarized as follows: 

SOME EXPECTED IMPACTS OF 
GREENHOUSE WARMING 

• Higher temperatures, greater summer power 
demands, reduced cooling-water availability 

• Worldwide shifts in rainfall patterns, 
monsoons, ocean currents, altered river 
flows, disruption of river and lake 
transportation 

• Decline or loss of ecosystems that are 
unable to move or adjust to climate changes 

• Dryer Midwest, Southeast, lower crop yields 

• Sea level rise, erosion of beaches and coasts, 
damage to cities, ports, and other coastal 
structures, salt-water intrusion into coastal 
water supplies, flooding in low-lying 
countries, decline oi fisheries with loss of 
coastal marshes and wetlands 

• Stronger hurricanes, more weather 
extremes 

• Melting of West Antarctic ice sheet (long­
term threat) raising ocean levels many feet, 
submerging most coastal ports 

We can expect higher temperatures, shifts in 
rainfall patterns, a decline in ecosystems, and a 
rise in sea levels. Now, a lot of airports are at sea 
level: Hawaii, San Francisco, Boston, New York, so 
this is something you want to start thinking 
about. Sea levels 15,000 years ago were 
substantially lower than they are now because 
much of the northern hemisphere was covered 
with ice. As temperatures rose and the ice melted, 
sea levels rose and gradually levelled off. (Figure 
8) 

Figure 9 shows the recent trend in ocean levels. 
Sea levels are going up two to three millimeters 
per year. That does not sound like much, but it 
turns out that for every unit increase in the ocean 
level, the coast can erode back by a factor of 10 to 
100. Coastal erosion, of course, may not 
necessarily apply to airports because of the way 
they are built. 

The pluses on the chart indicate a rise in sea level 
and the minuses are decreases. There are two other 
factors reflected here besides the expansion of the 
oceans. There is subsidence due to oil and gas 
depletion, for example, off Louisiana where the 
sea level is rising, relatively, a centimeter a year. 
And there can also be coastal uplift from a glacial 
rebound which can give you the negative values. 
But by and large, the oceans are rising, there is no 
question about it, and there are the implications 
for airport planning. 
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Globally, the oceans have risen by about five 
inches over the past century and they are rising 
now two to three millimeters per year and 
accelerating. They could rise by four inches in 
the next 25 years and by up to one to three feet 
by the year 2 I 00. Coastal airports are in low areas, 
and this has got to be taken into account in long­
term planning. Some factors to consider are the 
following: 

AIRPORTS AND SEA LEVEL RISE 

• Globally, oceans haye risen by 5 inches oYer 
the past century. They can rise by 4 inches 
in next 25 years. 

• They are now rising 2 to 3 mm per year. 

• They could rise by 1 to 3 feet by 2050. 

• Many coastal airports are located on low, 
filled-in land: Logan, LaGuardia, San 
Francisco. 

• Rise of the sea leYel needs to be considered 
in long-term planning. Mitigation will be 
site-specific. 

• There should be tide gauges at all major 
coastal cities with airports to monitor 
trends in sea leYel rise. 

COAL 
24% 

One of the other effects of greenhouse warming 
is going to be an increase in tropical storms which 
will exacerbate the impacts of rising sea levels. 

The last recommendation on the list is from a 
National Academy of Sciences report on sea level 
rise from about two years ago. They 
recommended that there be much more careful 
monitoring of sea levels at all major coastal cities, 
especially those with airports. By the way, rising 
oceans are going to have a big effect on places 
like Bangladesh and Egypt and other countries 
that are low. Holland is going to have to be very 
careful. I do not mean to downplay it, but the 
U.S. problem is not so big. We can cope with it. 

Energy Security. When we get to energy supply 
and how it is going to be affected by greenhouse 
warming, I think we are getting into a much more 
interesting and much more rapidly changing 
problem than two millimeters per year of ocean 
rise. 

About 42 percent of our energy supply is oil, and 
fossil fuels account for 90 percent of all our 
energy. (See Figure 10.) Our oil is increasingly 
being imported, and the underlying reason is very 
straightforward. We do not have much oil. The 
United States and Canada account for about 30 
percent of world oil demand but have only about 
four percent of global oil reserves. Most of the 
world's oil is in the Middle East. (Figure I I) 

OIL, DOMESTIC 
27% 

NUCLEAR 
6% 

HYDRO 

NATURAL GAS 
23% 

4% 

FIGURE 10. U.S. Source of Energy (1987) 
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FIGURE 1 I. Global Oil Consumption and Reserves (1987) 

Globally, OPEC has about two-thirds of global 
reserves. U.S. domestic production is declining 
and imports now account for 37.5 percent of our 
oil supply. (See Figures 12 and 13.) According to 
the Department of Energy, imports could reach 50 
percent of supply by the mid-1990s, and they 
could be 75 percent by the turn of the century. I 
believe that OPEC will be back in control of 
world oil prices by sometime in the 1990s, simply 
because many of the other sources of oil such as 
the Soviet Union, are near their peak. Production 
from Prudhoe Bay also appears to be declining. 
The result is that more and more importers will be 
going to the same source, the Middle East. 

Let me tell you why I think the U.S. is not going 
to do much better in expanding its domestic oil 
supply. You perhaps know of M King Hubbert, 
a well known geologist now retired from Shell and 
the U.S. Geological Survey. Hubbert observed 
some time ago that if you depend on a non­
renewable resource, eventually you use it up. 
Figure 14 shows cumulative consumption of a 
non-renewable resource. As you use it up, the 
price rises and you have to substitute something 
else for it. If you plot U.S. lower-48 oil production 
it follows perfectly such a curve (See Figure 15.) 
The squares give you the actual data for U.S. 
cumulative oil production for the lower 48 states. 

They lie perfectly on a logistic curve. If you take 
the derivative of this curve you get annual 
production. 
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FIGURE 12. Trends in U.S. Oil Production 

(in Million of Barrels per day) 
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FIGURE 14. Cumulative Consumption 
of a Non-Renewable Source 

U.S. oil production continues to decline. 
Production in the lower 48 peaked in 1970. It has 
gone down even more rapidly with the recent 
drop in prices. (See Figure 16.) Many of the small 
oil wells, so-called stripper wells, have been closed 
down and will not be reopened. 

One of the participants pointed out that if an 
import fee were imposed, as has been proposed 
several times, it could change this whole picture. 

MacKenzie responded that during the 1970s, the 
price of oil was high. The United States drilling 
effort tripled between 1973 and 1981. Yet, the 
United States could not even maintain constant oil 

reserves. With higher prices you will get the oil 
out faster but I do not think you are going to get 
significantly more out in the long run. You are 
not going to turn around this curve of declining 
production. Production in the lower 48 is going to 
continue declining. Alaskan production has 
helped. But production from Prudhoe Bay also 
appears to be declining, so total domestic 
production is going to continue to drop. More 
incentives and more drilling may temporarily slow 
it down, but certainly is not going to reverse it. 
Looking to increased domestic oil production is 
not a long-term solution to this problem We are 
going to have to find replacements for oil. 
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FIGURE 15. Cumulative Lower 48 Oil 
Production (Billions of Barrels) 

Where do We go From Here? 

The pressures to reduce CO2 emissions worldwide 
are going to increase over the next few years. If 
you just ask the question, "by how much would 
the world have to reduce CO2 emissions to 
stabilize atmospheric CO2 levels?'', it is probably 50 
percent to 80 percent. There is a lot of scientific 
uncertainty there about how much CO2 is going to 
stay in the air versus going into the oceans. But 
there is already international discussion about 
adopting a global goal of a 20 percent reduction in 
CO2 emissions by 2005. We are a Jong way from 
there now with emissions from transportation and 
utilities going up. And this is why I believe the 
kind of discussion we have heard today--that 
things will be very evolutionary and that prices 
are going to stay low-is just not realistic. 

With regard to global oil resources, you ask "how 
much oil is likely to be pumped from the earth 
using existing technologies?" that is, without going 
to tar sands and the like. If you look at the 
estimates that have been made over time, you find 
a range of estimates that are entirely subsumed 
within the Rand Corporation's estimate of 1,600 to 
2,400 billion barrels. (See Table 1.) Of this, the 
world has already consumed about 600 billion 
barrels, so we still have a lot more oil to pump 
before we reach the half-way point. Even so, if 
you fit a logistic curve to cumulative world oil 
consumption you find that global oil data 
followed such a curve up to the 1973 embargo. 
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FIGURE 16. U.S. Lower 48 Crude-Oil Production 
(Millions of Barrels Per Day) 

Using the Rand estimates for the asymptote one 
concludes that -- absent the 1973 sharp rise in oil 
prices -- world oil production would have peaked 
sometime in the early part of the next century. 

As it is, of course, oil consumption dropped way 
down as a result of politically set high oil prices. 
Recently, with the weakening of the cartel and its 
inability to hold prices up, world oil demand is 
going up again. As a result the world production 
curve has probably been shifted several decades 
further into the future. Nonetheless, the message 
is clear that the mid-point of the oil era is only a 
matter of decades away. Please note that I am not 
saying that we are running out of fossil fuels; 
there is still a lot of carbon in the world in the 
form of coal. But I think that there is not going 
to be a whole lot more oil found outside of the 
Persian Gulf and that in our children's lifetimes, 
if not in ours, global oil production will peak out. 
(See Figure 17.) 

TABLE I. ESTIMATE OF ULTIMATE 
RECOVERABLE GLOBAL CRUDE OIL 

SOJRCE ESTIMATE DATE OF ESTIMATE 
(Bil Ii ons of 

Barrels) 

Masters et al. 1744 1987 
(USGS) 

Riva 1721 1987 
(C~ressiaial 
Research Serv.) 

Nehring 1600-2400 1982 
(RAND) 

BP 2290 1980 

Halbouty, Moody 2128 1979 

All of this, I believe, has important implications 
for our use of fuels. In the short term we have 
got to make far more efficient use of energy. I 
say this recognizing that airplanes have already 
become much more efficient. The two consuming 



sectors now posing the biggest problem, where 
major changes are going to occur, are power 
generation and transportation. In light of both 
global warming and the finiteness of global oil 
resources, we are going to have to turn to new 
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energy technologies such as hydrogen or 
electrically powered vehicles, certainly for ground 
transportation. I just do not see any alternatives 
for the longer term 
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FIGURE 17. World Crude Oil Production 
(Billions of Barrels Per Year) 

Of course this does not mean that we have to 
eliminate all uses of oil and other fossil fuels and 
maybe aviation is exactly where we want to 
continue using them because it may be difficult to 
develop alternatives. In this case perhaps the 
problem will not be so severe for the air 
transportation industry. 

Alternate Fuels. We should begin to move to non­
fossil energy technologies, particularly, (1) 
hydrogen and/or electrically powered vehicles, 
and (2) renewable (PY, wind, etc.) and second­
generation nuclear technologies for electric power 
generation. Hydrogen, the development of which 
is being explored in Germany, Canada, and the 
Soviet Union, is a good candidate to become the 
aviation fuel of the future. Hydrogen, of course, 
can be made using non-fossil sources such as 
nuclear power or solar energy. 

Given the need to drastically cut CO2 emissions, 
it is imperative that we start a transition to new, 

non-fossil energy sources. The renewables -- such 
as photovoltaic cells -- are well known but still 
expensive. They also need storage because they 
are intermittent. Second generation nuclear power 
plants are another possibility. These would be 
power plants with passive safety systems, ones that 
do not have all the reliability and sensitivity 
problems of the present generation of light water 
reactors. 

Conclusion 

Let me summarize by saying that the direct 
impacts on airports from sea level rise should be 
fairly small. A gradual rise in the sea level can be 
engineered against as long as you keep track of 
and monitor trends. The big changes from global 
warming are going to be in the economic 
conditions that will arise as we attempt to cope 
with rapid change. We should have begun to 
adapt some time ago. With a few more summers 
like the past one we can expect more nations of 
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the world to turn more attention to this problem 
Either we start planning or we are going to leave 
a very unpleasant climate for our children. And 
it will get progressively worse. There is no sign it 
is going to level off, unless all the climate 
feedback loops just happen to be negative, which 
seems unlikely. 

The majority of feedback loops may, indeed, turn 
out to be positive: the clouds, the melting of arctic 
ice, the release of methane from the tundra, and 
the rest of it. At any rate, I think that the social 
changes are going to be much more revolutionary 
than evolutionary, and there are going to be a lot 
of changes in the use of the fuels -- much less use 
of coal, more use of natural gas as a transitional 
fuel, and a greatly accelerated attempt to 
introduce non-fossil energy sources. We consume 
far more fossil fuels than we need to. With five 
percent of the world's population we account for 
25 percent of the world's CO2 emissions. I do not 
see any way we are going to convince the third 
world, the developing countries, to cut back on 
their emissions until we do so ourselves. The 
United States has a real responsibility to take the 
leadership in controlling our energy appetite and 
developing new energy alternatives. 

Discussion 

Comment Does the recent announcement on the 
cold fusion experiment in Utah, indicate that this 
may be an important alternative energy source? 

Mr. Mackenzie: Fusion is an energy source, and 
you can make hydrogen with it, but we do not 
have to wait for fusion for alternative sources of 
energy. There are solar thermal power plants 
already operating in California. They are 
building them with 80 megawatts capacity, and 
the newest one is expected to produce power at 
eight cents per kilowatt hour. Photovoltaic power 
plants can produce competitive power at peak 
periods. Certainly, new sources are not going to 
be as cheap as before. At the same time, we must 
recognize that traditional energy prices have been 
subsidized by unpaid environmental costs. It has 
not yet sunk into our psyche that we have to 
incorporate these unpaid social costs into the price 
of fuels. The greenhouse problem is well known 
and has been since the 19th Century. We still have 
not started to incorporate it into our long-term 
planning. 

Comment We, the human race, do not learn from 
past mistakes, and this presentation is an example 
of it. Malthus, a few hundred years ago, predicted 
some dire things in the first edition. Luckily, in 

the second edition he learned a little. Also in the 
last century, Jevons did funny projections and 
concluded that in 50 years we are going to run out 
of coal. We have more coal now than we know 
what to do with. Thirty years ago in 1954, we 
were told that we had about 30 years of oil left, 
but today, the experts are saying we have 45 
years. 

Mackenzie: Some years ago experts said that U.S. 
lower-48 oil production wouldn't peak in the 
foreseeable future, and when Dr. Hubbert said in 
1957 that it would peak around 1969, he was 
laughed at. As we now know, he was right on the 
money and production peaked in 1970 and has 
been declining since, despite the rise in world oil 
prices and a tripling in exploration. At issue is not 
the reserves-to-production ratio, usually cited as so 
many years of oil left. The important date is the 
year of peaking. That is the time when you must 
have ready new, replacement energy sources. 

Comment: Where does it say that the United States 
should be 100 percent independent in everything? 
We have at least, in the world, 50 years of oil by 
today's standards. If in 12 months the fusion does 
not happen, it will happen in 30 years. Then we 
will have a lot of oil and we will say, "what will 
we do with this stuff?" It is the same story. It is 
the Club of Rome over again. 

MacKenzie: You miss the point I was trying to 
make, namely, that we are not just running out of 
oil in a matter of decades but that we are going to 
be constrained in our use of it by a real problem 
When President Bush entered office the National 
Academy of Sciences wrote him a letter saying 
that this was the most serious problem that they 
were aware of, that basically the physics is 
irrefutable, that it demands international 
attention. If you have some refutation of their 
argument, I would like to hear it. We are going 
around with a business-as-usual attitude when it 
is not business as usual at all. 

Comment: I think you are both right. We did not 
run out of oil, but the price went up, and the price 
is still with us. We are still paying, in real 
constant dollars. We are actually paying less, but 
the effect on airlines and air passengers and 
airports and aircraft manufacturers was traumatic 
for those five or six years during the 1970s. 
Although there is still plenty of energy, it affected 
all of our jobs and what we do so I think you are 
both right. We need to monitor these. 

Comment: What are the prospects of a tax on oil to 
reduce the carbon dioxide output. 



MacKenzie: It is not likely. The country does not 
want to be taxed; it prefers to be regulated. 

Comment: We are having a lot of environmental 
damage. That seems fairly clear. But the 
important question, with the industry is how that 
is going to affect them Unless there are real 
restrictions, most likely in the form of a tax on the 
use of carbon based fuels, it is unlikely that there 
is going to be a major change in industry 
consumption because there are no incentives. 

MacKenzie: There is a major international review 
of the greenhouse problem called the 
Intergovernmental Panel on Climate Change. It is 
supposed to release its findings in about a year 
and there will be a lot of pressure for an 
international protocol to reduce CO2 and other 
greenhouse gas emissions. It may or may not 
affect the airline industry. There is enough oil 
that if the price goes up, they can still use it. 
What occurred to me this afternoon was that the 
kind of quiet business growth that is imagined 
here will not likely occur. It will be very 
different if we have to go through major changes 
in our energy resources to severely decrease CO2 
emissions. If you look at what it would take to 
reduce CO2 emissions, it is formidable problem. 

Let me give you an example. People have been 
talking about least-cost planning on the part of the 
utilities. This means paying the utilities, giving 
them incentives, to go in and install efficient new 
lights and other highly efficient electrical 
equipment in all our buildings. A number of 
studies have concluded that if you do most things 
that people can think of, you can just about 
imagine holding electricity kilowatt-hour sales 
even while supporting maybe 2.5 percent GNP 
growth. That is a long way from reducing 
emissions by a few percent per year, which will be 
needed to meet the goals that are being discussed. 
It is going to take even more aggressive kinds of 
programs and I do not know what they might to 
be. But it suggests that we are in the calm before 
the storm 

Comment: I do a lot of flying and notice more 
turbulence in the air. Is there is any projection on 
the actual climatic conditions that will prevail in 
the future. We may have all the oil but if we 
have to sit in turbulence for seven hours every 
time we go somewhere, it may not be as pleasant. 
For example, some areas of Canada, this winter 
was one of the windiest, believe it or not, on 
record, and it has an impact on aircraft 
operations. 
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MacKenzie: The models are not really good 
enough to answer that question. The models 
divide the atmosphere into boxes, typically of 200 
miles on a side, so they do not have a lot of 
detail. Climatologists do not really know what is 
going to happen to clouds. Changes in clouds are 
not incorporated into existing models. It is a very 
complex issue. The feeling is, though, that there 
will be more weather extremes. It would be 
interesting to see an analysis done to determine 
whether a trend of such extremes can be 
observed. 

Comment: The secret of success is going to be 
whether the new technology will become 
commercially feasible. Supporting research and 
making some of these solutions commercially 
feasible will help. Superconductivity, for instance, 
promises to (in some respects) make electricity 
generation, storage, and transmission very much 
more efficient. This could reduce the huge loss in 
transporting energy from the point of generation 
to where it is used. In the transportation field, the 
application of superconductivity to maglev 
(magnetic leviation) and then to levitated 
transportation systems offers something that will 
equal or beat an airplane within a 500-mile range 
at an energy cost of about 25 percent of what an 
airplane uses. With such technology, energy can 
be generated by non-fossil fuels. Things like that 
are on the brink of commercial feasibility. 

MacKenzie: The problem is not only developing 
new technology. The problem is with our 
institutions. We continue to build more and more 
highways, and create more urban sprawl. We are 
just locking ourselves more and more into a 
sprawled, decentralized way of life, totally 
dependent on the automobile, and one that is just 
going to make it harder and harder to cope with 
the problem 

If you look at where the oil is being consumed, 
maglev will be just a very small part of the 
solution, at least in the near term The problem is 
the large number of cars and trucks that are out 
there and that are changing only very slowly. The 
newest cars today average 27.5 miles per gallon. 
Even so, the national fleet average has moved 
from about 13 mpg up to only 19 mpg over 15 
years because of the slowness in turning over the 
stock of vehicles. We do not have decades and 
decades. We are committing the world to a 
permanent increased warming of about a half a 
degree Fahrenheit per decade. By 2030, the Earth 
will be committed to warming as much as 9 
degree Fahrenheit, a temperature rise which was 
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sufficient to take the Earth from the last ice age 
to the warmest period known to man. It is a 
major issue that is going to move very quickly. 
It will require a rapid response, not a kind of a 

TECHNOLOGY 

John White, 
National Aeronautics and 

Space Administration 

The technologies emerging over the next decade 
will provide the basis for the next generation of 
aircraft whether they come about through 
evolutionary changes in derivative aircraft of the 
current generation, conventional new aircraft, or 
revolutionary new designs with significant new 
capabilities. Technology developments will also 
allow for significant improvements in air traffic 
control capabilities. 

Air Traffic Control 

New A TC technologies being considered for use 
within the coming lO to 15 years include precise 
four-dimensional navigation and guidance 
systems, improved capability for the transfer of 
weather, traffic, and ground information to the 
flight crew, and computerized controller aids for 
optimum aircraft spacing and sequencing. For 
the very near term, the Traffic Alerting Collision 
Avoidance System (T /CAS), now being evaluated, 
will provide aircrews with onboard capability for 
detecting and avoiding potential mid-air 
collisions. By 1991 the FAA will require aircraft 
that carry over 30 passengers, to be equipped 
with T /CAS. These capabilities will help 
accommodate the substantial growth in air traffic 
that is expected to occur in the future. Air travel 
should also become more convenient in terms of 
reduction in unanticipated ATC delays, and 
maintaining on-time departure and arrival 
schedules. 

Subsonic Aircraft 

In an evolutionary fashion, the aircraft 
manufacturers will continue to introduce new 
subsonic transport aircraft that will incorporate 

laissez faire, "wait until it all happens and then 
we will worry about it" kind of attitude, which 
is unfortunately the way we tend to deal with 
these problems. 

major technology advances in aerodynamics, 
structures, propulsion, and systems. 

The most apparent change to the vehicle may 
well be the introduction of new propulsion 
systems incorporating advanced turboprop 
technology. General Electric has recently tested 
a gearless, counter-rotating unducted fan 
advanced turboprop engine, and Pratt and 
Whitney/ Allison/Hamilton Standard are 
developing an advanced, geared, counter-rotating 
turboprop engine. Both Boeing and Douglas are 
currently investigating aircraft designs using 
these propulsion systems. The timing of their 
introduction will depend on economics as 
influenced by fuel prices. 

In aerodynamics, further gains in cruise 
performance and efficiency are expected from 
new airfoils, fuselages, and nacelles, which 
incorporate advanced technology for improved 
laminar flow control and high-aspect-ratio wing 
designs. The ability to achieve the contour of 
these airfoil shapes, and at the same time reduce 
weight, will be realized by advanced composite 
materials which are anticipated to be used as 
primary structure in wing and fuselage designs 
for the next generation aircraft. 

Flight control systems using power-by-wire 
technology will replace the heavier hydraulic and 
cable systems. These designs off er potential 
improvements in direct operating cost (DOC) of 
25 percent relative to current jet transports, 
particularly those that were introduced 10-20 
years ago. These same technology advances are 
also applicable to future generations of improved 
general aviation or commuter aircraft. 

A major technology driver will be operating and 
equipment cost, as affected by fuel prices, 
maintenance, and manufacturing techniques. 



Advanced Aircraft 

In a more revolutionary sense, technology 
developments also under way will allow for the 
introduction of new aircraft with greatly 
extended capabilities: vertical or short takeoff 
and landing (V /STOL) aircraft, high speed 
rotorcraft, and supersonic cruise aircraft. 

V /STOL. Recently, the success of NASA's 
V /STOL technology effort has led directly to the 
development of the V-22 Osprey tiltrotor aircraft 
by the DOD. The technology for the V-22 is 
based on over 20 years of NASA and Army 
research on the tiltrotor concept for high-speed 
rotorcraft flight, which culminated in proof-of­
concept flight, testing with the XV-15 Tiltrotor 
Research Aircraft. The 900-aircraft V-22 
program marks the introduction of a 
revolutionary aircraft concept into the nation's 
military fleet The experience gained from the 
V-22 development will provide the basis for 
possible early transfer to civil application. The 
opportunity for large-scale intercity and 
interregional transportation using civil tilt rotor 
transports with the speed and comfort of a 
turboprop aircraft has led to a joint agreement 
between NASA, FAA, and DOD to study and 
quantify the civil technology benefits than can 
be derived from the V-22 tiltrotor program Civil 
derivatives of the V-22 could provide an early 
opportunity for the development of tiltrotor 
transports capable of payloads of 20 to 70 
passengers, ranges of 300 to 400 miles, and 
operating cost reductions of more than 25 percent 
relative to the V-22. 

The specific advances in technology necessary to 
the success of the civil tiltrotor aircraft include 
control and guidance systems technology and 
lightweight fuselage designs. The controls and 
guidance systems must enable prec1S1on 
approaches and landing guidance that exploit the 
unique features of the aircraft and yet maintain 
compatibility with conventional aircraft 
operating in the National Airspace System The 
fuselage design must be lightweight and yet large 
enough for payload economy and strong enough 
for cabin pressurization. Forecast topics which 
address the future viability of the tilt rotor as a 
commuter include sensitivity analysis of 
passenger fare prices versus added convenience 
or reduced travel time. Also, what are the 
potential impacts of improvements in other modes 
of transportation, such as high-speed trains or 
improved automobile highway systems? 
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Supersonic Aircraft It has been 20 years since 
the first test flight of the Concorde, which has 
now provided 13 years of active commercial 
service. Thirteen years is long enough for the 
novelty to have worn off, and it is evident that 
there is a steady demand for high-speed 
transportation, even at premium fares. During 
the last 20 years, there have been significant 
advances in technology aerodynamics, 
propulsion, structures, and control systems - that 
are applicable to a new generation of high-speed 
transport aircraft. 

Design studies conducted by major aircraft 
manufacturers indicate that an advanced 
technology high-speed transport could 
economically carry up to 300 passengers over 
transpacific ranges (5000 to 6500 nautical miles) 
at 2.0 to 3.2 times the speed of sound. Operating 
cost estimates suggest that little, if any, surcharge 
over current fares would be required. These 
aircraft could be operated with kerosene-based 
fuels and be capable of using existing airports 
with a reasonable chance of satisfying 
community noise requirements. These projected 
improvements are based on several major 
technological advances: aerodynamics research 
indicating that a new wing design could achieve 
major reductions in cruise drag; propulsion 
technology advances, most of which have evolved 
from the subsonic quest for improved fuel 
efficiency; new materials for reduced airframe 
and engine weight; and flight control systems 
that allow more efficient flight profiles and two­
man crew operation. Other factors critical to the 
success of a new supersonic transport which 
require additional technology development are 
methods to reduce the takeoff and landing noise, 
sonic boom reduction, atmospheric impact, and 
overcoming the high development costs. The 
projected cost for the high-speed transports is 
currently estimated to exceed $200 million per 
aircraft, assuming a total fleet of 500 aircraft. 

Impact of Technology on Aviation Forecasting 

Technology improvements over the next 10 to 
15 years will provide major opportunities to 
future air transportation for both short-haul and 
long-distance travel requirements. The attempts 
to capitalize from these improvements will place 
increased pressure on forecasting. Especially 
critical will be forecasting the impact of 
technological, economic, and social factors that 
are outside the boundaries of current experience 
and not amenable to extrapolation from current 
trends. 
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DISCUSSION 

Growth Factors 

An ideal forecasting methodology or system 
should be internally logical and recognize 
explicitly the causative factors at work. 
Statistical relationships between demand for air 
travel and relatively abstract economic variables 
such as Gross National Product are forecasting 
shortcuts which produce generally satisfactory 
results but do not focus on the "real" growth 
factors, which may truly cause changes in the 
growth rate of demand. For example, it was 
noted that the statistical relationship between 
spending on air travel and Disposable Personal 
Income used by some as a forecast tool has 
followed an erratic pattern in the last decade, 
reaching a peak in 1980 then dropping sharply 
for three years and, in the past five years, rising 
again. (Table 1) 

TABLE 1 

U.S. AIRLINE INDUSTRY PASSENGER 
REVENUE AS PERCENT OF DISPOSABLE 
PERSONAL INCOME, 1968 TO 1988 

1968 1.02 1979 1.32 
1969 1.08 1980 1.46 
1970 1.07 1981 1.44 
1971 1.06 1982 1.35 
1972 1.10 1983 1.32 
1973 1.08 1984 1.38 
1974 1.14 1985 1.38 
1975 1.08 1986 1.33 
1976 1.14 1987 1.40 
1977 1.18 1988(est) 1.45 
1978 1.21 

Workshop participants identified three sorts of 
"real" growth factors that determine the demand 
for air travel. First are factors concerned with 
population and income-- total population growth, 

migration, immigration, emigration, employment, 
demographic characteristics (especially age and 
income), and psychographic factors such as taste 
and life style. These population and income 
characteristics largely determine the need, desire, 
and ability to travel by air. Economic variables 
such as Gross National Product provide only an 
aggregate description of these population and 
income factors. 

Market research indicates significant differences 
among various sectors of the population with 
respect to the propensity to travel by air for both 
business and personal or pleasure reasons. Ideally, 
a forecast methodology should try to account for 
changes in the makeup of the population and 
changes in the incidence of air travel by sector 
and trip purpose. Unfortunately, data to perform 
this sort of analytical forecast are limited. 

The second set of variables concerns the cost of 
air travel. The important factor is the cost of air 
travel relative to the cost of other things -- often 
referred to as the "real" cost of air travel. It was 
noted that the average revenue yield per revenue 
passenger mile which is often used in forecast 
equations is probably not representative of the 
relevant cost for most air trips. Average yield 
has been reduced significantly since deregulation 
by the increasing shift to discount fares. 
Consequently, the average yield in "real" terms 
(deflated by the CPI) has declined to a greater 
extent than either the full fare real yield or the 
discount fare real yield. (See Table 2.) 

TABLE 2. DOMESTIC OPERA TIO NS, U.S. MAJORS 

Index of "Real" Yields 
(1981=100) 

Full Fare rnscount Fare Average 

1981 00.0 100.0 00.0 
1982 3.3 89.6 88.4 
1983 4.1 89.7 86.0 

1984 04.0 93.8 90.2 
1985 05.4 86.4 82.0 
1986 09.8 78.9 73.1 

1987 12.2 79.6 72.6 
1988 17.8 80.6 74.4 

Source: Based on AT A reports 
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It was noted that most forecasts project a 
continued downtrend in the average real yield. 
Boeing projects a drop of 2.2 percent per year in 
the real yield on a worldwide basis from 1987 
through 2000. Douglas projects a decline of 1.9 
percent. The most recent FAA forecast projects 
a decline of 0.7 percent per year for domestic 
U.S. operations and 1.1 percent for international 
operations by U.S. carriers. 

However, it appears that many of the underlying 
costs of producing air travel may be on the rise 
so that it may be difficult for airlines to hold in­
creases in fares below increases in the consumer 
price index. It was also noted that competitive 
conditions in the industry have changed so that 
the outbreak of price wars may be less likely 
than in the early years of deregulation. In any 
event, FAA forecasting methodology should focus 
sharply on future fare levels and the causative 
factors that determine them 

The third set of growth factors which influence 
the demand for air travel concerns the quality of 
air service. Over a long period of time, 
significant advances in speed, safety, comfort, 
reliability, and convenience have unquestionably 
increased the demand for air travel. In the 1950s, 
1960s and 1970s air travel captured nearly all of 
the ocean steamer and rail travel market and 
much of the long distance auto travel market. 
Improved quality also generated much travel by 
reducing the elapsed time of long journeys and 
demonstrating to the public that it was not only 
glamorous but also safe to fly. 

Some recent developments suggest that quality of 
air service is no longer improving. Average 
flight times have increased due to system 
congestion. Seating is more crowded, and load 
factors are higher. Terrorism and aging aircraft 
have raised serious safety concerns in travelers' 
minds. With respect to quality factors, passengers' 
subjective perceptions are more important than 
objective measurements of quality. 

With the exception of the possibility of a second 
generation SST some time after the year 2000, 
there do not appear to be any positive 
developments on the horizon with respect to the 
quality of air travel which would suggest a new 
growth surge in the demand for air travel. The 
worsening congestion of the airport and airway 
system may cause a continued deterioration in 
the perceived quality of air travel. 

The experience in the domestic U.S. market in 
1988 may be indicative of some negative 
developments with respect to these three basic 
groups of growth factors. Domestic air travel 
was virtually unchanged from 1987 in spite of 
continued robust economic growth with rising 
employment. At the same time, travel by private 
auto and AMfRAK posted healthy gains. It has 
not been widely noted that the airlines were 
losing market share to other modes in 1988. The 
reasons are not surprising: air fares have been 
rising more than inflation since late 1987, and 
concerns about safety and congestion have been 
widespread. 

The present FAA forecast methodology does not 
explicitly consider these qualitative factors either 
as explaining historical growth or as influencing 
future demand. 

Forecast Rel.iability 

Forecasts have many uses ranging from short-run 
airline earning estimates to guide investment 
decisions to very long-range forecasts to support 
decisions to build new airports or to design new 
aircraft. The purposes for the FAA forecast are 
not the same as those of the airlines, airports, 
manufacturers, and others who also may use the 
FAA forecast in their planning. The degree of 
accuracy needed varies with the use of the 
forecast. 

In general, forecasts are needed to make better 
plans and decisions. However, the central 
purpose of a forecast is to minimize the risk of 
making a serious error. Forecasts achieve this by 
identifying contingencies and focusing on the 
relevant causal factors so that managers can 
make plans on a better informed basis. Judging 
the quality of a past forecast simply in terms of 
its absolute error is less relevant than determining 
whether the forecast led to sound decisions. 

Some noted that there appears to have been a 
persistent tendency in recent years for both FAA 
and aircraft manufacturers to underestimate 
future demand. The consequences of this alleged 
conservatism include the shortage of airport 
capacity, congestion of the airways, and the 
inability of manufacturers to produce airplanes 
as rapidly as their customers want them 

However, it was noted that in most cases 
excessive optimism in forecasts leads to more 
serious consequences than does conservatism 
Overcapacity based in part on overly optimistic 
forecasts has tended to produce economic 



disasters such as destructive fare wars among the 
airlines. Chief financial officers usually prefer 
forecasts to be on the conservative side. Airport 
managers are subject to political criticism if they 
have an overbuilt "white elephant" on their hands. 

One compromise suggested was that short-run 
forecasts should tend to be conservative, but long­
run forecasts should err on the side of optimism 
This puts the burden for making reliable 
forecasts on the federal government which is 
most concerned with longer-range forecasts. 
Airlines could plan conservatively in the short 
run but be able to take advantage of unexpected 
growth spurts if there are no capacity constraints 
in effect. Such deliberate biasing of forecasts 
seems an unrealistic concept at best. 

Especially for forecasts prepared by FAA, 
political credibility is an important consideration. 
This can be achieved by demonstrating a history 
of reliable forecasts. It also helps to use 
"objective econometric models" which give the 
appearance of freedom from bias. In fact, it was 
acknowledged that such models are not free of 
the need to make subjective assumptions 
regarding many key input factors. Successful use 
of models depends on getting good input data 
and the best available assumptions on judgmental 
factors. FAA noted that they have received good 
cooperation from airlines and others on those 
occasions when they have requested a review of 
forecast assumptions. Forecasts based on a 
consensus of experts have proved to be superior 
to individual predictions over the long run. 

Market Maturation 

Considerable discussion was directed toward the 
issue of whether the market for air travel has 
matured to a degree that relatively robust growth 
expectations will turn out to be unrealistic. The 
case for slow growth and a mature market is 
supported by the experience of 1988 in the 
United States, where the expectation of rising 
costs and fares and air travel survey results 
suggest that the demand for air travel has leveled 
off. (See Table 3.) 

Optimists pointed out several reasons for 
expecting continued strong growth: about two out 
of three adults in the U.S. do not fly in any given 
year although many have the means to do so; 
virtually all analyses indicate an income elasticity 
greater than 1.0 which indicates that spending on 
air travel should rise faster than incomes; 
population migration will continue to stimulate 
travel growth; the globalization of business will 

TABLE 3. ATA/GALLUP SURVEY 

Percent of Adult U.S. Population 
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Survey Year 
Flown During 

Ever Flown Last 12 Months 

1971 
1972 
1973 
1974 

1977 
1979 
1981 
1983 
1984 
1985 
1986 
1987 
1988 

49 
54 
54 
55 

63 
65 
65 
66 
70 
70 
72 
72 
73 

21 
23 
25 
24 

25 
27 
24 
22 
27 
28 
31 
30 
29 

stimulate international travel, and rising incomes 
in the rest of the world are leading to the 
development of middle classes with the means to 
travel. The truth of the matter may be that there 
are both mature and growing sectors within the 
total air travel market. 

Most airline marketing activity seems to be 
directed at gaining market share, especially share 
of the frequent business traveler market which 
accounts for a majority of passenger revenue. 
Future growth may depend on increased airline 
marketing effort targeted at potential growth 
sectors in addition to the lucrative but mature 
business travel market. Market research to 
discover and exploit such growth sectors is need; 
for example, demographic trends indicate that 
future population growth will be greatest among 
the elderly who have a relatively low propensity 
to use air travel according to surveys but could 
represent the best growth opportunity. The 
strategy of market segmentation which is 
common in many sectors of business holds 
promise for stimulating future growth of air 
travel. It is not clear how this possible 
development can be utilized in forecasting. 

Forecasting Air Transport Costs 

The cost of air travel is a critical input factor to 
all forecasting methodologies. There is 
uncertainty as to the impact on airline pricing of 
the recent concentration of the U.S. airline 
industry and the evolution of hub and spoke 
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route systems. Some believe that oligopolistic 
competitive conditions and the absence of low 
fare airlines such as People Express will mean 
that air fares will remain relatively high. Others 
point out that oligopolies in other industries have 
not precluded fierce price competition. 

It was observed that the airline industry has not 
experienced a downturn in the business cycle 
since becoming fully deregulated in the United 
States, or "liberalized" in other parts of the world. 
Profit-oriented airlines in a free market 
environment, free from government control and 
protection and with a lowered public-utility type 
of obligation to meet societal needs, may respond 
to a drop in air travel demand by seeking to 
protect profitability even if service to the public 
suffers. It was suggested that there is a 
possibility that new low-cost carriers could arise 
from a recession using surplus airplanes to fill 
service gaps created by contraction of major 
carrier service. This is an example of an 
alternative scenario which could have a profound 
impact on the aviation industry. 

There is current evidence that if airlines appear 
to be engaged in price gouging or other anti­
competitive behavior, government may intervene 
to restore more competitive conditions. Congress 
has expressed displeasure with the loss of low 
fare service, threats to Essential Air Service, 
safety problems, alleged harmful effects of 
airline controlled computer reservation systems 
and dominance of airport hubs by one or two 
"mega-carriers." The Justice Department may 
take a more restrictive view of proposed airline 
mergers or route trades. It may be realistic to 
assume that a combination of political pressure 
and market conditions will prevent a significant 
rise in "real" air fares in the United States. 

Even though there is no evidence of a strict 
linkage in the short run it was agreed that in the 
long run air fares must reflect changes in unit 
operating costs. A review of individual cost and 
productivity factors indicates that most will put 
upward pressure on unit costs and, ultimately, 
fares. Specific factors include the following: 

I. Wage rates, especially for skilled workers, 
have bottomed out. Future labor shortages 
may cause some wage rates to increase more 
rapidly than the cost of living. Labor 
productivity should continue to increase and 
the hiring of new workers at "B" scales will 
also hold down labor costs. The most recent 
AT A cost data show that airline industry 
average compensation per employee increased 

about 4 percent in 1988 following an 
increase of only 1.6 percent in 1987 and 
a decrease of 2.1 percent in 1986. 

2. Fuel prices have risen recently as a result 
of OPEC production cutbacks and the 
effect of the Alaska oil spill. In the long 
run, most forecasters expect relatively 
stable oil prices in real terms for at least 
the rest of the century. However, the 
threat of increased taxes on petroleum 
products cannot be dismissed. New 
aircraft will increase fuel efficiency, but 
it now appears that the breakthrough 
promised by propfan technology will not 
take place soon. 

3. Capital costs will be affected by interest 
rates, the increased tendency to lease 
rather than buy airplanes, and the 
enforced reduction in average utilization 
due to A TC system constraints. Some 
airlines fear that stringent new noise 
rules may force premature retirement or 
retrofit of noisy airplanes, which will 
raise capital costs. The cost of expanding 
airport capacity will be passed along to 
customers in the long run. 

4. Airline productivity may be near its peak 
in some areas. Passenger load factors are 
at historic high levels. Aircraft 
utilization is actually lower. Seating 
density is probably at its limit. Average 
trip speeds are held down by system 
delays. Only an increase in average 
airplane size holds much promise for 
higher productivity. Recent orders 
indicate a continued preference for small 
jets to serve smaller hubs and to open 
new transatlantic gateways. 

These cost and productivity factors need detailed 
consideration in order to forecast where future 
cost levels will be. The statistical relationship 
between unit costs and average yields may be 
expressed for analytical purposes by the 
breakeven load factor. For the large U.S. 
carriers, the breakeven load factor in 1988 was 
59 percent. The range among 15 airlines was 
from 54 percent to 65 percent. Actual load 
factor was 62.4 percent with a range of 58 
percent to 68 percent. (Table 4) 

If unit costs should rise, either fares must rise 
also or the breakeven load factor must rise. If 
market conditions rule out a significant increase 
in already high load factors, airline strategy will 



strongly favor passing along higher unit costs to 
customers. The question is whether oligopolistic 
competitive conditions will allow such cost pass­
throughs. 

TABLE 4. LARGE U.S. CARRIERS, 1988 

Passenger Load Factor 
AirUne Actual Breakeven S1;1read 

American 63.5% 56.2% 9.4 pts 

United 68.0 61.1 6.9 

USAir 60.3 54.5 5.8 

TWA 61.9 56.6 5.3 

Delta 58.0 54.0 4.0 

Northwest 65.5 62.l 3.4 

Pan American 63.3 65.2 (1.9) 

Texas Air 61.0 63.3 (2.3) 

15 Airlines 62.4 58.9 3.5 

Source: Aviation Consulting Services 

The problem of predicting future price levels 
thus involves a combination of detailed analysis 
of voluminous objective cost and operating data 
and the exercise of judgment as to airline 
management's probable response. F AA's 
methodology should encompass both aspects. 
Previous efforts to predict fares by objective 
models have not been satisfactory. 

?vfarkct Research Supoort for Forecasting 

In the United States, as a legacy of CAB 
regulation, public data on air travel are much 
more detailed than in the rest of the world. 
However, compared with other industries, there 
are relatively little data available to identify, 
measure, and track the various segments of the 
air travel market. These segments vary widely in 
their marketing characteristics and their growth 
potential. 

Four major segments are: 

Nondiscretionary business travel 

Discretionary business travel 

Nondiscretionary personal travel 

Discretionary pleasure travel 
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The key marketing characteristics which 
distinguish these market segments include: 

Size of market, 

Frequency of travel, 

Price sensitivity, 

Service and schedule sensitivity 
and flexibility, 

Lead time in travel decisions, 

Experience level, sophistication, 

Brand loyalty, 

Demographics -- age, sex, income, race, 
etc., and 

Seasonality -- day of week, season of year, 
time of day. 

This information is relatively easy to obtain by 
market research survey methods, and at least two 
major U.S. airlines conduct regular in-flight 
passenger surveys which produce this type of 
data. However, the industry as a whole has not 
supported an industrywide survey in the past. 
FAA would have great difficulty in getting 
airline cooperation in instituting such a survey. 
The Census Bureau has no plans to revive the 
Census of Transportation which might include 
such a survey. Until and unless a private sector 
initiative succeeds in this area, most airlines will 
continue to lack essential data for the forecasting 
and planning which is commonplace in many 
industries. 
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CONCLUSIONS 

The present FAA forecast procedure appears to 
be generally satisfactory under the circumstances. 
Inaccurate forecasts were not seen as a primary 
cause of present difficulties of the air 
transportation system FAA did acknowledge 
that it failed to anticipate the initial growth 
stimulus generated by deregulation and that it 
has erred in anticipating a revival of general 
aviation. It should be recognized by the 
government that the FAA forecast, which is 
primarily intended as a tool for FAA to plan 
activities and to allocate resources, is widely used 
by the aviation industry for a variety of other 
puposes. 

There is a need to use the forecast process to 
explore more thoroughly possible contingencies 
and alternative scenarios. Some of these 
contingencies include business cycles, large swings 

in the price of jet fuel, imposition of noise rules, 
higher or lower yields, and system capacity 
constraints. The forecast methodology should be 
able to estimate the sensitivity of various aspects 
of the aviation system to such contingencies. 

No strong need was expressed for the 
development of improved forecast models 
although the recent effort to appraise the quality 
of the existing models was applauded. The 
primary needs are for broader and better data 
concerning market characteristics and an 
expanded effort to obtain a broad consensus on 
critical assumptions from a representative cross­
section of industry experts. It was recognized 
that some of this improvement depends on 
private sector cooperation or initiative. 
Specifically, it was noted that airline 
participation in the workshop was less than 
would have been desirable since so much of the 
raw data and analysis are generated by the 
airlines. 
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