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Preface 
 
 

his Transportation Research Circular includes seven full technical papers and three extended 
abstracts focusing on innovative applications of the Highway Capacity Manual 2010 (HCM 

2010). All of these papers were submitted to the Highway Capacity and Quality of Service 
Committee in response to a special call for papers for the 93rd Annual Meeting of the 
Transportation Research Board in January 2014. The peer review and selection followed the 
same TRB paper review guidelines and selection criteria as all other papers submitted for the 
TRB Annual Meeting. All of these papers were presented in a special session at the Annual 
Meeting, which was well-received by the conference participants. 

HCM 2010 involves many significant updates and additions to previous editions of the 
HCM. The papers in this Circular include case studies, performance measures, data collection, 
model enhancement, and many other aspects of HCM methodologies. The publication of this 
Circular is timely and will serve as an important reference for transportation researchers and 
professionals throughout the world.  

Thanks go to the authors for participating in the Annual Meeting session. Special thanks 
also go to the members and friends of the Highway Capacity and Quality of Service Committee, 
who provided valuable reviews, and to the TRB staff who facilitated the publication of this 
Circular. 

The views expressed in the technical papers are those of the individual authors and do not 
necessarily represent the views of TRB or the National Research Council. The papers have not 
been subjected to the formal TRB peer-review process. 

 
—Lily Elefteriadou, Chair 

Highway Capacity and Quality of Service Committee 

T 
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Empirical Analysis of Critical Headway for Drivers Turning  
Right on Red at Signalized Intersections 

 
 

BRENDAN J. RUSSO 
PETER T. SAVOLAINEN 
Wayne State University 

 
 

 
 
 

ight turn on red (RTOR) occurs when a vehicle completes a right turn at a signalized 
intersection when their approach is faced with a red traffic signal. RTOR is allowed at most 

signalized intersections in the United States after a vehicle has come to a complete stop at the stop 
bar, unless prohibited for reasons such as limited sight distance. Vehicles turning right on red must 
wait for an adequate opening in conflicting vehicle traffic (or pedestrian traffic, if present) in order 
to complete the turn. Accordingly, there exists a critical headway for every RTOR driver in which 
that driver would reject any headway less than their critical headway, and would accept any 
headway larger. 

RTOR can significantly increase the capacity of right-turn movements at signalized 
intersections, particularly at approaches with exclusive right turn lanes. Consequently, the overall 
capacity and delay of an intersection can be significantly affected by the behavior of RTOR 
vehicles. The Highway Capacity Manual (HCM) (1) states that RTOR flow rates should be 
collected in the field when possible because RTOR is difficult to predict as it depends on many 
different factors. However, field measurement is not possible for new intersections or intersections 
undergoing significant reconstruction or alignment changes. In situations where field measurement 
is not possible, the HCM recommends assuming zero RTOR vehicles, which can result in 
significantly inflated delay predictions for right-turn movements. If estimated right-turn delays are 
inflated, unneeded capacity may be added or unnecessary green time may be provided to 

R 

 
Right turn on red (RTOR) movements can significantly affect the capacity of right-turn lanes at 
signalized intersections. Vehicles turning right on red must wait for an adequate opening in 
conflicting vehicle traffic (or pedestrian traffic, if present) in order to complete the turn and, 
consequently, there exists an RTOR critical headway. The Highway Capacity Manual (HCM) 
recommends field measurements of RTOR vehicles in calculating capacity at signalized 
intersections, but this is not always possible. In these cases, the RTOR must either be assumed to 
be zero, which may lead to significantly inflated right-turn delay calculations, or estimated based 
on intersection geometry and traffic patterns. Previous research on the effects of RTOR on 
capacity and delay has assumed an RTOR critical headway equal to that of the HCM base 
critical headway values for two-way stop-controlled (TWSC) intersection minor street right-
turns. To assess this assumption, an empirical analysis of the critical headway for RTOR 
maneuvers was conducted using observational data obtained from five signalized intersection 
approaches in different regions of the United States. Headway acceptance and rejection data 
were extracted manually from high-definition videos taken at the intersection approaches and 
the RTOR critical headway was determined. It was found the RTOR critical headway is 
generally less than the HCM base critical headway values for TWSC intersection minor street 
right-turns, indicating drivers are more aggressive at traffic signals. Implications of RTOR 
critical headway on capacity and delay calculations for signalized intersections are discussed. 
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approaches with the RTOR movements. It may be more beneficial for the analyst to assume a 
reasonable prediction for RTOR movements based on expected (or existing) conditions at the 
intersection.  

RTOR can occur when cross street through traffic has a green signal indication, or during 
protected left-turn phases. In the case of cross street protected left-turn phases, RTOR vehicles in 
an exclusive right-turn lane do not encounter any conflicting vehicle traffic. The HCM 
recommends reducing the number of right turns by the number of “shadowed” left-turning 
vehicles. This paper, however, focuses solely on the regime where cross-street through traffic has a 
green indication and RTOR vehicles must select headway in cross street traffic to complete the 
RTOR. In this situation, the RTOR volume is much more difficult to predict. This scenario has 
been likened to the case of a minor street vehicle turning right at a two-way stop-controlled 
(TWSC) intersection. This comparison is known as the “stop sign analogy”. The HCM (1) 
provides default critical headway values for right-turning vehicles at TWSC intersections as 6.2, 
6.9, and 7.1 s for two-lane, four-lane, and six-lane major roadways, respectively. These critical 
headway values have been applied in calculating predicted RTOR flow rates in traffic simulation 
software such as Synchro/SimTraffic (2) (although in the case of Synchro/SimTraffic, the critical 
headway is set at 6.2 s regardless of the number of lanes on the cross street). However, the critical 
headway for drivers at a signalized intersection turning right on red may in fact differ from that of 
drivers at TWSC intersections. For example, signalized intersections would generally be located in 
more urbanized areas and would tend to experience higher traffic volumes than TWSC 
intersections which could affect driver behavior. 

This paper presents an empirical analysis of the critical headways for drivers turning right 
on red using observational data obtained from five signalized intersection approaches in different 
regions of the United States. All study intersection approaches have flat grades and intersect at 90-
degree angles. The headway acceptance and rejection data for vehicles turning right on red are 
extracted from field videos when the conflicting through traffic has a green signal indication. The 
RTOR critical headway is then calculated and compared to the default values in the HCM under 
the stop sign analogy, as well as default values used in some traffic simulation software. The 
implications on capacity and delay calculations are discussed. 
 
 
LITERATURE REVIEW 
 
The HCM (1) suggests simply reducing the number of right turns by the field observed number of 
RTOR vehicles in calculating capacity at signalized intersections (in the absence of a shadowed 
left-turn phase). There are two problems with this: the first is that field observations are not always 
possible, and the second is that by subtracting vehicles from the approach volume, their effect on 
signal delay is ignored (3). Ignoring these vehicles can ultimately affect the level of service of the 
intersection. Despite this shortcoming, there is only a limited body of research analyzing the effects 
of RTOR on capacity and delay at signalized intersections. Most studies have focused on 
developing predictive models based on a number of traffic and driver related factors, while only a 
few have investigated the critical headway characteristics of RTOR drivers. 

Tarko (4) developed a model to predict RTOR volumes at isolated and coordinated signals 
based on several parameters such as intersection geometry, patterns of arriving vehicles (both right-
turning vehicles and conflicting vehicles), and signal timing parameters. However, in the 
development of the model, a critical headway time for RTOR vehicles was assumed to be 6.9 s. This 
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assumption follows the HCM suggestion for TWSC intersections with four-lane major roads (1). 
Qureshi and Han (5) developed a delay model for right turn lanes with RTOR traffic based on 
queuing theory. They also assumed the HCM default critical headway value for right turns at TWSC 
intersections, which was 5.5 s at that time. Creasey et al. (6) developed RTOR volume estimation 
models and incremental capacity models for shared right turn lanes, which also utilized the HCM 
default critical headway values for right turns at TWSC intersections.  

Virkler and Maddela (7) tested both the left-turn shadowing method and the stop sign 
analogy of accounting for RTOR vehicles to determine the effects on intersection capacity with data 
from 40 intersections. It was found that both methods improve intersection capacity, indicating that if 
RTOR vehicles are ignored, the HCM method for signalized intersections may over-estimate delay. 
Again, the critical headway for RTOR vehicles was assumed to follow HCM default values for right-
turning vehicles at TWSC intersections. Virkler and Krishna (3) provide another analysis of the stop 
sign analogy and assess SIDRA software. The SIDRA software uses a default RTOR critical 
headway of 6.0 s which is slightly lower than the current HCM default values for TWSC 
intersections in the United States. An observational RTOR headway acceptance study was conducted 
at three intersections and the critical headway for RTOR was found to be 4.05, 4.47, and 5.54 s for 
each of the three intersections. This is one of the first field-observed RTOR critical headway analyses 
on record; however, the conditions at the three intersections are not applicable to all scenarios. One 
of the intersections had a yield-controlled right-turn lane which allowed for “free right-turns” (and is 
really not necessarily applicable to an RTOR scenario). As for the other two intersections, one 
included a one-way street with two conflicting through traffic lanes and the other had only one 
conflicting through lane. 

Chen et al. (8) estimated RTOR capacity for dual right-turn lanes at signalized intersections 
considering both left turn shadowing situations and the stop sign analogy. Of greater relevance to the 
current study, Chen et al. (9) performed an empirical assessment of headway-acceptance behavior of 
RTOR drivers at dual right-turn lanes. Using data from six intersections (all either interchange ramps 
or frontage roads), the critical headway for RTOR drivers was found to be 5.6 s for drivers in the 
curb lane and 6.7 s for drivers in the inside right-turn lane. These findings are useful for analyses of 
dual right-turn situations, but may not be applicable to single right-turn lanes. Overall, it is clear that 
research on the critical headway for RTOR drivers is limited, as almost all analyses of RTOR 
impacts on capacity and delay assume the critical headway is equal to that of right-turning vehicles at 
TWSC intersections. This study provides important empirical data to address this gap in the research 
literature. 
 
 
DATA DESCRIPTION 
 
The data for this study were extracted from an existing database of video taken at numerous 
intersection approaches across the United States. This database contains 4 to 6 h of video at 87 
different intersection approaches from California, Maryland, Michigan, and Virginia. The video at 
each site generally started after the a.m. peak hour (around 11 a.m.) and continued for 4 to 6 h into 
the p.m. peak hour. The sites were originally chosen at random from intersections with at least two 
through lanes and where municipalities granted permission for video recording. It is important to 
note that many of these sites were not viable candidates for an RTOR headway acceptance analysis. 
To identify appropriate sites, 1 h of video was reviewed for each site to record the number of usable 
RTOR headway acceptances observed. Several sites were eliminated immediately due to their 
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geometry (e.g., T-intersections, yield-controlled free right-turns) as well as in cases of low right-turn 
or conflicting through traffic volumes (i.e., no useable RTOR headway acceptances). Ultimately, five 
intersection approaches were chosen as good candidates for an RTOR headway acceptance study 
based on their geometry and traffic patterns. Summary statistics for the five study sites are shown in 
Table 1.  

The videos are shot from high-definition video cameras, which are mounted on telescoping 
poles approximately 20 ft above the pavement surface. The cameras are attached to street signs, 
allowing for covert monitoring of driver behavior. The elevated view provides an excellent vantage 
point for conducting a headway study. Figure 1 shows a screen shot of the video taken at 
Westminster Avenue and Harbor Boulevard in Santa Ana, California, in which a vehicle in the right-
turn lane is waiting to accept a headway in the cross street through traffic. 

To analyze the critical headway of RTOR drivers, both headway acceptances and rejections 
were recorded for all RTOR vehicles. This was done manually with a stopwatch while watching the 
videos in real time (although videos were frequently rewound to confirm accuracy of a measured 
headway or to capture a headway that the observer had initially missed). For the purpose of this 
study, only headways (and not lags) were recorded because a driver’s reaction to a lag may not be the 
same as to headway and the inclusion of lags may bias the results of the study (10). It should be 
noted that not all the observed RTOR vehicles had a usable observed accepted headway. In cases 
where an RTOR driver rejected several headways but did not find an adequate one to accept during 
the red phase, their rejected headways were recorded as usable data but there was no observed 
accepted headways for those drivers. Similarly, in cases where an RTOR driver turned right after all 
cross street traffic had already passed, those drivers’ rejected headways were recorded as usable data, 
but there was no observed accepted headway (because the accepted headway size in these cases is 
not measurable). It should be noted that no RTOR headway data were collected during protected left-
turn phases; as this study focused solely on the traffic regime in which cross street through traffic had 
a green signal indication. The headway sizes were recorded to the tenth of a second and the data were 
later compiled into bins.  
 
 
RTOR CRITICAL HEADWAY ANALYSIS RESULTS 
 
After headway data collection was complete, the Ramsey and Routledge (11) method of determining 
critical headway was utilized to determine the RTOR critical headway. The Ramsey and Routledge 
method is recommended in the Manual of Transportation Engineering Studies (12) and has 
advantages over other methods of critical headway calculation. The main advantage of this method is 
that it does not require any assumption of the distribution of critical headways in the driver 
population. The method efficiently estimates the entire distribution of critical headways using all 
headway data (accepted and rejected headways) (12). Additionally, this method is relatively simple 
to use and has been shown to provide good precision and accuracy when compared with other 
methods (10). One requirement when using this technique, however, is that the proportions of 
accepted headways must increase with headway size. This is usually not an issue (and was not in the 
case of this study) because drivers would tend to reject smaller headways and accept larger 
headways. Table 2 presents the results of the RTOR critical headway analysis including a summary 
of the RTOR headway acceptance and rejection data and the calculated critical headway for all five 
locations, as well as for the aggregated dataset.  
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TABLE 1  Summary of Study Sites Selected for RTOR Headway Acceptance Analysis 

Study Approach Location 
Cross Street 
Speed Limit 

No. of 
Through 
Lanes on 

Cross Street 

Hours of 
Video 

Reviewed 
1. WB Westminster Ave. at 
Harbor Blvd. 

Santa Ana, 
Calif. 

40 mph 3 6 

2. NWB Waters Rd. at Ann 
Arbor Saline Rd. 

Ann Arbor, 
Mich. 

40 mph 2 6 

3. WB Lee Jackson Memorial 
Hwy. at Walney Rd. 

Chantilly, Va. 45 mph 3 5 

4. WB Six Mile Rd. at 
Newburgh Rd. 

Livonia, Mich. 45 mph 2 4 

5. NB Newburgh Rd. at  
Six Mile Rd. 

Livonia, Mich. 45 mph 3 6 

NOTE: no. = number; WB = westbound; ave. = avenue; blvd. = boulevard; NWB = northwest bound; rd. = road;  
NB = northbound. 

 
 

 

FIGURE 1  Screen shot of video at Westminster Ave. and  
Harbor Blvd. in Santa Ana, California. 
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The final sample size of RTOR headway acceptances was 259. To obtain accurate critical 
headway calculations, Ramsey and Routledge suggest a minimum of 200 acceptances for 2-s 
bins and a minimum of 500 acceptances for 1-s bins (11). Therefore, a bin size of 2 s was 
selected for this study, which is considered adequate for most headway acceptance studies (12). 
The proportions of accepted headways increased with headway size for all five study locations, 
as well as for the overall analysis. It should be noted that data for headways less than 2 s are not 
included in Table 2 because no RTOR drivers were observed to accept a headway of less than 2 s 
and such data do not influence the determination of critical headway in the Ramsey and 
Routledge method. 

The RTOR critical headways were found to be 5.01, 5.21, 5.00, 4.92, and 4.56 s for the 
five study locations. These RTOR critical headway results for the individual study sites, 
however, are based on a relatively low sample size of RTOR headway acceptances at each 
individual site. Of most importance is the overall (aggregate) RTOR critical headway analysis, 
which showed a mean critical headway of 4.88 s. This is significantly less than the HCM 
assumed values for TWSC intersections (6.2, 6.9, and 7.1 s for two-lane, four-lane, and six-lane 
major roadways, respectively). This indicates RTOR drivers tend to be more aggressive than 
drivers turning right at TWSC intersections, possibly due to differences in drivers and traffic 
conditions between rural TWSC and urban–suburban signalized intersections. The distributions 
of the RTOR critical headways estimated by the Ramsey and Routledge method were 
approximately normal for each site individually, as well as for the aggregate data for the five 
 
 

TABLE 2  Summary of RTOR Critical Headway Analysis 

Study  
Approach 

Headway Sizes (mean of bins) 
RTOR 
Mean 

Critical 
Headway 3 s 5 s 7 s 9 s Total 

1. WB Westminster 
Ave. at Harbor Blvd. 

No. acceptances 1 5 14 9 29 
5.01 s No. rejections 125 10 3 0 138 

% accepting 0.8 33.3 82.4 100.0 

2. NWB Waters Rd. 
at Ann Arbor Saline 
Rd. 

No. acceptances 5 7 20 24 56 
5.21 s No. rejections 190 33 9 1 233 

% accepting 2.6 17.5 69.0 96.0 

3. WB Lee Jackson 
Memorial Highway 
at Walney Rd. 

No. acceptances 2 3 10 12 27 
5.00 s No. rejections 87 8 2 1 98 

% accepting 2.2 27.3 83.3 92.3 

4. WB Six Mile Rd. 
at Newburgh Rd. 

No. acceptances 1 12 18 14 45 
4.92 s No. rejections 123 32 8 3 166 

% accepting 0.8 27.3 69.2 82.4 

5. NB Newburgh Rd. 
at Six Mile Rd. 

No. acceptances 12 29 24 37 102 
4.56 s No. rejections 349 122 61 28 560 

% accepting 3.3 19.2 28.2 56.9 

Total for all study 
approaches 

No. acceptances 21 56 86 96 259 
4.88 s No. rejections 874 205 83 33 1,195 

% accepting 2.3 21.5 50.9 74.4 
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FIGURE 2  RTOR critical headway distribution for the overall analysis. 

 
 
locations. The distribution of RTOR critical headways is shown graphically in Figure 2. The 
potential impacts of the RTOR critical headway on the calculation of capacity and delay for right 
turns at signalized intersections are discussed in the next section.  
 
 
IMPACT OF RTOR CRITICAL HEADWAY ON  
CAPACITY AND DELAY ESTIMATES 
 
The RTOR mean critical headway for this empirical study was found to be 4.88 s. This critical 
headway time is significantly less than the default value for the right-turn critical headway at 
TWSC intersections found in the HCM. As discussed previously, nearly all prior research on the 
impact of RTOR on capacity and delay at signalized intersections has assumed that the RTOR 
critical headway is equal to that of right-turning minor street traffic at TWSC intersections (i.e., 
the stop sign analogy). Similarly, the Synchro/Simtraffic traffic simulation software assumes an 
RTOR critical headway of 6.2 s for all intersection geometries (2). 

Since the critical headway for RTOR drivers in this study is found to be less than the 
commonly used default values, it seems delay calculations for right turns may be frequently 
overestimated. 

Synchro/Simtraffic fully models RTOR movements by calculating a saturation flow rate 
for RTOR and applying that flow rate to right-turn movements when they are red (2). The 
formula used to calculate RTOR saturation flow, which is very similar to Equation 19-32 in the 
HCM used to calculate capacity at TWSC intersections, is as follows: 
 = 
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where 
 
sRTORi = RTOR saturation flow rate in vehicles per hour (vph) (1,091 vph if zero conflicting 
traffic); 

vxi = merging volume during time interval i; 
6.2 = assumed RTOR critical headway time in seconds; and 
3.3 = assumed follow up time in seconds. 

 
In assuming the RTOR critical headway time is 6.2 s, this formula may be under-

predicting the actual RTOR saturation flow rate. For example, for conflicting traffic of 900 vph, 
the sRTOR is calculated to be 340 vph (intermediate calculations involving cycle and phase 
lengths are left out here for simplicity). However, if the assumed 6.2-s RTOR critical headway is 
replaced with the 4.88-s RTOR critical headway found empirically in this study, the resulting 
sRTOR is 473 vph. Using the 4.88-s RTOR critical headway found in this study, the resulting 
sRTOR was 133 vph higher representing a 39.1% increase. This potential increase could 
significantly affect the capacity and delay estimates for right turns, as well as for the overall 
intersection. 

Most of the existing literature that attempts to estimate RTOR effects on capacity or 
delay uses the default critical headway values for TWSC intersections from the HCM (4–7). The 
results from this study, however, suggest using an RTOR critical headway of 4.88 s may provide 
greater accuracy, and would yield higher RTOR capacities. It should be noted that this RTOR 
critical headway can be applied to exclusive or shared right-turn lanes, but the method for 
determining capacities would differ as shared lanes have the added restriction of possible 
blockages by through vehicles.  
 
 
CONCLUSIONS 
 
RTOR movements can significantly affect the capacity of right-turn lanes at signalized 
intersections. Vehicles turning right on red must wait for an adequate opening in conflicting 
traffic in order to complete the turn. Therefore, there exists an RTOR critical headway. This 
paper presented an empirical analysis of the critical headway for drivers turning right on red 
using data from five signalized intersection approaches in the United States. Headway 
acceptance and rejection data were extracted manually from high-definition videos collected at 
these approaches. Using the Ramsey and Routledge method, it was found that the RTOR critical 
headway is 4.88 s. 

The results of this study indicate that RTOR drivers are more aggressive than right 
turning drivers at TWSC intersections. This shows that previous research on RTOR using the 
“stop sign analogy” may have underestimated RTOR effects on capacity and delay. An example 
of RTOR saturation flow showed that using RTOR critical headway of 4.88 s resulted in a 39.1% 
increase in RTOR saturation flow as compared to the default value of 6.2 s. This example 
demonstrates the importance of accurately accounting for RTOR, as failure to do so could result 
in adding unneeded capacity to intersections or providing unneeded green time. 

RTOR is a topic which could benefit from further detailed research as traffic congestion 
in urban areas continues to be a major concern and transportation engineers are always seeking 
to improve efficiency, even incrementally. Future research could examine RTOR critical 



Russo and Savolainen 9 
 
 

 

headway at intersections with differing geometry and traffic patterns to determine if the value 
found in this study is consistent with different scenarios. The effect of differing cross street speed 
limits could also be investigated, as this study was limited to sites with 40 mph or 45 mph cross 
street speed limits. Additionally, RTOR follow-up headways could be analyzed with 
observational data and compared to values found in the HCM for base follow-up headways at 
TWSC intersections. Left-turn-on-red critical headway at one-way streets could also be 
examined with observational data, as this movement is allowed at intersections with one-way 
streets in most states in the United States.  
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he Highway Capacity Manual 2010 (HCM 2010) has been widely adopted outside the 
United States as the standard to estimate levels of service. In Brazil, it has been adopted to 

assess both existing operational conditions and the benefits of proposed highway 
improvements (1). However, many Brazilian highway administrators, practitioners, and 
researchers have advocated the adaptation of HCM 2010 procedures to local road and traffic 
characteristics (1–6). The main aspects to be adapted are speed–flow relationships, including 
base conditions and the capacity, and passenger car equivalents for trucks (5). While the latter 
have already been studied to some extent (2, 7), the calibration of speed–flow relationships has 
been slower due to a lack of suitable traffic data.  

The calibration of speed–flow curves requires empirical data (average speed and flow 
rate disaggregated for passenger cars and heavy vehicles) for a representative sample of road 
segments. One of the byproducts of the Brazilian highway privatization program was to 
implement systematic traffic data collection by means of a large number of permanent traffic-
counting stations. The research reported in this paper was possible due to the availability of a 
large data set, collected at 24 traffic-counting stations on four major expressways in the state of 
São Paulo. 

The main objectives of the research were to calibrate a family of speed–flow 
relationships for expressways in Brazil and to estimate the capacity for these roads. This paper 
is organized such that initially, the mathematical modeling of the speed–flow relationship is 
discussed; next, the traffic data used is presented. Then the procedure used for the estimation 
of key parameters (density-at-capacity and the transition point) is presented, followed by the 
calibration of the speed–flow relationships and a comparison of the new curves with the HCM 
2010 relationships. 
  

T

 
This paper presents the development of a speed–flow model for expressways in Brazil, 
similar to the one used in the Highway Capacity Manual 2010 (HCM 2010). The model was 
developed using a sample of 788,122 observations collected at 24 stations on four 
expressways in the state of São Paulo. The data analysis showed that, as proposed by the 
HCM 2010, there is a range of flows in which the average speed of the passenger cars 
remains constant and equal to the free-flow speed. It was also found that the classification 
scheme used by the HCM 2010, based on controlling access (freeways versus multilane 
highways), is not adequate for expressways in the state of São Paulo. A new scheme, based on 
abutting land use (urban versus rural) is proposed. For these highway classes, representative 
values for the capacity were found, and speed–flow relationships were calibrated. 
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MATHEMATICAL MODELING OF THE HCM SPEED–FLOW RELATIONSHIP  
 
The mathematical model adopted to describe the speed–flow relationship in the HCM 2010 is the 
same one used in the HCM 2000 (8). Furthermore, the same basic structure is used both for 
freeways and multilane highways. Assuming a traffic stream containing only passenger cars, this 
model comprises two regions (Figure 1a): (a) a flat segment where traffic stream speed S is 
constant and equal to free-flow speed (FFS) and (b) a convex segment, in which traffic stream 
speed varies between FFS and speed at capacity (CS). The flow rate limits for the flat segment 
are 0 and BP, which is the transition point where the traffic stream speed starts to decrease due to 
an increase in the flow rate. The convex segment limits are BP and capacity C.  

Empirical evidence from several studies supports this model (9–14). The speed–flow 
function is anchored by two points: (BP, FFS) and (C, CS). The mathematical function  
S = f(FFS, q) that represents the speed–flow model for freeways can be written as (15) Equation 1. 
 

S =

FFS, 0 ≤ q ≤ BP

FFS − 1

28
(23FFS −1800)

q +15FFS − 3100

20FFS −1300






2.6







, BP < q ≤ C;










 (1) 

 
where S is traffic stream speed (km/h); q, traffic flow rate in passenger cars per hour per lane 
(pcph/lane); and FFS, BP, and C are as previously defined. The HCM 2000 assumes density at 
the capacity as 28 passenger cars per kilometer per lane (pcpkm/lane), a value that is hard-coded 
into Equation 1, but could be called CD. 

Equation 1 can be used to create a family of speed–flow relationships for a set of FFSs 
{FFS1, FFS2} (Figure 1b) using appropriate values of BP and C, which can be calculated using 
Equations 2 and 3: 
 
BP = –15 FFS + 3,100 (2) 
 
C = 5 FFS + 1,800 (3) 
 
 

 

FIGURE 1  General characteristics of the HCM 2010 speed–flow model. 
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Equation 2 shows that BP decreases linearly with increases in FFS. Equation 3 assumes 
that density at the capacity remains constant and is equal to 28 pcpkm/lane for any FFS. 

By substituting Equations 2 and 3 into Equation 1 and making CD = 28 pcpkm/lane and  
γ = 2.6, the relationship between S and C, CD, BP, and FFS becomes 

 

S = FFS − FFS − C

CD






⋅ q − BP

C − BP






γ

. (4) 

 
Assuming that C = CS × CD and thus, CD = C/CS, Equation 4 can be simplified into 

 

S = FFS − FFS − CS( ) q − BP( )γ

C − BP( )γ












. (5) 

 
Equations 2 and 3 can also be generalized, as they indicate that BP and C vary linearly 

with FFS. Therefore, these functions are 
 
BP = aBP FFS + bBP;  and    (6) 
 

C = aC FFS + bC ,  (7) 

 
in which aBP, bBP, ac, and bc and are calibration constants. 

Equations 5, 6, and 7 specify a generalized speed–flow model for freeways and divided 
multilane highways, from which the HCM 2010 relationships can be obtained. The next sections in 
this paper show how a set of speed–flow relationships was obtained for Brazilian expressways, by 
finding appropriate values for the parameters in these three equations. 
 
 
SPEED–FLOW DATA FROM TRAFFIC SENSORS 
 
Data for the calibration of the speed–flow relationship should ideally originate from streams 
containing only passenger cars and should also reflect normal operating conditions for 
uncongested flows (16).  

Data used in this study were collected at 24 traffic-counting stations in the metropolitan 
region of São Paulo, using inductive loops installed in each traffic lane. The data were collected 
between 1/1/2010 and 8/31/2011 and consisted of the number of vehicles (passenger cars and 
heavy vehicles) and average speed (for passenger cars and for heavy vehicles). For 11 of the 24 
sites, data were available for 6-min intervals; for the others, for 5-min intervals. The HCM 2010 
used 15-min data points (8); several other studies, however, recommend the use of a 5-min 
interval (17–19), which is deemed suitably short to represent the traffic behavior in greater detail 
and sufficiently long to avoid the introduction of bias in the estimation of speed and flow due to 
the inherent variability of driver behavior.  

The process used for choosing sites for the sample is described in detail elsewhere (20). All 
segments in the sample meet conditions necessary to warrant uninterrupted flow, such as the 
existence of a physical median, no traffic signals, and no ramps at least 3 km away from the site. 
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According to the HCM, all sites in the sample could be classified either as freeways (expressways 
with controlled access) or as divided multilane highways (expressways without controlled access). 
Lane width (3.5 m) and left and right shoulder widths (respectively 0.6 m and 2.5 m) were constant 
across all segments, which contained at least three lanes in each direction (except two sites with 
two lanes in each direction).  

Sites in the sample were also classified as rural or urban, according to abutting land use. 
Rural expressways comprised highways isolated from the local road network, bearing mostly 
longer trips; urban expressways are those with greater integration with the local network, with 
greater density of ramps or points of access, within an urbanized environment and carrying a 
significant portion of local trips. For each site in the sample, FFS was estimated to the nearest 
km/h, varying between 78 and 130 km/h. Speed–flow data indicate that the capacity is often 
reached in eight of the 24 sites. 

There are two major differences between traffic streams in Brazil and in the United 
States. In Brazil, the truck percentage is higher (usually over 25%); and Brazilian trucks have 
higher mass-to-power ratios when compared to American trucks. Furthermore, the practice in 
Brazil is to have two speed limits: a greater one (up to 120 km/h) for light vehicles (passenger 
cars) and a lower one (90 km/h) for heavy vehicles (trucks and buses). On expressways with 
three or more lanes, trucks and buses are not allowed to travel in the leftmost lane (closest to the 
median). The combined effect of this rule and poor performance characteristics is that trucks 
tend to stay in the right lanes (closest to the shoulder), while cars mostly travel in the left lanes, 
creating something similar to two fluids flowing with different speeds within the same stream. 
Speed–flow data show that the percentage of heavy vehicle in the flow is typically very low 
(usually less than 5%) in the leftmost lane, in which peak flow rates are greater than 2,100 
vehicle per hour per lane (vphpl). In the rightmost lane, trucks comprise about 45% of the flow 
and the greatest flow rates observed barely reach 1,500 vphpl. In the center lane, where truck 
percentages are between these two extremes (usually around 20%), intermediate behavior was 
observed: the greatest flow rates observed were between 1,500 and 1,800 vphpl.  

In order to use speed–flow data closest to base conditions, only data collected by the 
sensors in the leftmost lane of each site were used. Speed–flow data collected under bad weather 
conditions (rain) were also discarded from the sample. Additionally, observations with PT ˃ 5% 
were discarded; data points with 0 ˂ PT ≤ 5% were used, to avoid excessive thinning of the data 
set, especially in the region closer to the capacity. For these cases, however, heavy vehicles were 
converted into passenger car equivalents using equivalence factors derived for these expressways 
in another study (7). After this selection, 788,122 observations for the 24 sites were available for 
use. 

Initially, the data were divided into four groups: freeways (rural and urban) and divided 
multilane highways (rural and urban). The major factors used to classify each site were access 
control and surrounding land use. A visual inspection of these data sets, however, suggested that 
the differences between rural and urban sites were much stronger than the differences due to road 
type (freeway vs. multilane highways), as the graphs in Figure 2 illustrate. Data point colors in 
Figure 2 indicate the number of observations for given speed–flow combinations, as shown in 
the legend.  

The graphs in Figure 2a and 2b show data collected on a rural freeway segment and an 
urban freeway segment with similar characteristics. Average traffic speeds are nearly constant 
over a greater range of flow rates in the rural segment, when compared to the urban segment. 
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(a) (b) 

 

 
(c) (d) 

FIGURE 2  Speed–flow data for rural and urban expressway segments: (a) rural freeway, 
FFS = 107 km/h; (b) urban freeway, FFS = 107 km/h; (c) rural divided multilane highway, 

FFS = 116 km/h; and (d) urban divided multilane highway, FFS = 82 km/h. 
 
 
Moreover, average speed appears to decrease at a greater rate in the urban segment when 
compared to the rural freeway section. Speed–flow data collected at rural divided multilane 
highways show characteristics closer to those of rural freeways than those collected at urban 
divided multilane highway segments, as Figures 2c and 2d illustrate. The capacity for urban 
segments seems to be smaller than for rural segments and the speed-at-capacity is also smaller 
for urban expressways. Therefore, it was decided that the speed–flow models should be 
calibrated for rural and urban expressways, instead of the freeway versus multilane highway 
approach used in the HCM.  
 
 
ESTIMATION OF DENSITY AT CAPACITY FOR BRAZILIAN EXPRESSWAYS 
 
While the capacity is stochastic by nature (21), the speed–flow model shown in Figure 1 and in 
Equations 5, 6, and 7 requires the estimation of deterministic values for capacity (C), free-flow 
speed (FFS), density at capacity (CD), and the traffic stream breakdown flow (BP). This section 
describes the procedure used to estimate a value for density at capacity. The adopted approach 
was adapted from the literature (19, 22). 
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Traffic Stream Breakdown and the Definition of Capacity 
 
Breakdown in an uninterrupted traffic stream may be defined as the transition between proper 
operation and unacceptable flow conditions (22) and corresponds to a sudden reduction in 
average travel speed, reflecting the change from uncongested to congested flow. Recent studies 
(19, 21, 22) have suggested using breakdown flows to define the capacity of an expressway 
lane. This definition of capacity (“the volume below which the facility conditions are 
acceptable and above which the facility condition becomes unacceptable”) is stochastic by 
nature (21).  

The approach used to estimate the capacity via traffic breakdown events is based on the 
product limit method (PLM) and an analogy with lifetime data analysis (23). The method 
assumes that the capacity distribution function is 

 
Fc(q) = p(c ≤ q),  (8) 
 
in which Fc(q) is the capacity distribution function, c is the capacity, and q is the traffic flow 
rate (19). Using an analogy to lifetime data analysis, capacity c is analogous to lifetime T of a 
technical component. The lifetime distribution function is 
 
F(t) = p(T ≤ t) = 1− S(t), (9) 
 
where F(t) is the distribution function of lifetime, that is, the probability that lifetime T ≤ t; and 
S(t) is the survival function, that is, the probability that lifetime T > t. 

The PLM can be used to estimate the survival function using the expression (19): 
 

Ŝ(t) = 1−
n

j
− d

j

n
jj:t j <t

∏ ,  (10) 

 

where Ŝ(t) =  the estimated survival function; nj = number of individuals with a lifetime T ≥ t j  ; 

and dj is number of deaths at time tj. Each observed lifetime is used as one tj value and, thus, 
dj = 1 in Equation 10.  

Assuming that Ŝ(t) = S(t), the distribution function for the capacity analysis can be 
rewritten as 

 

Fc(q) = 1− ki − di

kii:qi ≤q
∏ ; i ∈ B{ },   (11) 

 
where 
 
Fc(q) = distribution function of capacity c; 

q = traffic flow rate (pcph); 
qi = traffic flow rate during interval i (pcph); 
ki = number of intervals in which q ≥ qi; 
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di = number of breakdowns at a flow rate of qi; and 
{B} = set of breakdown intervals. 

 
To use Equation 11, observations of average speed and traffic flow rates during short 

intervals are required, usually 5-min intervals (19, 21, 22). The available speed–flow 
observations are arranged chronologically and classified into one of the following sets: 
 

{F} = traffic is uncongested in time interval i and also in time interval i + 1, suggesting 
that flow rate qi  is not greater than the capacity; 

{B} = traffic is uncongested in time interval i, but the observed flow rate in time 
interval i + 1, qi, causes the average speed to drop below a threshold, indicating that a 
breakdown occurs in time interval i + 1; and 

{C} =  traffic is congested in time interval i, either in the segment under consideration 
or spilling back from a downstream location, i.e., the average speed is below the threshold 
value. This time interval does not provide information about the capacity value and these flow 
rates are not used in the analysis. 
 

Once the traffic flow observations are classified into these sets, the distribution function 
Fc(q) can be plotted for flow rate values in {B} set. A more detailed description of this 
procedure can be found in (19).  
 
Definition of Speed Threshold Values to Identify Breakdowns 
 
The key to identifying a breakdown event is, therefore, a sudden drop (below a predefined 
threshold) in average speed during the next time interval. Previous researchers have adopted 
deterministic values for this threshold. In a study using data from freeways in Canada, a 
threshold of 90 km/h was adopted (24). Another study, using data from German freeways, used 
a threshold of 70 km/h, but stressed that other locations would likely produce different values 
(22).  

Given the stochastic character of the breakdown event pointed out in the literature (19, 
22, 24), in this study a statistical approach was used to find the threshold, assuming that the 
speed that marks the transition from uncongested to congested conditions could be different for 
each site in the sample.  

Speed threshold values were estimated using cluster analysis. The k-means method was 
used with the distance metric being the Euclidian distance (25). For each of the eight sites 
where the capacity was reached, speed–flow observations for flow rates greater than 1,750 
pcph/lane were classified into two clusters (uncongested and congested flow). The threshold is 
the speed that is simultaneously the lowest speed value for observations belonging to the 
uncongested flow regime and the highest speed for observations in the congested regime. 
Threshold values varied between 75 and 90 km/h, with an average of 83.3 km/h and a median 
of 83.5 km/h. FFS for these sites ranged from 105 to 116 km/h, with an average of 109 km/h 
and a median of 107 km/h; speed limits for passenger cars were 100, 110, or 120 km/h, 
depending on the site. 
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Estimation of Capacity 
 
Once all observations were classified into the appropriate sets, the survival function could be 
estimated, using the PLM. The maximum value of the distribution function of capacity only 
reaches 1 if the highest flow rate in the sample belongs to the {B} set. In this case, the product in 
Equation 11 is 0 and Fc(q) = 1; otherwise Fc(q) ˂ 1. When the highest observed flow rate does 
not cause a breakdown in the next time interval, it is impossible to estimate the complete 
capacity distribution function and some assumption about the mathematical type of Fc(q) must be 
made (19). Based on previous studies (19, 21, 22), the Weibull distribution was used in this 
research.  

Capacity, under this approach, is not a deterministic value, but a random variable, 
following a statistical distribution. Should a capacity value be required, it can be estimated 
assuming a breakdown probability value under Fc(q). The estimate for the capacity is obtained 
from the flow rate associated with this breakdown probability through the speed–flow curve, as 
shown in Figure 3. The horizontal axis shows flow rates; the left vertical axis represents the 
average speed; the right y-axis shows the breakdown probability associated with the PLM model 
(red dots) and the fitted Weibull distribution (black line). Once a suitable value for the 
breakdown probability is chosen, the corresponding flow rate, which represents the capacity, is 
found from the Weibull distribution function (dotted line). 

The value for the acceptable breakdown probability is key to the estimation of the 
capacity. Geistefeldt (26) suggested p = 3% (i.e., the third percentile of the fitted Weibull 
distribution); Washburn et al. (19) suggested using the fourth percentile. In this study, the value 
adopted was p = 4%.  

Once capacity C is known, density at capacity CD can be calculated using CD = C/CS. 
Speed at capacity CS, for this study, was assumed to be the average of all observations for flow 
rate C in the uncongested flow regime. 

 
 

 

 

FIGURE 3  Speed–flow data, PLM model, and  
fitted Weibull distribution for site SP021, km 22 N. 
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Results for Estimation of Density at Capacity 
 
The procedure was applied to the eight sites where the capacity was reached. Figure 3 shows 
data collected at km 22 N on SP021. The capacity is 2250 pcph/lane and the average traffic 
speed at capacity is 88 km/h; thus density at capacity is 2,250/88 – 25.6 pcpkm/lane. Table 1 
summarizes the results. 

The estimates for CD in Table 1 are very similar, except for two of the sites. These sites 
are the steepest climbing grades. Thus, an explanation for lower capacity could be the combined 
effects of grade magnitude and length. Therefore, these two sites were excluded from the sample, 
to avoid any bias in the estimation of CD. The average CD for urban sites is 25 pcpkm/lane and 
the average CD for rural sites is 26 pcpkm/lane. The HCM 2010 adopts 28 pcpkm/lane for 
freeways and 25 pcpkm/lane for multilane highways.  
 
 
TRANSITION POINT BP 
 
The other key point that defines the speed–flow function is BP, the transition point between the 
flat and the curved portions of the functions (Figure 1). The estimation of values for BP was 
based on the method used in the HCM 2010 (8). In the development of the HCM 2010, the data 
set used for the calibration of the functions was built by clustering all speed-flow observations 
for sites with similar FFS. However, Roess (8) argues that the results were unsatisfactory, from a 
regression statistics viewpoint, and required judgmental adjustments. A slightly different 
approach was used in this research: BP was estimated for each site and this set of BP values was 
used to fit a BP function. 
 
Method 
 
Assuming that in the first portion of the speed-flow relationship, the average speed is equal to 
FFS, the standard deviation σ of the observed speeds xi with a relation to FFS can be calculated: 
 

σ =
xi − FFS( )2

N
 (12)  

 
 
TABLE 1  Capacity, Speed at Capacity, and Density at Capacity Estimates for the Sample 

Location 
Land 
Use 

FFS  
(km/h) 

C  
(pcph/lane) 

CS  
(km/h) 

CD  
(pcpkm/lane) 

Grade  
(%) 

SP348 km 32 N Rural 116 2,400 93 25.8 3.5 
SP021 km 18 N Rural 108 2,390 90 26.5 –1.0 
SP021 km 18 S Rural 105 2,375 87 27.3 1.0 
SP021 km 22 N Rural 107 2,312 95 24.3 –2.0 
SP280 km 27 E Urban 107 2,145 88 24.4 3.5 
SP280 km 29 E Urban 105 2,165 86 25.2 2.0 
SP280 km 37 E Rural 116 1,950 96 20.3 5.0 
SP280 km 51 E Rural 110 1,975 88 22.4 4.5 
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where xi is the observed speeds for a given range of traffic flows (e.g., 200 to 250 pcph/lane); N is the 
number of speed observations for that flow range; and FFS is the free-flow speed for the site. 

To find BP, Roess (8) plotted σ versus flow rate; BP corresponds to the minimum value of σ. 
In this study, a third-degree polynomial was fitted to the function σ = f(q) and BP was defined as the 
flow rate for which the derivative of the fitted polynomial becomes positive, corresponding to the 
minimum value of σ. The third-degree polynomial was chosen because it provided the best fit to the 
data. Furthermore, this procedure can be automated in an Excel spreadsheet and provides a criterion 
for selecting BP that does not depend on personal judgment. 
 
Results for Estimation of Break Points 
 
The method was applied to all sites in the sample because the transition point can be found even for 
sites that do not reach the capacity. For each site, σ was calculated for each 50-pcphpl range for flows 
rates greater than 200 pcph/lane (i.e., 200 to 250, 250 to 300, and so on). The graphs in Figure 4 
illustrate the procedure. 

The left vertical axis in Figure 4 shows the speed and the right y-axis, the standard deviation 
for speeds around FFS. Speed–flow observations are orange-to-black points; green data points are σ 
versus flow data; and the green curve is the fitted polynomial. The bigger green dot represents BP for 
the site (i.e., the minimum of the fitted polynomial). For the site shown in the graph of Figure 4a, a 
rural location, BP is 530 pcph/lane; for the other site, an urban location, BP is estimated as 420 
pcph/lane.  

The results suggest that the vertical profile has little influence on BP, thus data from all sites 
could be used in the analysis. Note that BP decreases as FFS increases, and that the rate of decrease 
is greater for urban sites. The values for BP found for urban expressways were smaller than those 
found for rural expressways. The relationship between BP and FFS, for rural expressways, was 

 
BP = –7.6 FFS + 1,422     (R2 = 0.53)  (13) 
 
and the model fitted for urban expressways was 
 
BP = –3.75 FFS + 835     (R2 = 0.62) (14) 
 
 

  
(a) (b) 

FIGURE 4  BP and σ, the speed standard deviation around FFS, for two sites in the 
sample: (a) rural freeway (SP280, km 59 E) and (b) urban freeway (SP280, km 29 E). 
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In both cases, the values found for BP (in km/h) are significantly lower than those 
presented in the HCM 2010, showing evidence of the differences between American and 
Brazilian drivers. Whereas these differences undoubtedly exist, they might be smaller, since 
Roess has also found lower values for BP, which were later increased by the freeways 
committee to make the curves achieve a more uniform appearance (8). 
 
 
SPEED–FLOW RELATIONSHIPS FOR EXPRESSWAYS IN BRAZIL 
 
Once the anchor points for the convex segment of the speed–flow relationships were estimated, 
the next step was the calibration of the speed–flow functions. This calibration involves finding 
the best values for parameters used in Equations 5, 6, and 7; i.e., those values that minimize the 
differences between observed speed-flow data and speed-flow estimates obtained using the 
model. The adopted approach consisted of finding the calibration parameter set that minimized 
the error for all data collection locations simultaneously. 
 
Data Set for Calibration and Calibration Procedure 
 
To create the data set for calibration of the speed–flow functions, speed–flow observations for 
the 24 stations were divided into sets covering 50-pcph ranges (i.e., 0 to 50, 51 to 100 pcph and 
so on). The median for speeds was then calculated for each set, for sets with at least 10 
observations. Thus, a total of 957 points (average and median) were obtained, including 237 
points for urban sites and 720 for rural sites. Figure 5a illustrates the data, showing the median 
of observed speeds for three of the 24 sites in the sample.  

Using the median for each flow rate range, instead of the actual speed–flow 
observations was chosen to avoid bias due to greater density of information for lower flow 
rates, when compared to the number of observations closer to capacity (18). The adopted 
approach ensures two conditions: (a) each flow range has the same weight when calibrating the 
speed-flow function and (b) the data from sites where the capacity is reached have a greater 
influence on the calibrated function than data from sites where the capacity is not reached. 

The calibration procedure used involves an optimization problem whose objective is to 
minimize the squared error between the speed estimated using the model and the median of 
observed speeds for each of the 957 points in the sample, as used in other studies (27, 28). 

Given that the “anchor points” BP and CD are fixed, there are three unknowns: the 
constants ac and bc in Equation 7, which defines the capacity, and the exponent γ in Equation 5, 
which determines the concavity of the function. Furthermore, in order to produce a consistent 
set of curves (i.e., curves with similar shapes), the following restrictions were imposed: (a) γ ≥ 
1 and has the same value for any FFS, to ensure the same concavity and shape for all speed–
flow curves; (b) BP must be constant or a function of FFS (as in Equations 13 and 14); and (c) 
C and CS must also be a function of FFS.  

A nonlinear optimization algorithm, the generalized reduced gradient algorithm, 
implemented in MS-Excel was used to solve the problem. To avoid local optima, the procedure 
was replicated 10 times, with different seeds, and the best solution was chosen.  
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(a) (b) 

 
(c) 

FIGURE 5  Proposed speed–flow relationships for expressways in Brazil:  
(a) data set for calibration of the models; (b) calibrated models for  
rural expressways; (c) calibrated models for urban expressways. 

 
 
Figure 5b illustrates the proposed speed–flow relationships for rural expressways. The 

calibrated model is 
 

S =

FFS, if ν ≤ −7.5FFS +1400

FFS − FFS − C

26






ν − −7.5FFS +1400( )
C − −7.5FFS +1400( )










1,5










with C = 12.5FFS +1000,

  (15) 

 
where S is the traffic stream average speed (km/h); ν is the traffic flow rate (pcph/lane); FFS is 
the FFS (km/h); and C is capacity (pcph/lane). The dotted line in Figure 5b shows BP, the limit 
for the flat portion of the speed–flow relationship; and the broken line in Figure 5b represents 
density at the capacity (26 pcpkm/lane). 
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The graph in Figure 5c shows the proposed speed–flow relationships for urban 
expressways, which can be written as 

 

S =

FFS, if ν ≤ −3.75FFS + 835

FFS − FFS − C

25






ν − −3.75FFS + 835( )
C − −3.75FFS + 835( )










1,3










with C = 17FFS + 380.

 (16) 

 
The transition point BP is represented by a dotted line in Figure 5c and capacity at 

density, by a broken line. Note that, for urban expressways, the transition point BP appears at 
lower flow rates, compared to rural expressways. Furthermore, estimates of capacity C and speed 
at the capacity CS are greater for rural expressways than for urban expressways. 

The graphs in Figure 6 compare the HCM 2010 model for freeways (green line) to the 
proposed model (blue line) and the empirical speed–flow data, for a rural expressway and for an 
urban expressway. In both cases, the proposed models are clearly a better fit. The HCM 2010 
models, which were calibrated using data from American freeways, overestimate the speed for 
flow rates between 1,000 and 1,800 pcph/lane and underestimate the speed for flow rates greater 
than 2000 pcph/lane. Table 2 summarizes the comparison between the proposed models and the 
HCM 2010 models. 
 
 
CONCLUSIONS 
 
This paper presents a set of speed–flow relationships for expressways in Brazil developed to 
replace the original curves presented in the HCM 2010. The models are based on formulations 
adopted in the development of the HCM 2010 speed–flow curves and were calibrated using 
speed–flow data collected in 24 permanent traffic-counting stations in highways in the state of 
São Paulo. The empirical data showed that access control does not influence traffic behavior as 
much as abutting land use. Therefore, the proposed models are divided into urban versus rural 
instead of using the HCM 2010 freeways versus multilane highways scheme. Compared to the 
HCM 2010 models, the proposed speed–flow relationships present: (a) lower density at capacity: 
26 pcpkm/lane for rural sites and 25 pcpkm/lane for urban segments; (b) significantly lower 
break points BP, beyond which congestion starts to reduce the speed of the traffic stream; (c) 
higher speed at capacity; and (d) greater capacity for segments with higher FFS (120 and 110 
km/h) and lower capacity for segments with lower FFS (100 and 90 km/h). 

As expected, the proposed models were better fitted to the traffic data than the HCM 
2010 models. However, it would be very desirable to increase the sample size, to include not just 
more sites, but especially sites with FFS around 90 km/h and segments in mountainous terrain, 
which were missing in the available sample. An extension of this research is currently under way 
to analyze traffic flows on a lane-by-lane basis, given the observed differences in truck 
percentages. 
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(a) (b) 

FIGURE 6  Comparison of speed–flow relationships (proposed model and HCM 2010 
model) to empirical data for two sites in Brazil: (a) rural expressway (SP348 km 50 N) and 

(b) urban expressway (SP280 km 29 E). 
 
 

TABLE 2  Estimated Values for Main Parameters of Speed–Flow  
Relationships for Rural and Urban Expressways in Brazil 

FFS 
(km/h) 

Transition Point BP 
(pcph/lane) 

Capacity C  
(pcph/lane) 

Speed at Capacity CS 
(km/h) 

Proposed 
Model 

HCM 
2010 

Proposed 
Model 

HCM 
2010 

Proposed 
Model 

HCM 
2010 

Rural 
120 500 1,000 2,500 2,400 96 86 
110 575 1,200 2,375 2,350 91 84 
100 650 1,400 2,250 2,300 87 82 
90 725 1,600 2,125 2,250 82 80 

Urban 
110 420 na 2,250 na 90 na 
100 460 na 2,080 na 83 na 
90 500 na 1,910 na 76 na 
80 535 na 1,740 na 70 na 

NOTE: na = not applicable. 
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A Critique of the HCM Freeway Analysis Procedure 
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ith an update of the Highway Capacity Manual (HCM) scheduled for 2015, now is a good 
time to revisit the freeway analysis procedures. In this paper, the following three areas for 

improvement are identified: 
 

• Defining freeway segments, 
• Capacity checkpoints, and 
• Weaving segment procedure. 

 
Recently released HCM clarifications and corrections (1) have provided additional 

guidance on selecting the appropriate analysis procedure for a given freeway segment. However, 
this guidance does not cover some common situations. While the manual discusses the overlap of 
a merge segment followed by a diverge segment, the overlap of influence areas for other segment 
types are not covered. An approach for handling adjacent segments separated by less than 1,500 
ft is suggested based on the configuration and analysis results. 

Capacity checkpoints are used in the merge and diverge segment procedures to determine 
if the ramp roadway, upstream freeway, or downstream freeway volumes exceed certain capacity 
thresholds. These checkpoints should be added to the weaving procedure since the same capacity 
constraints may occur. Since some segments that are initially assigned as merge, diverge, or 
weaving segments are actually analyzed using the basic procedure, the basic procedure should 

W

 
With an update of the Highway Capacity Manual (HCM) scheduled for 2015, now is the time to 
revisit the freeway analysis procedures. In this paper, three areas for improvement are 
identified, some of which will require further research. Clarifications and corrections that have 
recently been released have provided additional guidance on selecting the appropriate analysis 
procedure for a given freeway segment. While the manual discusses the overlap of a merge 
segment followed by a diverge segment, the overlap of influence areas for other combinations 
are not covered. An approach for handling adjacent segments separated by less than 1,500 ft is 
suggested based on the configuration and analysis results. Capacity checkpoints are used in the 
merge and diverge segment procedures to determine if the ramp roadway, upstream freeway, 
or downstream freeway volumes exceed certain capacity thresholds. These checkpoints should 
be added to the weaving procedure since the same capacity constraints may occur. In fact, the 
capacity checkpoints use general threshold values, so a better approach would be to substitute 
the basic segment procedure for the capacity checkpoints. Despite the 2010 HCM update, the 
weaving segment procedure remains insensitive to the split in weaving volume between the 
freeway-to-off-ramp and on-ramp-to-freeway volumes. A suggested approach would be to use 
the merge or diverge segment procedure when the volumes are particularly imbalanced. 
Additionally, more guidance is needed for complex weaving areas that may not adequately 
capture the capacity effects of lane changing if split into separate basic, merge, and diverge 
segments. 
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also have the capacity checkpoints. In fact, the capacity checkpoints use general threshold 
values, so a better approach would be to use the basic segment procedure instead to determine if 
capacity is exceeded. 

Despite the 2010 HCM update, the weaving segment procedure remains insensitive to the 
split in weaving volume between the freeway-to-off-ramp and on-ramp-to-freeway volumes. A 
suggested approach would be to use the merge or diverge segment procedure when the volumes 
are particularly imbalanced. Additionally, more guidance is needed for complex weaving areas 
that may not adequately capture the capacity effects of lane changing if split into separate basic, 
merge, and diverge segments. 
 
 
DEFINING FREEWAY SEGMENTS 
 
Chapter 10 in the HCM (2) provides guidance on dividing a freeway corridor into analysis 
segments. Merge, diverge, weaving, and basic segments are defined on page 10-2. Figure 1 
shows the definition of the first three types. All other freeway segments are basic segments. 

Pages 10-21 through 10-24 of the HCM provide additional guidance for defining freeway 
segments. In the first example, an on-ramp is followed by an off-ramp without a connecting 
auxiliary lane (2, Exhibit 10-12). Figure 2 shows the possible cases based on the ramp influence 
distance of 1,500 ft. Operations in the overlap segment are assigned from the worst of the merge 
and diverge analysis results. In the second example, weaving segments that do not meet a 
minimum threshold weaving length based on volume should be analyzed as basic segments (1).  

Another situation is described in the Freeway Merge and Diverge Segments chapter. 
Segments with a single lane on-ramp that adds a freeway lane or a single lane off-ramp that 
drops a freeway lane should be analyzed as a basic segment (1). 

 
 
 

 

FIGURE 1  Freeway segment definitions. 

LB

Source:  HCM Exhibit 10-1

1,500 ft 1,500 ft

Merge Segment Diverge Segment

500 ft 500 ft

Weaving Segment
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FIGURE 2  On-ramp followed by off-ramp. 
 
 
While this guidance is useful, other freeway configurations exist that are not covered by 

these conditions. Several such conditions are described below with suggested approaches to 
defining the freeway segments. 

The HCM defines the overlap of merge and diverge segments, but overlaps of two merge 
segments, two diverge segments, and merge or diverge with weaving segments also occur. 
Figure 3 shows the freeway segment definitions at adjacent on-ramps, which is similar to the on-
ramp followed by off-ramp configurations in Figure 2. In Case C, the merge influence areas 
overlap. Thus, the overlap concept in Figure 2 potentially could be applied in this situation. 
However, this does not appear to be the intent of the procedure since the effect of adjacent ramps 
is accounted for in the merge and diverge analysis procedures (for three-lane freeways, see HCM 
Chapter 13). Therefore, the upstream merge segment is recommended to end at the downstream 
on-ramp gore and have a distance less than 1,500 ft. The cases for adjacent off-ramps would be 
similar. 

Merge or diverge segments adjacent to weaving segments are more complicated. 
Weaving segments extend 500 ft upstream of the on-ramp gore and downstream of the off-ramp 
gore because field observation has shown that drivers anticipate the lane changes to be 
undertaken (2, p. 12-3). The upstream weaving influence area may overlap with a merge 
influence area, and the downstream weaving influence area may overlap with a diverge influence 
area. The suggested procedure would be to apply the overlap segment concept for overlapping 
merge and diverge segments. The assigned analysis result for the overlap segment would be the 
worst operating condition of the adjacent segments. If the distance from the merge segment’s on- 

Case A

Case B

Case C

Source: HCM Exhibit 10-22

Diverge

L < 3,000 ft

1,500 ft 1,500 ft

1,500 ft 1,500 ft

Basic

L > 3,000 ft

L = 3,000 ft

Merge

Merge Diverge

1,500 ft
1,500 ft

Diverge

Merge Overlap
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FIGURE 3  On-ramp followed by on-ramp. 
 
 
ramp gore to the weaving segment’s on-ramp gore were less than 1,500 ft, the merge segment 
would be shortened similar to the approach with adjacent on-ramps. Figure 4 shows the 
suggested approach. A similar approach would be applied to a weaving segment following a 
diverge segment. 

While the suggested rules above would help to clarify how to define freeway segments, 
the distances used for merge, diverge, and weaving influence areas seem arbitrary. For some 
conditions, the actual merge influence area may be shorter or longer than 1,500 ft. Similarly, the 
weaving influence area may be more or less than 500 ft from the ramp gore. Whether a weaving 
segment is to be analyzed using the weaving or basic procedure depends on the freeway and 
ramp volumes. Similarly, volumes could be used to develop a procedure to estimate the ramp 
influence area distance.  

Another approach would be to apply the overlap segment concept. For example, the 
1,000-ft long segment at the boundary of merge and basic segments would be redefined as an 
overlap segment. This segment would be assigned the higher of the delay results for the adjacent 
segments (Figure 5). The determination of influence area length is suggested for further research.  

Case A
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Case C

Merge

L < 1,500 ft

1,500 ft
1,500 ft

Merge

L > 1,500 ft

1,500 ft

Merge

L = 1,500 ft
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FIGURE 4  On-ramp followed by weaving segment. 
 
 

 

FIGURE 5  Potential overlap segment. 
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CAPACITY CHECKPOINTS 
 
The merge and diverge segment analysis procedure includes capacity checkpoints: the exiting 
freeway volume at the merge segment (vFO), the entering freeway volume at the diverge segment 
(vF), and the ramp roadway (vR). For ramp junctions with lane additions or lane drops, both the 
entering (vF) and exiting (vFO) freeway volume must be checked (2, pp. 13–18). Figure 6 shows 
the volumes that have checkpoints under the merge and diverge segment procedures. 

Although weaving segments have similar features to ramp junctions (on-ramp, off-ramp, 
and entering and exiting freeway volumes), the weaving analysis procedure does not include 
capacity checkpoints. As a result, a ramp volume that is unreasonably high, for example, would 
not be flagged as a potential bottleneck in the weaving segment analysis. Similarly, there may be 
conditions where the on-ramp volume is high and the off-ramp volume is low such that the 
exiting freeway volume may be over capacity even though the weaving segment operates 
acceptably. It is recommended that capacity checkpoints be added to the weaving procedure. 

Some freeway segments with ramps are analyzed using the basic segment procedure: at 
single lane ramps with a lane addition or drop and weaving segments where the weaving length 
is less than the critical weaving length. For these cases, the capacity checkpoints tests should still 
be conducted. 

The capacity checkpoints for the freeway mainline use a lookup table based on free-flow 
speed. However, capacity decreases with increasing volume as shown in the Basic Segments 
chapter (2, Exhibit 11-2). To be more precise, the capacity checkpoints should be replaced with 
the basic segment procedure. So, the procedures for merge, diverge, and weaving segments 
would incorporate the basic segment to check input and output freeway segment capacity. As 
part of this recommendation, the ramp capacity checkpoint would be retained. 

For merge and diverge segments, the basic procedure would be applied first using the 
entering and exiting freeway volumes (vF and vFO). For weaving segments, the basic procedure 
would also be applied for the volume in the weaving segment (the sum of vF and vR). If a 
capacity constraint were uncovered, the segment could be assigned as level of service (LOS) F and 
no further analysis would be performed. For the conditions noted above where the merge, diverge, 

 
 

 

FIGURE 6  Capacity checkpoints. 
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or weaving segment would be analyzed as a basic segment instead, the segment could retain the 
initial definition and still have the appropriate analysis procedure. For example, all freeway 
segments with an on-ramp would be defined as a merge segment. This could clear up the confusion 
caused by segments with ramps that are analyzed using the basic segment procedure.  
 
 
WEAVING SEGMENT PROCEDURE 
 
The 2010 edition of the HCM introduced a new procedure for analyzing weaving segments. 
Although the procedure applies a different capacity equation, the input volume calculation is 
unchanged from the previous version. That is, the capacity equation uses the total weaving 
volume such that the relative split between freeway to ramp volume (vFR) and ramp to freeway 
volume (vRF) does not affect the analysis result. This limitation as it applies to the HCM 2010 
procedure is described below. 

Figure 7 shows an example weaving segment. In the procedure, the weaving volume (vW 
= vRF + vFR) and nonweaving volume (vNW = vFF + vRR) are determined. Then, the speed is 
estimated for these two flows. The final density estimate is based on a volume-weighted average 
of the weaving and nonweaving speeds. Because the freeway to ramp and ramp to freeway 
volumes are grouped, the effect of a relatively high volume for one of the two ramps is not taken 
into account. As a result, varying combinations of vRF and vFR yield about the same analysis 
result as long as the sum is constant.  

Table 1 presents analysis results for an example weaving segment. The input parameters 
listed below the table remain the same across scenarios; only the distribution of weaving volume 
was changed. For the two cases where the freeway to ramp volume is higher, the diverge analysis 
results are presented. For the two cases where the ramp to freeway is higher, the merge analysis 
results are presented.  

For the four cases presented in Table 1, the calculated weaving segment density varies by 
0.2 vehicles per lane per mile. In contrast, the ramp junction results show more variability. In all 

 
 

 

FIGURE 7  Example weaving segment. 
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TABLE 1  Example Analysis Results Comparison 

Case 

Weaving Volume HCM Weaving  HCM Merge / Diverge  

vFR vRF LOS Density LOS Density 

1 1,500 0 E 38.5 D 32.9 

2 1,250 250 E 38.5 D 32.6 

3 250 1,250 E 38.3 E 35.9 

4 0 1,500 E 38.3 E 36.6 

NOTE: Input parameters: 
Lane configuration for weaving analysis = same as shown in Figure 7. 

Lane configuration for merge/diverge analysis = deceleration/acceleration lane length of 1,000 ft. 

Total segment volume = 6,500 vph. 

Ramp-to-ramp volume (vRR) = 0 vph. 

Freeway free-flow speed = 65 mph. 

Ramp free-flow speed = 45 mph. 

Ramp and freeway terrain = level. 

Ramp and freeway peak hour factor = 0.95. 

Freeway truck and bus percentage = 6%. 

Ramp truck and bus percentage = 3%. 

Interchange density = 2 interchanges per mile. 

Passenger car equivalents for trucks and buses = 1.5. 

Driver population factor = 1.0. 

 
 

cases, the density is higher in the weaving results. The crossing paths of vehicles in a weaving 
segment would have more turbulence. Ramp junctions have ramp traffic only in one direction, so 
it is reasonable that density would be lower. In the comparison of weaving and diverge 
calculations, the diverge analysis results are one LOS grade better. 

For cases where the imbalance in freeway to ramp and ramp to freeway volume is 
relatively high, the merge or diverge segment procedure likely provides a better estimate of 
freeway operations. Threshold values for the relative percentage of the vFR and vRF to the total 
weaving volume could be used to determine whether the weaving or merge/diverge procedures 
should be applied. Further research would be needed to determine the threshold value. 

As part of redefining weaving segments, the multiple weaving segment analysis 
procedure has been eliminated (2, pp. 12-23–12-24). The manual directs that the segments be 
defined according to the guidance in the other chapters; however, these other chapters do not 
specifically describe how to handle overlapping segments. This topic is addressed above, and 
another example is provided below. 

The partial cloverleaf interchange—an off-ramp, a loop on-ramp, and a slip on-ramp in 
each direction—is a common configuration. When an auxiliary lane exists between the partial 
cloverleaf’s loop on-ramp and the downstream off-ramp, the slip on-ramp must merge into the 
auxiliary lane, as shown in Figure 8.  
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FIGURE 8  Example complex weaving segment. 
 
 

The HCM definition of a weaving segment requires that the auxiliary lane connect 
successive on and off ramps. As a result, the weaving procedure would not be applied. Instead, 
the freeway segment would be divided into two basic segments and a merge segment as shown in 
Option 1. The loop on-ramp would be a basic segment rather than a merge segment because the 
on-ramp traffic is not required to merge with the mainline traffic. Similarly, the off-ramp would 
not be a diverge segment because a lane drops at the off-ramp. 

Given the close spacing of the on-ramps and off-ramps, it is likely that both upstream on-
ramp and downstream off-ramp traffic would change lanes in the merge segment. This 
turbulence would only be accounted for if the weaving procedure were used.  

Option 2 in Figure 8 shows a potential application of the weaving procedure. In this 
option, the loop and slip on-ramp volume would be combined and considered to be a two-lane 
on-ramp. To be conservative, the weaving length would be the distance between the downstream 
on-ramp and the off-ramp, which assumes that the upstream on-ramp traffic does not change 
lanes until passing the downstream on-ramp. This application of the weaving procedure could 
serve as a check of the Option 1 analysis results, or the higher density of the two calculations 
could be reported. 

 
  

Option 1

Option 2

LS = 2,500 ft

Weaving

1,000 ft

Basic

2,500 ft

1,000 ft

Basic

1,500 ft 1,000 ft

Merge
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CONCLUSIONS 
 
This paper has presented several recommendations for clarifications, modifications, and 
extensions of the HCM freeway analysis procedures. The suggestions are summarized below. 
 

• Adjacent merge or diverge segments separated by less than 1,500 ft should not 
overlap. Instead, the ramp gore point should be the dividing point. 

• Adjacent merge–weaving or weaving–diverge segments should use overlap segments, 
but the ramp gore point should also be the dividing point. 

• Rather than using fixed distances, the ramp and weaving influence areas may be 
dependent on volume. Overlap segments could be used to account for variable ramp influence areas.  

• The capacity checkpoints used in the merge and diverge segment procedures should 
also be applied to the weaving segment procedure. 

• Since some freeway segments with ramps are analyzed as basic segments, the basic 
procedure should also have the capacity checkpoints. 

• The capacity checkpoints are imprecise, so a better approach would be to replace the 
checkpoints with basic segment analysis of the entering and exiting freeway volume. 

• For weaving segments with imbalanced on-ramp and off-ramp volumes, the merge 
and diverge segment procedure should be applied instead. Further research is needed to 
determine what the volume threshold would be to switch from the weaving procedure to the 
merge or diverge procedure. 

• Complex weaving segments should have alternate segment definitions so that the 
weaving procedure can be applied rather than the basic, merge, or diverge procedure, which may 
not capture the turbulence associated with closely spaced ramps. 
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ASHTO’s A Policy on Geometric Design of Highways and Streets, a publication commonly 
known as the Green Book, defines an auxiliary lane (AL) as “the portion of the roadway 

adjoining the traveled way for speed change, turning, turning storage, weaving, truck 
climbing, and other purposes supplementary to through-traffic movement” (1). In freeway 
design, an AL typically refers to an added lane between an upstream on-ramp and a 
downstream off-ramp. Although the broader definition of AL includes acceleration lanes 
immediately downstream of isolated on-ramps, and deceleration lanes immediately upstream 
of isolated off-ramps, this paper only focuses on ALs in freeway weaving segments (FWSs). 

Figure 1 shows a typical FWS with three main lanes and an AL. The AL added 
between the on-ramp and off-ramp can provide an improved weaving environment, rather 
than a forced or direct merge or diverge, for vehicles entering and departing the freeway 
facility. In other words, the AL provides additional longitudinal space for a vehicle to 
execute a mandatory lane change while entering or exiting the freeway. Although the length 
of the weaving segment (and the length of the AL) may be taken as the distance between the 
upstream on-ramp and the downstream off-ramp, the 2010 edition of Highway Capacity 
Manual (HCM 2010) (2) defines it as the distance between the end points of barrier markings 

A

 
A two-part study was conducted to assess the operational impacts of auxiliary lanes at 
freeway weaving segments. The first part of the study evaluated the improvements in traffic 
density and level of service at freeway segments between an on-ramp junction and an off-
ramp junction before and after the addition of an auxiliary lane. The second part of the study 
developed recommendations on when to add auxiliary lanes at these freeway segments. The 
analyses were performed with the 2010 edition of the Highway Capacity Software, which 
follows the procedure prescribed in Chapters 12 and 13 of the Highway Capacity Manual 
2010. The 2010 edition of the Highway Capacity Software was validated with field data 
collected at three freeway weaving segments in El Paso, Texas, prior to the analysis. The 
results show that adding an auxiliary lane at a freeway segment between on-ramp and off-
ramp junctions reduces the traffic density in a range from 1.6 to 19.5 passenger car per mile 
per lane, or 4% to 50% while the level of service stays the same or improves. Higher 
improvements are obtained with shorter segment lengths combined with higher weaving 
volumes. This research has also developed charts, which contain recommendations on when 
to include auxiliary lanes under different combinations of freeway volume, weaving volume, 
and distance between the on-ramp and off-ramp. 
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(solid white lines) that prohibit or discourage lane-changing. The length of a weaving 
segment, according to this HCM 2010 definition, is denoted by LS in Figure 1. The terms 
weaving segment and AL appear throughout this article. It is important to note that a FWS 
refers to the freeway facility with all the lanes as shown in Figure 1 and, in the context of 
this research, an AL is the travel lane next to the right shoulder that connects an upstream on-
ramp and a downstream off-ramp, as highlighted in the shaded area in Figure 1. According to 
Chapter 12 of HCM 2010, a FWS includes at least one AL (2). It also states that a freeway 
segment between an on-ramp and an off-ramp but without an AL should be analyzed as 
isolated merge and diverge junctions, respectively. It appears that HCM 2010 defines FWSs 
as facilities that include ALs. However, for simplicity and continuity in discussions for the 
rest of this paper, we regard that a FWS may be designed with or without an AL. 

In past decades, more and more ALs have been constructed to facilitate traffic 
operations at ramp areas on freeways. The AASHTO Green Book (1) and several states’ 
roadway design manuals (3–6) have so far included little detail as to the AL design, such as 
when to add an AL at a FWS. A recent survey conducted as part of a Texas Department of 
Transportation (DOT) project on engineers in 26 states in the United States has found that 
there was little guidance in the literature on when and how ALs should be incorporated in 
freeway design (7). Design engineers need to better understand the operational impacts of 
ALs, such as how adding an AL affects the speed, density, and level of service (LOS) in a 
freeway segment between an on-ramp and off-ramp under different traffic demands and 
geometric conditions.  

A two-part study is reported to assess the operational impacts of ALs at FWSs. First, 
this research compared the density and LOS of FWSs with and without ALs, so as to provide 
insights into when an AL should be added. Second, recommendations on when to add ALs at 
FWSs were developed. All the calculations were performed using the procedure described in 
Chapter 12 of HCM 2010 through the Highway Capacity Software 2010 (HCS 2010) (8). 

The organization of this paper is as follows. After this introduction, literature on the 
operational impacts of ALs at FWSs is reviewed. The literature review also includes the 
guidance provided in the AASHTO Green Book and the LOS analysis procedure in HCM 
2010. Next, the average space–mean speed estimated by the HCM 2010 LOS analysis 
procedure is validated with field data collected at three FWSs in El Paso, Texas. This is 
followed by a description of the experimental scenarios. The results of HCS 2010 
calculations are then analyzed and discussed, followed by tables to illustrate our 
recommendations. A summary of the findings is provided at the end of this paper. 

 
 

 

FIGURE 1  FWS with three main lanes and an AL.  

Ls
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LITERATURE REVIEW 
 
AASHTO Green Book 
 
The AASHTO Green Book (1) contains the standards for highway geometric design in the 
United States. Many state DOTs (and their design manuals) follow the standards and provisions 
in the AASHTO Green Book.  

The Green Book states that the freeway operational efficiency may be improved by using 
a continuous AL between the an on-ramp and an off-ramp where (a) the interchanges are closed 
spaced; (b) the distance between the end of the taper on the entrance and the beginning of the 
taper on the exit is short; or (c) local frontage roads do not exist. When interchanges are widely 
spaced, it might not be practical or necessary to extend the AL from one interchange to the next. 
In such cases, the AL originating at a two-lane entrance should be carried along the freeway for 
an effective distance (minimum of 750 ft) beyond the merge point. An AL introduced for a two-
lane exit should be carried along the freeway for an effective distance (minimum of 750 ft) in 
advance of the exit and extended onto the ramp. The AASHTO Green Book provides many 
drawings to illustrate how ALs may be incorporated into on-ramp terminals, off-ramp terminals, 
and in between. 

The AASHTO Green Book provides guidance on AL designs at FWSs purely from 
geometric consideration. It does not mention the effect of traffic volume on operational 
efficiency within the vicinity of an AL. 
 
Past Studies 
 
Although ALs are often found in FWSs, only a few studies have been made with regards to the 
design of AL on traffic operations. Several studies focused on the operational effects while some 
other emphasized safety, or both. The documented studies on the operational effects are 
reviewed in this section.  

Walters et al. (9) summarized 13 bottleneck removal projects in Texas, and presented 
before and after studies at four sites in more detail. The authors evaluated the effects of small 
geometric changes at four freeway bottlenecks in Dallas, Fort Worth, and El Paso. The geometric 
improvements involved adding or extending ALs. The operational benefits were quantified based 
on floating-car surveys (which measured speeds of different movements) before and after the 
ALs were constructed. The results of this study established that adding an AL could increase 
capacity and speed.  

Sato et al. (10) conducted a field study at Higashi–Meihan Expressway in Nagoya, Japan, 
before and after ALs were added to connect upstream off-ramps and downstream on-ramps. The 
authors found that, after ALs were added, the capacity increased in the range of 3% to 6%. The 
total delay was reduced by an average of 33%. 

In Bathenhorst and Gerken (11), the authors studied 20 FWSs in Dallas, Texas, each with 
an AL. The FWSs all have a one-lane on-ramp. However, for each location, traffic operations 
with a one-lane off-ramp and a two-lane off-ramp were compared by the analysis procedure of 
the 1997 edition of HCM, and by other two microscopic simulation software. They found that 
the one-lane off-ramp design consistently gave lower density than the two-lane off-ramp design. 
This finding is counter intuitive. The LOS analysis procedure of 1997 edition of HCM has since 
been revised and superseded by the procedure described in HCM 2010. 
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Roess and Ulerio (12) reported the development of new equations under NCHRP Project 
3-75 to estimate (a) the weaving lane change rate; (b) the capacity of a weaving segment; and (c) 
the average speeds of weaving and nonweaving vehicles. The data were collected from 14 
weaving sites in Arizona, California, Florida, Maryland, Ohio, and Oregon. In a companion 
paper, the same authors presented equations to calculate the capacity of FWSs, which were 
derived from the same set of data (13). They concluded that the capacity occurred when the 
traffic density was at 43 passenger cars per mile per lane (pcpmi/lane). They have also developed 
equations for ideal capacity of a FWS and maximum length of a FWS beyond which there is no 
operational improvement. The findings of these two studies have been incorporated into Chapter 
12 of HCM 2010 (2) as part of the LOS analysis procedure for FWSs. 
 
Highway Capacity Manual 
 
Chapter 12 of HCM 2010 (2) is devoted to the LOS analysis of FWSs. This LOS analysis 
procedure is the outcome of NCHRP Project 3-75 (14). The procedure consists of eight steps, 
which estimates the average space mean speed of all vehicles (S), and converts it into density (D) 
before determining the LOS.  

A FWS has four traffic movements: freeway-to-freeway, freeway-to-ramp, ramp-to-
freeway and ramp-to-ramp (Figure 1). The freeway-to-ramp and ramp-to-freeway movements 
are weaving movements, while the freeway-to-freeway and ramp-to-ramp movements are non-
weaving movements. Given a site’s geometry and traffic volumes of the four movements, the 
analysis procedure starts with the examination of the minimum lane-changing rate for all 
vehicles (LCMIN, in lane changes/h), and checked LS (in feet) against the maximum length of a 
FWS. It then calculates the capacity of the FWS. This is followed by the estimations of lane 
changing rates of weaving and nonweaving vehicles.  

The equivalent hourly lane-changing rate of weaving vehicles (in lane changes per hour) 
is determined from 
 

 (1) 

 
in which N is the total number of lanes in the FWS (the sum of main lanes and AL); and ID is the 
interchange density (in interchanges per mile). The equivalent hourly lane-changing rate of 
nonweaving vehicles (LCNW, in lane changes per hour) is calculated from a set of equations, 
depending on “a non-weaving vehicle index”. The total lane-changing rate of all vehicles (LCALL, 
in lane changes per hour) is then  
 

 (2) 

 
The analysis procedure next estimates the average speed of weaving vehicles (in mph) from 
 

  (3) 
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where FFS is the free-flow speed of the freeway main lanes (in mph). The average speed of 
nonweaving vehicles (in mph) is 
 

 (4) 

 
where v is the total volume (in passenger cars per hour) which is the sum of the weaving 
volume [νW, in passenger cars per hour (pcph)] and nonweaving volume (νNW, in pcph). The 
space–mean speed of all vehicles in the weaving segment (in mph) is  
 

 (5) 

 
The space–mean speed is converted into density (pcpmi/lane) by 
 

  (6) 

 
The LOS is then determined based on the value of D. 

Chapter 13 of HCM2010 (2) is devoted to the LOS analysis of isolated on-ramps and 
off-ramps. The analyzed ramp influence area covers 1,500 ft downstream of the on-ramp, or 
1,500 ft upstream of the off-ramp, in the two rightmost lanes on the freeway, plus the AL (if 
any).  

This analysis procedure consists of the following steps: 
 
1. Estimate the demand flow rate in the two rightmost lanes on the freeway (at the 

upstream end of the influence area); 
2. Estimate the capacity of the merge or diverge area (in the two rightmost lanes on 

the freeway, plus the AL, if any) and compare the capacity with the demand flow rate; and 
3. If the total demand flow rate is greater than capacity, LOS F is assigned; 

otherwise, estimate the density within the influence area and converting the density into 
LOS. 
 
Summary of Literature Review 
 
The AASHTO Green Book has only provided qualitative guidance on the implementation 
and geometric design of ALs. The few studies that analyzed field data have indicated that 
adding an AL improves speed, capacity and reduces delay at the FWS. However, these 
quantitative findings are too few to be generalized into design guidelines. Therefore, this 
study will quantify the operational benefits of adding ALs at FWSs under different 
combinations of traffic volume and geometric configurations, and then develop design 
recommendations on when to add ALs at FWSs.  
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MODELING TOOL  
 
A recent survey (7) has found that the most popular tool used by state transportation engineers 
for analyzing operational impacts of auxiliary lanes is Highway Capacity Software (HCS). 
Therefore, this study used the 2010 version of HCS (HCS 2010) (8) to assess the operational 
impacts of auxiliary lanes.  

The HCS 2010 follows the LOS analysis procedure prescribed in HCM 2010. The HCM 
2010 LOS analysis procedure for FWSs has been developed based on data collected at 14 sites 
across United States (12–14). Prior to the application of HCS 2010 in this research, field data 
were collected at three independent FWSs in El Paso, Texas, to validate the HCS 2010 
calculations. 

Table 1 lists the three sites, dates and hours selected for data collection. Only these three 
sites in El Paso met the criteria of (a) having an AL; (b) having an LA not exceeding the 
maximum length as specified in HCM 2010; (c) having lane markings that conform to the latest 
edition of Manual of Uniform Traffic Control Devices (15); (d) having at least a traffic 
surveillance camera with the necessary view for recording the video; and (e) not near any work 
zone. All the three sites have one auxiliary lane, a one-lane on-ramp and a one-lane off-ramp. 
Video recordings of traffic operations at the hours (usually the morning and afternoon peak 
hours) as listed in Table 1 were obtained from Texas DOT El Paso District’s Transvista Traffic 
Management Center. The video recordings were replayed in the laboratory for data extraction. 
For each hour, traffic volumes of the four movements were counted. For each movement, the 
travel times of approximately 30 randomly selected vehicles between fixed markers were 
captured. The movement’s space mean speed was then estimated from the sample. 

For each hour of observation, the site geometry, traffic volumes and FFS were entered into 
HCS 2010 to predict S. At the same time, the observed SW and SNW were aggregated to form S, 
using the Road Design Manual: Uniform Design Guide for MnDOT Projects (5). Figure 2 plots the 
S values estimated by HCS 2010 against the S values obtained from the field data, for the 8 
observed hours. The space mean speed was used as the performance measure during the validation 
because it was easier to measure speed than density from the video recordings. Furthermore, 
according to Washington State DOT’s Design Manual (6), D is a deterministic function of S. The 
plotted data points in Figure 2 all scatter around the 45-degree line. The fitted line that passes 
through the origin has a gradient of 1.0028 which is very close to 1.0. A statistical test on 
 
 

TABLE 1  Data Collection for Validation 

Freeway 
Upstream  
On-Ramp 

Downstream 
Off-Ramp 

LS 
(ft) N Date Time 

US-54 SB Hondo Pass Ave. Hercules Ave. 752 4 2/23/2012 7:00–8:00 a.m. 
12:00–1:00 p.m. 
4:00–5:00 p.m. 

US-54 NB Hercules Ave. Hondo Pass Ave. 680 3 3/13/2012 7:45–8:45 a.m. 
3:00–4:00 p.m. 
5:00–6:00 p.m. 

I-10 EB Artcraft Rd. Redd Rd. 697 3 3/13/2012 9:00–10:00 a.m. 
3:00–4:00 p.m. 

NOTE: SB = southbound; ave. = avenue; NB = northbound; EB = eastbound; rd. = road. 
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FIGURE 2  Comparison of space mean speeds. 
 
 
the gradient of the fitted line showed that this value was not significantly different from 1.0 at 
0.01 level of significance. Therefore, it was concluded that the HCM 2010 analysis procedure 
and the HCS 2010 software produced satisfactory estimates of S. 
 
 
EXPERIMENTAL DESIGN  
 
In this section, study scenarios under different traffic and geometric conditions at freeway 
weaving segments are described.  

Figure 3 shows a FWS with three main lanes before and after the addition of an AL. A set 
of 147 scenarios have been designed for the geometric configurations as shown in Figure 3a. 
Another set of 147 scenarios have also been designed for the geometric configurations as shown 
in Figure 3b. The comparisons of the HCS 2010 outputs between the two sets of design (each 
with 147 scenarios) permitted the authors to determine the operational effects of adding an AL at 
the FWSs.  

According to the HCM 2010 LOS analysis procedure, and based on site observations 
(from driving on freeways and observing the designed geometry in Google Earth), the following 
important factors were initially identified in the design of FWSs: 

 
• Total number of lanes (main lanes plus AL) in the weaving segment, N;  
• Number of AL, NA; 
• Number of lanes at the on-ramp, NON; 
• Number of lanes at the off-ramp, NOFF ;  
• Length of AL (also known as weaving segment length), LS;   
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(a) 

 

 
(b) 

FIGURE 3  FWS before and after the addition  
of an AL: (a) NA = 0 and (b) NA = 1. 

 
 
• Freeway-to-freeway volume, νFF;  
• Weaving volume (sum of freeway-to-ramp and ramp-to-freeway volumes), νW; and 
• Ramp-to-ramp volume, νRR. 
 
The above factors were then assigned numerical values based on the following 

considerations: 
 
• Most of the freeways in urban areas have at least three main lanes. According to a 

preliminary sensitivity test with HCS 2010, when there were three or more main lanes, the 
number of main lanes has no significant effect on S in the FWSs. Therefore, N was set to 3 
without an AL and 4 with an AL (as depicted in Figure 3).  

• Almost all the FWSs have at most one AL. Weaving segments with two ALs are 
almost nonexistent. Therefore, NA = {0, 1}. 

• Most of the on-ramps have only one lane that feeds traffic into the freeways. 
Therefore, NON = 1. 

• Most of the off-ramps have one lane. Therefore, NOFF = 1. 
• For , although the minimum distance of 1,500 ft is specified in the Texas DOT 

Roadway Design Manual (3), sites with shorter LS have been found (see Table 1 for examples). 
Other states have used up to LS = 2,500 ft (7). Depending on the traffic volume, the HCM 2010 
LOS analysis procedure may consider an on-ramp and an off-ramp with LS > 3,000 ft as isolated 
ramp junctions and so they should be analyzed with another procedure. Therefore, three LS 
values have been assigned: LS = {750, 1,500, 2,250} ft.  

• Based on the range of traffic count data collected in the previous section, νFF = {500, 
750, 1,000, 1,250, 1,500, 1,750, 2,000} pcph/lane and νW ={200, 400, 600, 800, 1,000, 1,200, 
1,400} pcph/lane. 

 

 

SL
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• Since very few vehicles entered the on-ramp and exited immediately at the off-ramp 
(as observed in the data collected in the previous section), νRR was set to 0 pcph/lane in all the 
scenarios, i.e, νRR =0 pcph/lane. 

 
Note that, other factors, such as FFS and ID, were found to have insignificant impact on 

the estimated S, D and LOS. Therefore FFS was set to 70 mph and ID set to 1 interchange/mi.  
 
 
RESULTS  
 
This paper reports a two-part study that assessed the operational impacts of having ALs at FWSs. 
Research analyses in the first part of the study assessed the operational performance of FWSs 
with and without an AL. The second part of the study developed recommendations on when to 
add ALs at FWSs, based on the findings in the first part of this research.  
 
Effect of Adding an Auxiliary Lane 
 
This part of the study compared the operational performance of the FWSs before and after the 
addition of an AL under different design scenarios. The performance measure selected was 
density, since in HCM 2010, the LOS of FWSs is directly determined by density.  

Table 2 visualized density and LOS with and without ALs under different scenarios. 
Table 3 lists the reduction in density and percentage reduction in density.  

The density with the presence of ALs is computed by the weaving module in HCS 2010. 
HCM 2010 defines a FWS in which vehicles in the freeway-to-ramp movement and ramp-to-
freeway movements cross paths with each other. Therefore, the procedure described in Chapter 
12 of HCM 2010 cannot be used to analyze a freeway segment between an on-ramp and an off-
ramp without an AL. For the scenarios without auxiliary lanes, the freeway segment was treated 
as (a) an on-ramp with an adjacent downstream off-ramp and (b) an off-ramp with an adjacent 
upstream on-ramp respectively (see Figure 4). The densities and speeds are computed separately 
at the on-ramp junction and the off-ramp junction by the ramp module in HCS 2010. According 
to HCM 2010 (2), whenever a series of ramps on a freeway is analyzed, if the ramp influence 
areas overlap with each other, the operation in the overlapping region is determined by the ramp 
having the highest density. Therefore, the higher value among the on-ramp density and off-ramp 
density was selected to be the density without an AL. 

It can be seen from Table 2 that after the addition of an AL, there is a reduction in density 
in every scenario. In addition, the changes in LOS are also compared by using colors codes in 
Table 2. With an AL, the LOS all became better or stayed the same. Table 3 shows that adding 
an AL can decrease the density in the range of 1.6 to 16.5 pcpmi/lane, or 4% to 50%. The density 
reduction is greater at shorter weaving segment length, i.e., at LS = 750 ft.  

 
 
 

 



 
 
 

 

TABLE 2  Comparison of Density and LOS with and without AL 

Density in the Weaving Segment (pcpmi/lane) 
Weaving Segment 

Length 
Without Auxiliary Lane With Auxiliary Lane 

LS = 750 ft 

vFF 
(pcphpl) 

vW (pcph/lane) 
200 400 600 800 1,000 1,200 1,400

500 14.0 15.1 16.1 17.0 17.6 18.8 19.9
750 18.2 19.9 21.4 22.8 23.6 23.6 24.5

1,000 22.1 24.3 26.4 28.3 30.1 30.1 30.1
1,250 25.9 28.3 30.9 33.4 35.8 36.5 36.5
1,500 29.4 32.0 35.1 38.1 41.0 43.0 43.0
1,750 32.8 35.2 38.9 42.5 45.9 49.2 49.4
2,000 35.8 38.1 42.4 46.5 50.4 54.3 55.9

vFF 
(pcphpl)

vW (pcph/lane) 
200 400 600 800 1,000 1,200 1,400

500 6.9 8.0 9.1 10.3 11.6 12.9 14.2 
750 10.1 11.3 12.6 13.9 15.2 16.7 18.1 

1,000 13.4 14.7 16.1 17.5 19.0 20.6 22.2 
1,250 16.8 18.3 19.8 21.3 23.0 24.7 26.5 
1,500 20.3 21.9 23.5 25.2 27.0 28.9 30.8 
1,750 24.0 25.6 27.4 29.3 31.2 33.2 35.4 
2,000 27.7 29.5 31.4 33.4 35.6 37.8 40.1 

 

LS = 1,500 ft 

vFF 
(pcphpl) 

vW (pcph/lane) 
200 400 600 800 1,000 1,200 1,400

500 13.8 14.2 14.9 15.7 16.6 17.5 18.5 
750 18.0 18.5 19.4 20.3 21.1 21.8 22.4 

1,000 22.1 22.4 23.6 24.7 25.8 26.8 27.7 
1,250 25.9 26.0 27.4 28.8 30.1 31.4 32.6 
1,500 29.4 29.6 30.8 32.5 34.1 35.7 37.2 
1,750 32.8 32.9 33.8 35.8 37.7 39.6 41.3 
2,000 35.8 35.9 36.4 38.7 40.9 43.1 45.1 

vFF 
(pcphpl)

vW (pcph/lane) 
200 400 600 800 1,000 1,200 1,400

500 7.0 8.0 9.1 10.2 11.4 12.6 13.8 
750 10.1 11.3 12.5 13.7 15.0 16.4 17.7 

1,000 13.4 14.7 16.0 17.4 18.8 20.2 21.8 
1,250 16.8 18.2 19.6 21.1 22.7 24.3 25.9 
1,500 20.3 21.8 23.4 25.0 26.7 28.5 30.3 
1,750 23.9 25.6 27.3 29.0 30.9 32.8 34.8 
2,000 27.6 29.4 31.2 33.2 35.2 37.3 39.5 

LS = 2,250 ft 

vFF 
(pcphpl) 

vW (pcph/lane) 
200 400 600 800 1,000 1,200 1,400

500 13.8 13.9 14.5 15.4 16.2 17.1 18.0 
750 18.0 18.2 18.7 19.4 20.0 20.7 21.7 

1,000 22.1 22.2 22.6 23.5 24.3 25.1 25.9 
1,250 25.9 26.0 26.2 27.2 28.3 29.2 30.2 
1,500 29.4 29.6 29.7 30.6 31.8 33.0 34.1 
1,750 32.8 32.9 33.0 33.5 35.0 36.3 37.7 
2,000 35.8 35.9 36.1 36.3 37.7 39.3 40.9 

vFF 
(pcphpl)

vW (pcph/lane) 
200 400 600 800 1,000 1,200 1,400

500 7.0 8.0 9.1 10.2 11.3 12.5 13.7 
750 10.1 11.3 12.5 13.7 14.9 16.2 17.5 

1,000 13.4 14.7 16.0 17.3 18.7 20.1 21.6 
1,250 16.8 18.2 19.6 21.1 22.6 24.1 25.7 
1,500 20.3 21.8 23.3 24.9 26.6 28.3 30.1 
1,750 23.9 25.5 27.2 28.9 30.7 32.6 34.5 
2,000 27.6 29.4 31.2 33.1 35.0 37.1 39.2 

 

LOS A B C D E F 
Density (pcpmi/lane) ≤10 10–20 20–28 28–35 >35 Demand exceeds capacity
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TABLE 3  Reduction in Density After Adding ALs 

Weaving Segment Length, LS (ft) 
Reduction in Density After Adding ALs 

Reduction in Density (pcpmi/lane) Percent Reduction  
750 5.7–16.5 23–50 

1,500 4.7–9.1 13–49 
2,250 1.6–9.1 4–49 

 
 
 

 

FIGURE 4  Weaving segment without ALs.  
 
 
Recommendations on When to Add Auxiliary Lane  
 
A recent survey (7) conducted as part of a Texas DOT research project on the design practice of 
ALs has found that state transportation engineers considered the use of ALs under the following 
conditions: 
 

• When the ramp has high percentage of trucks;  
• When the ramp has high volumes;  
• When the traffic density is high;  
• If there is safety or operational issues; or  
• If the predicted LOS is D or worse for the design year peak-hour traffic. 

 
The first four conditions are qualitative in nature. However, the condition based on LOS 

provides a clearer threshold. Therefore, the following criterions were set up to develop the 
quantitative recommendations for including ALs at FWSs:  
 

1. If there is no AL, the LOS in the FWSs is D or worse; and 
2. With the inclusion of an AL, the LOS in the FWSs becomes C or better.  
 
The identification of scenarios that meet the LOS improvement criteria is illustrated in 

Table 4 with the use of Table 2. The scenarios that meet Criterion A are determined from the 
nested tables in the left column of Table 2 (without AL). For each nested table that represents a 
fixed LS value, the combinations of vW and vFF values that result in LOS D or worse are outlined 
in red and shown in Table 4. In Table 4, the regions below the red lines represent LOS D or 
worst when no AL is included at the FWSs. The scenarios that meet Criterion B are determined 
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TABLE 4  Design scenarios in which auxiliary lanes should be added. 

 
 

in the same fashion from the nested tables in the right column of Table 2 (with AL). In Table 4, 
the regions above the blue lines represent LOS C or better after an AL has been included. Each 
shaded region between the red and blue line in Table 4 encloses the vW and vFF values that satisfy 
both criteria A and B. It represents the combinations of LS, vW, and vFF values with which AL 
should be designed to improve the LOS from D or worst to C or better. AL is not recommended 
for the regions above the red lines in Table 4 because even without an AL, the LOS is always C 
or better. Likewise, AL is not recommended for the regions below the blue lines in Table 4 
because even with an AL the LOS will not become C or better. This implies that other geometric 
improvement options, e.g., increasing the number of freeway lanes, should be considered.  

The application of Table 4 in combination with Table 2 may be illustrated through the 
following example. If a FWS has Ls = 750 ft, design volumes of νFF = 1,250 pcph/lane and νW = 
600 pcph/lane, according to the first chart in Table 4, an AL should be added. By doing so, the 
LOS is expected to be B (from the first nested table in the right column of Table 2). For the same 
Ls = 750 ft but no AL is provided, LOS D is expected (from the first nested table in the left 
column of Table 2). However, if the site geometry permits, LS may be extended to 1,500 ft 

Ls = 750 ft 

vFF  
(pcph/lane) 

vW (pcph/lane) 
200 400 600 800 1,000 1,200 1,400 

500        
750        
1,000        
1,250        
1,500        
1,750        
2,000        

Ls = 1,500 ft 

vFF  
(pcph/lane) 

vW (pcph/lane) 
200 400 600 800 1,000 1,200 1,400 

500        
750        
1,000        
1,250        
1,500        
1,750        
2,000        

Ls = 2,250 ft 

vFF  
(pcph/lane) 

vW (pcph/lane) 
200 400 600 800 1,000 1,200 1,400 

500        
750        
1,000        
1,250        
1,500        
1,750        
2,000        
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without having to add an AL, as recommended by the second chart in Table 4. Under this option, 
the LOS will, however, be C (from the second nested table in the left column of Table 2).  
 
 
CONCLUSIONS  
 
This research has assessed, by means of HCS 2010, the operational impacts of AL at FWSs. 
Before conducting the experiment, the space–mean speed estimated by HCS 2010 was validated 
with field data collected at three FWSs in El Paso, Texas. A total of 294 scenarios were designed 
for FWSs with different freeway-to-freeway volume (νFF), weaving volume (νW), weaving 
segment length (LS), and with and without an AL (NA). The density and LOS were used as the 
operational performance measures. Based on the analysis of traffic density and LOS in the FWSs 
with and without AL, the operational benefits of adding ALs at FWSs are visualized and 
quantified (see Tables 2 and 3). The results of this study show that adding an AL reduces traffic 
density by 1.6 to 19.5 pcpmi/lane or 4% to 50%. A higher percentage reduction in density can be 
achieved when LS is shorter and νW is higher.  

This research has also developed charts (Table 4) which contain recommendations on 
when to add ALs at FWSs under different combinations of freeway volume, weaving volume 
and weaving segment length.  
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raffic analysis methods generally range from deterministic and macroscopic to stochastic and 
microscopic. The most significant resource for deterministic, macroscopic traffic analysis 

methods is the Highway Capacity Manual 2010 (HCM) (1). Since the first edition of the HCM in 
1950, the methods in the HCM have increased in scope and complexity over the years. Meanwhile, 
over the past 20 years, stochastic, microscopic traffic simulation has seen significant advances in 
capabilities and execution speed, making it a commonly used tool for traffic analysis projects (2). 
Given that the HCM analysis methods are commonly defined as the standard for traffic analysis by 
governmental transportation agencies, a subject that has been generating considerable discussions 
recently is how to compare the performance measure outputs of simulation to those of the HCM. It is 
not uncommon for users of microscopic simulation programs (e.g., CORSIM, VISSIM, AIMSUN, 
PARAMICS) to use the outputs from these programs with the level of service (LOS) tables of the 
HCM to report a LOS value. However, if the simulation program does not calculate the value of a 
performance measure, say density, in the same manner that it is calculated in the HCM, then using 
this measure to report an HCM LOS value is potentially misleading, at best. This area was 
preliminarily broached by Courage et al. in NCHRP Project 3-85 (3). One of the key recommendations 
for how to deal with comparing simulation output to HCM output from this project is to apply 
vehicle trajectory analysis, which will be discussed further in this paper. The basic premise of the 

T

 
Vehicle trajectory analysis is recommended as a technique to calculate performance 
measures consistent with those defined by the Highway Capacity Manual 2010 (HCM). This 
paper presents a vehicle trajectory analysis system referred to as VTAPE (vehicle trajectory 
analysis for performance estimation), which is intended for the visualization and analysis of 
vehicle trajectory data provided by microscopic simulation programs and field observations. 
Thus, simulation program users can verify the consistency of the outputs with the HCM 
performance measure definitions by using VTAPE to directly process the vehicle trajectory 
file generated by the simulation program. Likewise, for vehicle trajectories obtained from 
field observations, VTAPE can be used to calculate HCM-compatible performance measures. 
By employing a uniform database structure and source-specific data transformation, VTAPE 
is able to read different arrangements of vehicle trajectory data from simulation programs 
such as CORSIM and NGSIM, and then produce HCM-compatible performance measures, 
of which the computational procedures are described in this paper. VTAPE is also built on an 
extensible software architecture, which allows researchers and developers to cooperatively 
expand the range of capabilities to support more types of data and analysis methods. 
Examples of analyses for estimating performance measures performed by VTAPE are 
presented to show the effectiveness of the proposed computational procedures. 
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recommendation was that the HCM would serve as the standard reference for the definitions of any 
or all performance measures used in analyzing traffic performance. The corresponding calculation 
procedures to generate these performance measures consistent with the definitions, from vehicle 
trajectory data, would also be provided in the HCM. In this manner, the vehicle trajectory data output 
by microscopic traffic simulation programs can be processed according to the HCM standard 
definitions. If the results of this process generate performance measure values that are the same as 
that output by the simulation program itself, then the consistency of the simulation program’s outputs 
to the HCM definitions is verified.  

In this paper, a vehicle trajectory analysis system for estimating performance measures 
referred to as VTAPE, is developed and intended for the visualization and analysis of vehicle 
trajectory data from various sources (e.g., microscopic simulation programs or field observations) by 
applying a uniform database structure and source-specific data transformation. Specially, VTAPE is 
able to calculate various performance measures in a manner consistent with the definitions of these 
performance measures in the HCM. Thus, for simulation program users, they can verify the 
consistency of the outputs with the HCM performance measure definitions by using VTAPE to 
directly process the vehicle trajectory file generated by the simulation program (e.g., .ts0 from 
CORSIM or .fzp from VISSIM). Likewise, for vehicle trajectories obtained from field observations, 
VTAPE can be used to calculate HCM-compatible performance measures. The remainder of this 
paper is organized as follows: a review of the characteristics of vehicle trajectory data that influenced 
the development of VTAPE from both a graphical and mathematical perspective; a description of the 
database structure and data transformation used in VTAPE; a description of the computational 
procedures implemented to estimate performance measures; an overview of the software architecture 
and user interface aspects of the VTAPE; and presentation of two analysis examples. 
 
 
VEHICLE TRAJECTORY DATA 
 
Vehicle trajectory data, at its simplest level, generally consists of spatiotemporal locations of all 
individual vehicles within a given small time interval (usually 1 s or less), and can be depicted as a 
series of vehicle coordinates in a two-dimensional space. Additional vehicle-specific measurements 
may also be part of the vehicle trajectory data, such as velocity, acceleration, and so on. With these 
data, vehicle-movement phenomena such as car following, lane changing, and gap acceptance can be 
well explained in the field of traffic flow theory (4–6). 

An example of vehicle trajectory data is plotted in terms of a time–space diagram in Figure 1a, 
which illustrates a simple queue accumulation and discharge process at a signalized intersection. 
In addition, Figure 1b depicts a typical freeway situation with multiple lanes of operation in which 
vehicles follow their own leaders according to a certain car-following regulation. In this situation, 
vehicle trajectory lines can cross one another as vehicles overtake their leaders through lane 
changing. 

Although the plots shown in Figure 1 provide a good visual understanding for the movement 
of vehicles, they do not support any quantitative assessments. To conduct performance 
measurements from vehicle trajectories, it is necessary to describe them mathematically through a set 
of properties that are associated with each vehicle at each time step and position. Theoretically, each 
trajectory point of the vehicle can be quantified by a list of the properties as shown in Figure 1c.
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(a) (b) 

 
(c) 

FIGURE 1  Examples of (a) and (b) vehicle trajectory and  
(c) quantitative properties in vehicle trajectory. 

 
 
DATABASE STRUCTURE AND DATA TRANSFORMATION  
 
To develop performance measures from different arrangements of vehicle trajectory data, it is 
necessary that the data elements in the vehicle trajectory dataset contain sufficient detail to 
implement calculations for a variety of performance measures regardless of the source. Thus, a 
uniform database structure specifying those vehicle trajectory properties must be established. 
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There is little documentation in the literature of previous efforts to establish a database 
structure for vehicle trajectory analysis. However, one was developed by the FHWA to support 
the Surrogate Safety Analysis Model (SSAM) (7). Basically, the database structure established 
for SSAM was designed to support the analysis of safety measures. Using SSAM as the basis, 
additional data elements were proposed in the NCHRP 3-85 project for better serving the 
calculation of traffic performance measures, such as vehicle classification type, distance from the 
upstream and downstream link end, and so on. 

The structure of CORSIM’s time step data output file is also an alternative as CORSIM 
itself is widely used by many transportation professionals (8, 9). It indicates properties of vehicle 
trajectory data like the position of the vehicle on the link and driver type for each vehicle that are 
lacking from SSAM but necessary for performing calculating some of the performance 
measures. In addition, the essential properties used for presenting vehicle trajectories are defined 
natively in the database structure of CORSIM, which include vehicle ID for keeping track of all 
vehicles, link ID for each link, and lane ID for each lane on a specific link. 

Besides CORSIM, other microscopic simulation programs such as VISSIM also provide 
a database structure with a different level of focus and detail (10). Additionally, FHWA’s Next 
Generation Simulation (NGSIM) effort produced several vehicle trajectory datasets based on 
field observations, of which the structure can also be used for reference (11). 

Considering that the database structure of SSAM is still not widely followed by 
microscopic simulation programs in the market, and even the database structures of microscopic 
simulation programs themselves are not compatible with each other, ideally, the profession will 
work towards establishing a common database structure that will be utilized in the various 
providers or sources of vehicle trajectory data. 

At a minimum, it is suggested that the data elements shown in Table 1, which is referred 
to as basic data, should be included in a common vehicle trajectory database definition. Although 
this minimum set of elements is not sufficient to determine all required HCM-compatible 
performance measures, they are sufficient for presenting vehicle trajectory plots. As long as the 
basic data is available from the source, the vehicle trajectory data output from the source can be 
imported into VTAPE. Each row in Table 2 shows the mapping relationship between the basic 
data of VTAPE and the different sources mentioned previously. 

Based on the basic data elements, some other data elements can be derived. For example, 
follower ID can be determined through vehicle ID, leader ID, and time in the dataset. From those 
elements, the value of spacing between consecutive vehicles can be derived from leader ID, 
follower ID, and their positions, and so on. This type of data is referred to as derived data. It 
should be noted, however, that the calculation of derived data from basic data could be a time-
consuming procedure. Thus, the more elements included in the basic dataset, the more efficient 
VTAPE can be. 

With basic data and derived data, VTAPE may still not have sufficient information to 
compute performance measures. The additional data that allows VTAPE to compute all required 
performance measures is referred to as extended data. Given the current lack of consistency in 
vehicle trajectory datasets provided by the various sources, predefined interfaces implemented in 
VTAPE are designed for each source, which provide one-to-one and many-to-one data 
transformation rules that convert the extended data into VTAPE’s database structure. For 
example, desired speed is an extended data element that is essential for computing delay-related 
measures. The value of desired speed is included in the vehicle trajectory file of VISSIM and can 
be simply retrieved by VTAPE though one-to-one mapping. But this value is not provided by  
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TABLE 1  Database Structure of VTAPE’s Basic Data 

Property Data Type Description 

Vehicle ID Integer Vehicle identification number 

Time Double Time step identification number 

Position (link) Double Distance traveled by the vehicle from the upstream end of the link 

Velocity Double Instantaneous velocity of the vehicle 

Acceleration Double Instantaneous acceleration of the vehicle 

Link ID Unsigned integer Link identification number 

Link length Double Link longitudinal length 

Lane ID Unsigned integer Lane identification number 

Vehicle length Double Vehicle longitudinal length 

Leader ID Integer Vehicle ID of the leader vehicle in car-following movement 

 
 
 

TABLE 2  Data Mapping Between VTAPE and Different Sources 

VTAPE CORSIM VISSIM NGSIM 

Vehicle ID Global vehicle ID Vehicle number Vehicle ID 

Time Simulation time Simulation time Frame ID 

Position (link) Vehicle position Link coordinate Local Y 

Velocity Velocity Speed Vehicle velocity 

Acceleration Acceleration Acceleration Vehicle acceleration 

Link ID Instance ID Link number Link IDa 

Link length Link lengtha Link lengtha Link lengtha 

Lane ID Lane ID Lane number Lane identification 

Vehicle length Vehicle length Length Vehicle length 

Leader ID Leader vehicle ID Leading vehicle Preceding vehicle 
a Properties can be found in network geometry files provided by the source. 
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CORSIM. In this situation, a predefined interface was set up in VTAPE for CORSIM to specify 
a method which implements a transformation of desired speed from link free-flow speed and 
driver type. The work flow of the transformation of extended data is shown in Figure 2. 
 
 
HCM-COMPATIBLE PERFORMANCE MEASURES 
 
The preceding sections have discussed how vehicle trajectory data can be visualized graphically 
and analyzed mathematically. This section will address the development of the computational 
procedures that estimate the HCM-compatible performance measures from vehicle trajectory data. 

Four commonly used categories of performance measures defined in the HCM are queue-
related measures, stop-related measures, delay-related measures, and density-related measures. 
These measures and the computational procedures implemented in VTAPE to calculate them in a 
manner consistent with the HCM definitions are described in the following subsections. 

Before introducing the calculation methods, the definitions of the variables used 
throughout the rest of the discussion are presented here: 
 

• s(t) is the position of the vehicle from the upstream link end at time step t, in feet. 
• v(t) is the velocity of the vehicle at time step t, in ft/s. 
• vl(t) is the velocity of the vehicle’s leader at time step t, in ft/s. 
• vd(t) is the desired (target) speed of the vehicle at time step t, in ft/s. 
• a(t) is the acceleration of the vehicle at time step t, in ft/s2. 
• Δt is the time step interval, in seconds. 
• tbeg is the beginning time step of analysis period, in seconds. 
• tend is the ending time step of analysis period, in seconds. 
• gap(t) is the gap between the following vehicle and its leader at time step t, where 

– gap(t) is calculated as sl(t) – sf(t), in feet; 
– sl(t) is the position of the leader at time step t, in feet; and 
– sf(t)is the position of the follower at time step t, in feet. 

• sstop(i) is the position of stop line located on link i, relative to the upstream end of the 
link, in feet. 
 
 

 

FIGURE 2  Example of transformation of extended data through interfaces. 
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• k(tbeg, tend, i) is the density on link i during the analysis period (tend – tbeg), in vpmpl. 
• Lveh is the length of the vehicle, in feet. 
• Lboq(t, i) is the back of queue at time step t on link i, in feet. 
• Llink(i) is the length of link i, in feet. 
• IDlink(t) is the identification number of the link the vehicle is occupying at time step t. 
• IDlead(t) is the identification number of the vehicle’s leader at time step t, which is 

equal to null if the vehicle does not have a leader. 
• QS(t) is a Boolean variable that indicates the queued state of the vehicle at time step t, 

where true corresponds to vehicle in queue and false corresponds to vehicle not in queue. 
• SS(t) is a Boolean variable that indicates the stopped state of the vehicle at time step t, 

where true corresponds to vehicle in a stopped state and false corresponds to vehicle releasing 
from stopped state. 

• SSsub(t) is a Boolean variable, where true represents the vehicle is still in a subsequent 
stopped state at time step t. 

• Dts(t) is the time step delay of the vehicle at time step t, in seconds. 
• Dts(tbeg, tend) is the time step delay of the vehicle during the analysis period (tend – tbeg), 

in seconds. 
• Dseg(i) is the time step delay of the vehicle accumulated on the link–segment i, in 

seconds. 
• Dque(t) is the queue delay of the vehicle at time step t, in seconds. 
• Dque(tbeg, tend) is the queue delay of the vehicle during the analysis period (tend – tbeg), 

in seconds. 
• Dstop(t) is the stopped delay of the vehicle at time step t, in seconds. 
• Dstop(tbeg, tend) is the stopped delay of the vehicle during the analysis period (tend – 

tbeg), in seconds. 
• Nstop(tbeg, tend) is the number of stops accumulated during the analysis period (tend – 

tbeg). 
• Nveh(t, i)is the total number of vehicles present on link i at time step t. 
• Nlane(i) is the number of through lanes on link i. 
 
It should be noted that the logic provided in the flowcharts in this section comes directly 

from the HCM 2010, either the facility-specific analysis chapters or Chapter 24. While the logic 
presented in these flowcharts might be debatable, since the intent of VTAPE is to generate 
performance measures consistent with the HCM performance measure definitions, the logic 
provided in the HCM 2010 was not modified when implemented into VTAPE. 
 
Queue-Related Measures 
 
Queue-related measures are used in HCM Chapter 10 Freeway Facilities, Chapter 18 Signalized 
Intersections, Chapter 19 Two-Way Stop-Controlled (TWSC) Intersections, Chapter 20 All-Way 
Stop-Controlled (AWSC) Intersections, Chapter 21 Roundabouts, and Chapter 22 Interchange 
Ramp Terminals. These measures mainly consist of queue delay and queue length estimation, the 
latter being used to indicate the number of vehicles in the queue and the distance of the last 
vehicle in the queue from the downstream end of the segment or link (BOQ). 
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The key to estimating any of queue-related measures from vehicle trajectory data is 
identifying the queued state of a vehicle; that is, when the vehicle joins a queue and when it exits 
a queue. The logic for determining the queued state of a vehicle is described in Figure 3a, which 
consists of two steps. The first step is to check the beginning of the queued state for both 
uninterrupted and interrupted flow conditions as shown in Figure 3b. If the vehicle has already 
entered into a queue, the second step is to identify when the vehicle has left queued state 
occurred, which is described in Figure 3c. 

By estimating the queued state through the procedure given above for each vehicle at 
each time step within the analysis period, the BOQ at any time step can be determined by the 
position of the farthest upstream vehicle that is in the queued state. BOQ can be updated by 
looping through the function below until the last vehicle in a queued state on the link has been 
processed. 
 

( , ) ( ) ( )boq stop vehL t i s i s t L= − +  (1) 

 
The estimation of queue delay will be given in detail in delay-related measures. 
 

Stop-Related Measures 
 
Stop-related measures are used in HCM Chapter 17 Urban Street Segments, Chapter 18 
Signalized Intersections, and Chapter 31 Signalized Intersections. The two main stop-related 
measures are estimations of number of stops and stopped delay. 

Before performing stop-related measures, the stopped state of a vehicle needs to be 
determined. According to the definition of the stopped state described in HCM, a speed less than 
7.33 ft/s (5 mph) is simply applied as the threshold to check if a vehicle has stopped. A vehicle is 
considered to have left a stopped state if it accelerates to a velocity of one-third or more of its 
desired velocity. The time between when a vehicle enters a stop status and leaves a stop status is 
counted as a single stop, regardless of the length of the stop. For each vehicle within the analysis 
period, the number of stops on any segment–link can be determined by checking the number of 
times the vehicle’s stop status changed while on the segment–link. The details of the logic are 
shown in Figure 4. The estimation of stopped delay will be given in detail in delay-related 
measures. 
 
Delay-Related Measures 
 
Delay-related measures are used in HCM Chapter 10 Freeway Facilities, Chapter 11 Basic 
Freeway Segments, Chapter 12 Freeway Weaving Segments, Chapter 13 Freeway Merge and 
Diverge Segments, Chapter 18 Signalized Intersections, Chapter 19 TWSC Intersections, 
Chapter 20 AWSC Intersections, Chapter 21 Roundabouts, and Chapter 31 Signalized 
Intersections Supplemental. The various measures consist of time step delay, segment delay, 
queue delay, stopped delay, and control delay. 

Delay is the additional time spent on a segment–link due to situations that hinder the 
vehicle traveling at its desired speed. Theoretically, it can be determined by the time difference 
between actual travel time and a reference travel time, typically travel time at the desired speed. 
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(a) (b) 

 

 
(c) 

FIGURE 3  (a) Flowchart of logic to identify (b) when a  
vehicle joins a queue or (c) when a vehicle exits a queue. 
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FIGURE 4  Flowchart of logic to estimate the number of stops. 
 
 

Time step delay is the basis for determining the rest of the delay measures presented in 
this section. Time-step delay at any time step can be expressed as the time difference between 
the travel time actually taken and the reference travel time, as follows 
 

( ) [ ( ) / ( )]ts dD t t t v t v t= Δ − Δ  (2) 

 
In addition, the total time step delay is the sum of time step delays during analysis period. 

For example, the time step delay from time step tbeg to tend can be expressed as 
 

( , ) [ ( ) / ( )]
end

beg

t

ts beg end d
t t

D t t t t v t v t
=

= Δ − Δ  (3) 

 
Segment delay is the total time step delay accumulated on a specific segment/link. 

Suppose a vehicle is present on segment/link i from time step tbeg to tend, the segment delay can 
be expressed as 
 
D

seg
(i) = D

ts
(t

beg
,t

end
) (4) 
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Queue delay is the time step delay at any time step that the vehicle is in a queued state. 
The estimation procedure of queue delay is shown in Figure 5a. Stopped delay, of which the 
computational procedure is similar with that of queue delay, is represented by time-step delay 
accumulated over all time steps that the vehicle is in the stopped state. The determination of 
stopped delay is presented in Figure 5b. 

Conceptually, the relationship between segment delay, queue delay, and stopped delay is  
 

( ) ( , ) ( , ) ( ) ( , ) ( )
end end

beg beg

t t

seg ts beg end que beg end que stop beg end stop
t t t t

D i D t t D t t D t D t t D t
= =

= ≥ = ≥ =   (5) 

 
In addition, according to the definition of HCM, control delay can be calculated as an 

approximation of queue delay if it is a traffic control device causing the queue delay. 
 

Density-Related Measures 
 
Density-related measures are used in HCM Chapter 10 Freeway Facilities, Chapter 11 Basic 
Freeway Segments, Chapter 12 Freeway Weaving Segments, and Chapter 13 Freeway Merge 
and Diverge Segments. 

Link–segment density can be determined by counting the number of vehicles present on 
each lane on a specific link–segment during the analysis period. 

 

( , , ) ( , ) / ( ) / ( ) / ( )
end

beg

t

beg end veh end beg lane link
t t

k t t i N t i t t N i L i
=

= −  (6) 

 
 

 
(a) (b) 

FIGURE 5  Flowchart of logic to determine (a) queue delay and (b) stopped delay. 
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VTAPE SYSTEM 
 
VTAPE was developed to be able to analyze vehicle trajectory data for determining HCM-
compatible performance measures. VTAPE has also been developed with the intent of being a 
useful tool for the evaluation and verification of microscopic simulation vehicle-movement 
models, but this topic is beyond the scope of this paper. An earlier prototype of VTAPE was 
developed by Courage as a part of the NCHRP 3-85 project, but it was much more limited, both 
in terms of functionality and software architecture, than the version described here (3). The new 
version of VTAPE takes advantage of the latest software technologies from Microsoft, such as 
the .NET Framework, the C# programming language, and the Windows Presentation Foundation. 
A general overview of the features and software architecture of VTAPE are as follows.  
 

• Visualization and analysis of vehicle trajectory data provided by different simulation 
programs and field observations. Currently, VTAPE supports data provided by CORSIM, 
VISSIM, and NGSIM. 

• Flexibility in filtering vehicle trajectory data, as users can locate any vehicles and 
links they prefer for analysis. 

• Estimation of HCM-compatible performance measures and generating an analysis 
report for consistency verification. Currently, VTAPE is able to estimate queue-related, stop-
related, delay-related, stop-related, and density-related performance measures. 

• Extensibility based on expandable software architecture and open-source codebases 
for allowing researchers and developers to cooperatively expand the range of capabilities of 
VTAPE, such as reading trajectory data from additional sources and supporting more analysis 
methods. 
 

VTAPE is built on a flexible architecture, which consists of three separate layers as 
presented in Figure 6a. The presentation layer provides the functionality of visualizing vehicle 
trajectories and presenting analysis reports based on the binding data transferred from the 
interaction layer operated by the VTAPE user. In the interaction layer, the VTAPE user can 
inspect and filter different types of vehicle trajectory data processed in the model layer. The 
model layer consists of two sublayers, which implement the data transformation and data 
analysis. The model layer is designed for modularity. It is able to fulfill the needs of processing 
more types of data and make the process of data analysis more adaptive to change. The 
functionality of the data transformation sublayer is to convert data from different sources and 
import them into a uniform database structure introduced in Section 3. The data analysis sublayer 
performs the calculation of various performance measures defined in the HCM as described in 
Section 4.  

The workflow of VTAPE is shown in Figure 6b. VTAPE imports vehicle trajectory files 
given by sources and extracts basic data and derived data that are used to generate vehicle 
trajectory plots. Additionally, VTAPE applies extended data which is mapped from source files 
through predefined source-specific interfaces to calculate HCM-compatible performance 
measures. Finally, VTAPE produces the analysis report containing the outputs of performance 
measure calculations. For illustration purpose, screenshots of the vehicle trajectory visualization 
window and the analysis report window were taken from VTAPE, which are shown in Figure 6c 
and 6d. 
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(a) 

 
 
 

 
(b) 

 

FIGURE 6  (a) The software architecture of VTAPE; (b) the workflow of VTAPE. 

(continued on next page) 
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(c) 

 

 
(d) 

FIGURE 6 (continued)  (c) The vehicle trajectory visualization window; and (d) the analysis 
report window. 

 
 
VEHICLE TRAJECTORY ANALYSIS USING VTAPE 
 
Freeway Analysis with Field Data 
 
The vehicle trajectory dataset used for this freeway analysis example comes from the NGSIM 
project. This dataset was collected from an approximately 1,650-ft segment of I-80 in 
Emeryville, California, from 4:00 to 4:15 p.m. on April 13, 2005 (12). Figure 7a shows the entire 
set of trajectories from 2,052 vehicles, resulting in 1,262,678 trajectory records. It is apparent 
from Figure 7a that traffic congestion appears spontaneously every 3 min in the last 10 min of  
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FIGURE 7  Illustrations of (a) the entire vehicle trajectories; (b) the vehicle trajectories in 
free flow condition; and (c) the vehicle trajectories in congestion. 

 
 
the analysis period as the lines of vehicle trajectories cross each other when in congestion and are 
more non-linear than those vehicles in a free-flow condition. The difference in trajectory lines 
can be seen clearly from Figure 7b and Figure 7c, which are zoomed in excerpts from Figure 7a. 

For further investigating the variance of vehicle trajectories in a congestion condition, a 
typical vehicle with ID 2108 is selected from Figure 7c for performing delay-related measures 
described in Section 4. First, the vehicle trajectory plots are generated by VTAPE, as shown in 
Figure 8a, b, c, and d. 
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FIGURE 8  The vehicle trajectory plots of vehicle 2108 in terms of (a) time–space diagram; 
(b) time–velocity diagram; (c) time–acceleration diagram; and (d) spacing–velocity 

diagram. 
 
 

It is implied by the vehicle trajectory plots that the vehicle is severely constrained by the 
congestion as the vehicle trajectory line, from the time–space diagram shown in Figure 8a, tends 
to be flat between time steps 6,400 and 6,550, while its velocity shown in Figure 8b decreases 
dramatically from 30 ft/s to 0 and the spacing between the vehicle and its leader becomes less 
than approximately 20 ft, as shown in Figure 8d.  

It should be noted that the potential impact of measurement errors from field trajectory 
data on the results can be significant, as Figure 8c illustrates (i.e., unlikely acceleration values). 
At this time, VTAPE does not have the capability to identify and filter noisy or erroneous data. 
This type of data preprocessing is the responsibility of the analyst (13). 

The delay-related measures, such as time step delay, queue delay, and stopped delay for 
each time step are computed by VTAPE, as depicted in Figure 9, where begt′  indicates the time 
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step in which the vehicle joins the queue, while ′tend
 and ′′t

end
 represent the time step the vehicle 

exits from the queued and stopped states, respectively. 
By comparing the constitution of the different delays in Figure 9, equation (5) can be 

verified by observations, as follows: 
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Note that no control delay is produced since the vehicle is on an uninterrupted flow link. 

 
 

 

FIGURE 9  Estimations of (a) time step delay, (b) queue delay,  
and (c) stopped delay of vehicle 2108. 
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Arterial Analysis with Simulation Data 
 
The dataset used for arterial analysis was generated by CORSIM, of which the road network is 
depicted in Figure 10a (14). An eastbound arterial route consisting of eight links is selected for 
estimating performance measures. The total length of the route is about 4,400 ft, and the analysis 
period is set up for 600 s. Segment-specific density results can be calculated for the analysis 
period. The results generated by VTAPE are presented in Figure 10b. 
 
 

 
(a) 

 

 
(b) 

FIGURE 10  Illustrations of (a) the road network geometry  
and (b) the density calculation results. 
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TABLE 3  Comparison of Networkwide Performance  

Measures Outputs (per vehicle) 
 Time Step Delay (s) Queue Delay (s) Stopped Delay (s) 
CORSIM 58.94 35.04 32.77 
VTAPE 58.21 35.86 33.14 

 
 
 

In addition, vehicles in a platoon within a given time period can be chosen for displaying 
performance measures. Here, the vehicles in a platoon with IDs 578, 580, 583, 587, 588, 595, 
and 605 are selected and corresponding stop-related performance measure calculations are 
conducted by VTAPE. The results of stopped delay and number of stops for each vehicle are 
shown in Figure 11a, b, c, and d. Other results of delay-related measures are also calculated by 
VTAPE and summarized in Figure 11e. 

Table 3 shows the networkwide performance measure outputs (per vehicle) from 
CORSIM and VTAPE respectively. Note that the results of VTAPE are based on the HCM 
calculation procedures. Regarding the time step delay, queue delay, and stopped delay, the 
calculation results show that the CORSIM and VTAPE values are similar, but not identical. 
Thus, it can be concluded that the CORSIM calculation methods for these performance measures 
are not 100% consistent with the HCM-defined calculation methods. 
 
 
SUMMARY 
 
This paper presented the VTAPE software program, a vehicle trajectory analysis system that is 
able to visualize and analyze the vehicle trajectory data provided by microscopic simulation 
programs and field observations. A uniform database structure and expandable software 
architecture have been developed to make VTAPE capable of supporting various types of vehicle 
trajectory datasets and analysis methods. In addition, the computational procedures to generate 
HCM-compatible performance measures from vehicle trajectory data are discussed in detail in 
this paper. Finally, the analysis examples show the effectiveness of the computational procedures 
and reliable results that encourage future development. 
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FIGURE 11  Illustrations of (a) stopped delay at each time step; (b) accumulated stopped 
delay; (c) stopped delay on entire segment; (d) number of stops; and (e) summary of 

analysis results. 
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wo-lane highways constitute about 70% of all roads in Spain. Their unique characteristics, 
derived from the level of interaction between vehicles traveling in the same and in opposing 

direction, make the evaluation of their traffic operations a complex process. Currently, the 
Highway Capacity Manual 2010 (HCM 2010) of TRB (1) is used for the analysis of the 
operation on these roads, not only in the United States but also in Spain (2).  

The HCM 2010 provides an analysis procedure for directional segments of two-lane 
highways based on the average travel speed (ATS) and percent time spent following (PTSF). The 
level of service (LOS) for Class I two-lane highways depends on both values, while the LOS for 

T 

 
Two-lane highway operations have been extensively studied. Many of these studies state that 
the current Highway Capacity Manual 2010 (HCM) procedure is difficult to measure in the 
field. Several promising alternative measures have been proposed which are easy to measure 
in field, such as follower density, percent impeded, or freedom of flow. Nevertheless, some of 
these measures are based on hypotheses that may only be applicable to local driver behavior. 
Moreover, the previous field studies that compared some of the performance measures had 
very limited traffic flow range. The present field study calibrates and evaluates 10 
performance measures in Spanish two-lane highways. The data was collected using video 
recordings in 10 sites on two-lane rural highways. Observed two-way traffic volumes ranged 
from 120 to 1,000 vehicles per hour and traffic flows were mainly balanced. From this data, 
time headways, average travel speed and platooning variables were calculated. The studied 
performance measures included: average travel speed, average travel speed of passenger 
cars, percent free-flow speed, percent free-flow speed of passenger cars, percent followers, 
follower density, percent impeded, average platoon length, traffic intensity, and freedom of 
flow. The results indicated that the follower density had the strongest correlation with traffic 
variables, with a coefficient of determination of 94%, and it is recommended as a major 
performance measure. The estimations were compared with previous models and they were 
alike within their observation range. The second best performance measure was the percent 
followers and the estimates were very similar to the models in Finland. The HCM 2010 
overestimated the percent followers at low traffic flows, which could indicate that the 
extrapolation of medium-high traffic volume driver behavior was not too accurate at our 
observation range. Other platooning-related variables had lower correlations, while the 
speed-related measures presented the weakest correlation with traffic variables. 
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Class II two-lane highways depends only on PTSF. The percentage of followers (PF), defined as the 
percentage of vehicles with time headways smaller than 3 s, may be used as a surrogate measure for 
the PTSF (1). The percent of free-flow speed (PFFS) is introduced as a performance measure for the 
new Class III two-lane highways, following recommendations from Washburn et al. (3).  

Romana and Perez (4) proposed a threshold speed to determine whether it is more 
appropriate to define the LOS based on the ATS or on the PTSF. On the other hand, Luttinen et 
al. (5) stated that the performance measures should be easy to measure and estimate and should 
correlate with the traffic conditions in a meaningful way. However, the HCM performance 
measures are difficult to measure in the field (5–10) and some authors have developed alternative 
performance measures to overcome this problem as discussed below.  

 
 

LITERATURE REVIEW 
 
Speed-Related Performance Measures 
 
The speed-related performance measures include the ATS, the ATS of passenger cars (ATSPC), 
the PFFS and the PFFS of passenger cars (PFFSPC). 

The ATS is the output mean speed and is one of two performance indicators used by the 
HCM 2010 and in Brazil (11). However, several researchers indicated that it fails to provide an 
accurate indication of traffic performance (8–10). The ATSPC is used in Germany as a major 
performance measure (12) and it replaces the ATS in Finland (3, 13), however this speed-related 
measure was hardly sensitive to traffic flow in some field studies (8–10). Moreover, they also 
reported weak relationships between ATS, ATSPC, and the flow rate (R2 between 10% and 13%), 
and the PFFS and PFFSPC and flow rate (R2 lower than 1%). Eight-second headway criterion was 
used to determine free-flow conditions. 

 
Platooning-Related Performance Measures 
 
In addition to the PTSF and the PF that are defined at the HCM 2010, more performance 
measures have been developed and calibrated with field data. These measures are: follower 
density (FD), percent impeded (PI), average platoon length (APL), traffic intensity (ρ), and 
freedom of flow (η).  

The PTSF is the performance measure defined by the HCM, but it is difficult to measure 
in the field and the PF is used as its surrogate measure. Theoretically, low traffic levels could 
still have high PFs if speed dispersion is relatively high and passing opportunities are limited; 
therefore it can be misleading (14). Previous field studies showed good relationship between the 
percent followers and the flow rate, with coefficient of determination of 73% (7), 79% (8), 30% 
(10), 93% (16), and 61% (18). The high difference on the study in Egypt (10) may be caused by 
the low traffic volumes or more specific driving behavior. However, the previous field studies 
only observed low traffic flows (7, 8, 10, 16). 

The FD is the major performance measure in South African highways (14) and in 
Japanese expressways (15). It is defined as the number of followers per kilometer per lane and is 
calculated as the PF multiplied by the traffic flow and divided by the travel speed. It showed the 
best correlation with traffic variables in all the field evaluations (8–10) compared to the speed-
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related measures and the PF (R2 between 75% and 98%). Besides, this measure had some degree 
of correspondence with the analysis of freeways and multilane highways (5, 14). 

The PI estimates the PTSF using a probabilistic approach (7). It is calculated by 
multiplying the probability of being part of a platoon and the probability of being impeded. The 
3-s headway platoon definition is used to calculate the probability of being part of a platoon. The 
probability of being impeded is calculated at the percentile of the desired speed distribution for 
all the vehicles that is equal to the average speed of slow-moving vehicles. Platoon leaders are 
used as the slow-moving vehicles while the distribution of desired speed is calculated using 
vehicles outside of platoons (6-s headway). This measure presented stronger correlation to traffic 
flow than the percent followers but it was not compared to other platooning measures. In Egypt, 
the relationship between percent impeded and flow rate was disperse (R2 = 22%) (10).  

The final three performance measures are based on queuing theory (16) and depend on 
the average number of headways inside platoons and between platoons (Equations 1 and 2). 
Platoons are identified using 3-s headway. The APL is the number of vehicles including the 
leading vehicle, while the traffic intensity (ρ) is the ratio between the average time spent in the 
first position when waiting for an appropriate gap and the average interarrival times at the back 
of the queue and it represents how busy the system is. The freedom of flow (η) is the ratio 
between the average travel time between platoons and the expected value of the time interval 
between the arrival of a fast vehicle into a position behind the slow vehicle and the time when 
the passing maneuver starts; and it reflects an individual driver’s undisturbed travel time versus 
the delay in first position resulting from inability to pass. The measures were calibrated to Israel 
field data (17, 18) and the correlation to traffic flow of the freedom of flow was strong (R2 = 
93%) while the traffic intensity presented a fair correlation (R2 = 62%). The theoretical model 
assumes that (a) all drivers are rational and are always willing to pass a slower vehicle and that 
(b) only the first impeded is performing a passing maneuver at one time. This disagrees with 
actual passing maneuvers field data of other countries that reported considerable number of 
multiple passing maneuvers (19–22) or faster vehicles’ speed accommodation to the slower 
vehicle’s speed (22, 23). 

 

ρ = 1 –  (1) 

 

η =  

 
(2) 

 
where  
 
 ρ = traffic intensity;  
Q0 = average number of headways inside platoons;  
 η = freedom of flow; and  
 N0 = average number of headways between platoons. 
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Passing-Related Performance Measures 
 
The HCM 2010 provides a qualitative definition of the LOS depending on driver expectations 
and perceptions of service, which are influenced by the passing capacity and passing demand 
balance. The passing ratio (or overtaking ratio) was defined by Morral and Werner as the 
number of passes achieved by the number of passes desired (24) and was considered as a 
possible performance measure to be included in the 2000 HCM. However, passing ratio would 
be complicated to measure directly in the field and it was not rated high by HCM users (25).  
 
Research Motivation 
 
Two-lane highways operation has been extensively studied. Many studies state that the current 
HCM procedure is difficult to measure in field and they propose alternative promising 
measures which are easy to measure in field, such as the FD, PI, or freedom of flow. However, 
some of the measures are based on hypotheses that may only be applicable to local driver 
behavior. Moreover, the previous field studies that compared some of the performance 
measures had very limited traffic flow range. The present field study calibrates and evaluates 
all the defined performance measures using data from Spanish two-lane highways. 
 
 
OBJECTIVES AND INITIAL HYPOTHESES 
 
The objective of the paper was to calibrate and evaluate performance measures for two-lane 
rural highways in the same data set. The relationships between the performance measures and 
the traffic variables were estimated for 10 sites from three Spanish two-lane rural highways.  

The performance measures include: ATS, ATSPC, PFFS, PFFSPC, PF, FD, PI, APL, ρ, 
and η. Besides, ATS deviation (ATSdev) would also be evaluated to confirm the hypothesis of 
high-speed dispersion at low traffic flow. 

Based on the literature, the following hypotheses were established: 
 
• Speed-related measures will present weaker relationships with traffic variables 

compared to platooning-related measures. 
• FD will present the best correlation with traffic variables. 
• Speed dispersion will be higher at low traffic flow. 
• Spanish drivers may behave more aggressively than U.S. drivers. Therefore, the 

percent of followers, follower density or percent impeded may be lower. 
• APL will fail to represent traffic performance because it misinterprets the actual 

platoon distribution. 
• Freedom of flow and traffic intensity will not represent accurately traffic 

performance as the theoretical hypotheses differ with Spanish driver behavior. 
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METHODOLOGY 
 
Field Study 
 
Data were collected in 10 sites of three highways in the province of Valencia, Spain. The sites 
were located at the beginning of passing zones. The highways were classified as Class II two-
lane highway, according to the HCM 2010, and were selected to cover as much range of passing 
zone length, traffic volume, and percentage of heavy vehicles as possible. Passing zones’ 
characteristics were included as selection criteria for another study (23). 

Data was collected using two coordinated high definition video cameras located at the 
beginning and ending of the passing zones. They were at the roadside and were not perceived by 
drivers. At some sites, the whole passing zone was covered with the camera and accepted and 
rejected gaps, passing times, and time-to-collision could be calculated (26). The sites 
characteristics are summarized in Table 1 and the directional splits were mainly balanced: 
directional splits higher than 40/60 were observed in a 15% of the sample and higher than 30/70, 
in 1.7%. 
 
Data Reduction 
 
Traffic volumes, vehicles type, headways and ATS were obtained from the videos. The counting 
period was 5 min and the results were aggregated in 15 min as the sum of three overlapping 
consecutive 5-min period in order to skip the error of peak 15-min period overlapped on two 15-
min counting periods (27). Then, equivalent hourly data were calculated based on the 15-min data. 
The 15-min period was chosen over hourly period times in order to better represent passing 
maneuvers, as peak traffic volumes and traffic proportion are smoothed on hourly periods.  

To calculate the ATS of each vehicle, the travel time between the beginning and the end 
of the passing zone was divided by the passing zone length. Platooning measures considered the 
headways criteria indicated before. To calculate the percent impeded, the average speed of slow-
moving vehicles and the speed distribution of isolated vehicles were obtained. The percentile that 
corresponds to the average was then multiplied by the PF.  
 
 
STATISTICAL ANALYSIS 
 
Preliminary Analysis 
 
Preliminary analysis of each variable was carried out in order to obtain the probabilistic 
distribution that best fitted the data. The normal distribution is preferred, as many non-normally 
distributed dependent variables can distort relationships and significance parametric tests (28). If 
the variable failed to be normally distributed, they were transformed to the lognormal or inverse 
to check their normality. The analysis should be carried out by site and across-sites. 

A total of 240 preliminary analyses were carried out. Two-way traffic flow, directional traffic 
flow, opposing traffic flow and follower density were adjusted as lognormal distributions, while the 
average platoon length and the freedom of flow were inverse distributions and the number of 
following vehicles followed a negative binomial distribution. The remaining variables were normally  
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TABLE 1  Sites Characteristics 

ID Highway 
Speed 
Limit 

(km/h) 

AADT 
(vpd) 

Station 
(km) 

Bound 

Passing 
Zone 

Length 
(m) 

Two-
Way 

Traffic 
Volume 

(vph) 

Duration 
(h) 

Total 
Directional 

Traffic 
Flow (veh) 

1 

N-225 100 5,925 
5.5 

Vall 265 
120–
900 

9:30 

1,614 
2 Teruel 510 1,624 
3 

6.1 
Vall 1,270 1,614 

4 Teruel 1,050 1,624 
5 

CV-405 80 15,342 12.0 
Monserrat 895 520–

1,000 
2:30 

791 
6 Torrent 895 1,073 
7 

CV-35 100 5,797 
46.5 

Casinos 1,690 
200–
450 

2:50 

445 
8 Losa 1,860 497 
9 

42.8 
Casinos 780 445 

10 Losa 1,135 497 
Total 55:20 10,224 

NOTE: ID = identification; AADT = annual average daily traffic; vpd = vehicles per day; vph = vehicles per hour. 
 
 

distributed. Based on the results of the preliminary analysis, the variables were adjusted to the most 
suitable proability distribution, that was normal, lognormal, or inverse (Table 2). 

 
Statistical Differences 
 
Once the variables were adequately described and the outliers were identified and removed from 
the sample, we tested whether the dependent variable was statistically different considering each 
independent variable. As all the variables (or transformed variables) were normal or almost 
normal, the parametric test (ANOVA) could be applied grouping the variables in levels with 
approximately equal sample. Besides, the residuals were also normally distributed. The 
percentage of no passing zones failed to provide statistical differences on most of the platooning 
variables and the PFFS, while the ATSdev was uniform for all the traffic flows, which disagrees 
with the theoretical misleading of PTSF estimation of LOS at low traffic flows (14). 

 

Simple Linear Relationships 
 
Simple linear relationships were tested between the dependent variables and the independent 
variables, one-to-one. Only the statistically significant variables were tested. The analysis of the 
residuals plot allowed verifying the normality of the residuals and homocedasticity. Consequently, 
the assumptions of the linear regression were fulfilled in all the cases.  

The platooning measures were more correlated to the traffic variables than the speed-
related measures as their R2 varied between 31% and 76% and between 3% and 9%, respectively. 
On the other hand, using the directional traffic flow provided higher correlations than the two 
way traffic flow (R2 increased between 2% and 8%).  
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TABLE 2  Adjusted Distribution of Each Variable, Across-Site Examination 

Variable 
Better 
Adjustment 

Normal Transformed Scale 

Average 
Standard 
Deviation

Average 
Standard 
Deviation 

Two-way traffic flow Log(V) Lognormal 220 47.92 4.624 0.414 
Traffic proportion Prop Normal 49.94 7.31 — — 
Direct traffic flow Log(Vd) Lognormal 55.38 25.46 3.918 0.438 
Opposing traffic flow Log(Vo) Lognormal 55.53 25.55 3.921 0.438 
Percentage trucks %HGV Normal 14.58 9.47 — — 
Average travel speed100 ATS100 Normal 101.19 5.49 — — 
Average travel speed80 ATS80 Normal 75.94 2.30 — — 
Average travel speed PC100 ATSpc100 Normal 102.77 6.20 — — 
Average travel speed PC80 ATSpc80 Normal 76.22 2.42 — — 
Percent free flow speed  PFFS Normal 0.98 0.04 — — 
Percent free flow speed PC PFFSpc Normal 1.00 0.03 — — 

Following vehicles NB(FV) 
Negative 
binomial 

22.09 17.19 — — 

Percent followers PF Normal 35.03 13.52   
Follower density Log(FD) Lognormal 0.24 0.27 –1.807 0.895 
Percent impeded PI Normal 23.64 13.08 — — 
Average platoon length 1/APL Inverse 2.72 0.54 0.381 0.068 
Traffic intensity ρ Normal  0.36 0.18 — — 
Freedom of flow 1/μ Inverse 18.74 25.43 0.130 0.092 

 
 
Multiple Regression Analysis 
 
The last phase of the statistical analysis was the multiple regression. The regression models 
would be trustworthy if the p-value of the F-statistic is lower than 0.05, at a level of confidence 
of 95%. Moreover, the p-value of the F-statistic of each one of the independent variables must be 
lower than 0.05 and the residuals must be normally distributed. Considering the previous 
analysis, all the assumptions would be fulfilled and the regression models would be valid. The 
multiple regression analyses were carried out considering two approaches: directional traffic 
flows and two-way traffic flows; so the results can be compared and discussed with previous 
research. 
 
Directional Analysis 
 
The directional analysis considers as independent variables the directional traffic flow, opposing 
traffic flow, percentage of trucks and percentage of no-passing zones in the analysis segment 
travel direction. The multiple regression models were fitted using forward stepwise selection. 
Table 3 shows the equations obtained from the multiple regression analyses.  
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TABLE 3  Directional Analysis Multiple Regression Models 

 
NOTE: Where 
 

ATS100  = average travel speed at highways with 100 km/h speed limit (km/h); 
ATS80  = average travel speed at highways with 80 km/h speed limit (km/h); 

ATSpc100  = average travel speed of passenger cars at highways with 100 km/h speed limit (km/h); 
ATSpc80  = average travel speed of passenger cars at highways with 80 km/h speed limit (km/h); 

PFFS = percent of free-flow speed; 
PFFSpc = percent of free-flow speed of passenger cars; 

FV = followers per period (followers/15 min); 
PF = percent followers per period (followers/veh/15 min); 
FD = follower density per period (veh/km/15 min); 
PI = percent impeded (%/15 min); 
ρ  = traffic intensity; 
µ  = freedom of flow; 

Vd  = traffic volume on the direction of analysis (veh/15-min); 
Vo  = traffic volume on the opposing direction (veh/15-min); 

%HGV  = percentage of trucks and recreational vehicles (%); 
%NPZ  = percent no passing zones in the analysis segment (%). 

 
 

The follower density presented the best adjustment to the field data (Figure 1) as the 
coefficient of determination of the models presented 85% and 94%, respectively. The first model 
was conducted for the transformed variable, while the second model was carried out for the 
original variable. The residuals of the model were normally distributed, so the main assumptions 
of the multiple regression analysis were fulfilled and the model was valid. The FD increased as 
the directional traffic flow and the percentage of trucks increased and the opposing traffic flow 
decreased, which is in agreement with previous models and hypothesis. Based on the simple 
regression analysis, the most influential variable was the directional traffic flow, as expected. 
The relatively high correlation between direct and opposing traffic flow may explain the low 
increase on the coefficient of correlation of the overall model when the opposing traffic flow was 
added as variable. 

The PF and the PI were the second best group of measures, according to the coefficient of 
determination, 62% and 58%, respectively. Both models did not depend on the opposing traffic 
flow, which could be due to the correlation between direct and opposing traffic flow. 
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(a) (b) 

(c) (d) 

FIGURE 1  Platooning performance measures models adjustment to field data:  
(a) FD; (b) PF; (c) traffic intensity; and (d) freedom of flow. 

 
 

The deviation of ATS was uniform, which is in accordance with the low PFs at very low 
traffic volume. The PI was supposed to improve the correlation to traffic but it failed to provide 
better results than the PFs. This measure assumes that the slow-moving vehicles are platoon 
leaders, but the platoon may be headed by a fast vehicle followed by another fast vehicle 
traveling close to its desired speed. Similarly, fast vehicles are characterized as vehicles outside 
platoons, and one truck traveling alone can be identified as a fast vehicle even though its speed 
can be very low. These two hypotheses may influence the accuracy of the results, as desired 
speeds may be lowered and slow-moving average speed may be overestimated. The probability 
of being impeded varied between 33.5% and 83.5%, with an average value of 67%. 

The third group was composed of Polus and Cohen’s measures (R2 between 34% and 
50%). This may be caused because the variables were defined based on theoretical models and 
the assumptions were not met in field. For example, 22% of passes were multiple and the models 
assumed that all vehicles in the queue would be willing to pass. Besides, 7.5% of the sample was 
removed to calculate the traffic intensity and the freedom of flow because they had a division by 
zero. After removing those periods from the sample, the freedom of flow presented lower 
dispersion than the average platoon length and traffic intensity. The freedom of flow decreased 
as the traffic flow increased, which meant that the system was busier. The traffic intensity shows 
similar conclusions. 
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The models with lowest coefficient of determination corresponded with the speed-related 
measures, with R2 between 8% and 16%. The results were better for the highways with speed 
limit of 100 km/h, mainly because only two sites with speed limit of 80 km/h were observed and 
the traffic volume range was narrower. Generally, only passenger cars slightly improved the 
correlation.  
 
Two-Way Analysis 
 
The two-way analysis considers as independent variables the two-way traffic flow, traffic 
proportion, percentage of trucks, and percentage of no-passing zones. The multiple regression 
models were fitted using forward stepwise selection, as the directional analysis. Table 4 shows 
the equations obtained from the multiple regression analyses. The results were similar to the 
directional analysis, in fact, the coefficient of determination were within 1% lower than the 
directional analysis. Moreover, the opposing traffic flow was not statistically significant in many 
of the models which will suggest that the directional analysis may not be that relevant. 
 
 
DISCUSSION 
 
The 10 performance measures models obtained from the statistical analysis were compared to the 
HCM 2010 estimates and to previous field studies. The field data were used as input data of the 
models, and directional or two-way models were selected according to the analysis considered on 
the previous studies. The 15-min period results from the models were converted to equivalent 
hourly data. Adequate adjustments for heavy vehicles and grade were used to convert the 
observed flow rates to the equivalent base conditions of the HCM 2010. Then, the HCM 
estimation procedure was applied to each period considering the percent of no-passing zones. On 
the other hand, a comparison between the directional and the two-way analysis was carried out. 
 
 

TABLE 4  Two-Way Analysis Multiple Regression Models 

 
NOTE: Where Vt = two-way traffic volume (veh/15 min); P = traffic proportion on the direction of 
analysis (%). The other variables have been previously defined. 
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Speed-Related Performance Measures 
 
The ATS was compared to the HCM 2010 (1) estimate, as the previous field studies failed to 
provide a statistically significant model for the same speed limit highways (Figure 2). The ATS 
obtained on field was similar to the HCM estimate in highways with 100 km/h speed limit but 
the estimates were 9 km/h lower than the field data for 80 km/h highways. The larger differences 
may suggest that the adjustments for no-passing zones for ATS of 55 mph may not be as 
accurate as the adjustments for no-passing zones for ATS equal to 65 mph. It can also be 
observed that the average travel speed was hardly sensitive to traffic flow, as the reductions on 
the model were lower than 5 km/h, and that the deviation of ATS was almost uniform regardless 
the traffic flow.  

The ATSPC was compared to Luttinen’s models (13) developed for 100 and 80 km/h 
speed limit Finnish two-lane highways. The Finnish models depended on the directional traffic 
flow and the opposing traffic flow, and they presented higher ATSPC than our field data in 
highways with 80-km/h speed limit. The values were lower at highways with 100 km/h. Their 
model was less sensitive to traffic flow than the current study, which may be caused by a lower 
interaction of platooned vehicles.  

On the other hand, the PFFS was compared to the HCM 2010 estimates, and they were 
higher than the HCM 2010 estimates. This performance measure was slightly more sensitive to 
traffic flow than ATS. However, the follower criterion was different and the observed highways 
were classified as Class II highways, where the PFFS is not considered as performance measure. 
 
Platooning-Related Performance Measures 
 
As the PF is the surrogate measure for PTSF, both HCM 2010 PTSF estimates and PF were 
compared. As observed in Figure 3, the estimated PTSF was similar to the PF obtained in the 
field data and the PF model developed in the current research. The average difference between 
the model prediction and the HCM 2010 estimation was 6%; while the extreme differences were 
–3.8% and 28%, respectively. The larger differences were produced mainly in the CV-405, 
where the posted speed limit was 80 km/h, which may suggest that the adjustments for no- 
 
 

     
(a) (b) 

FIGURE 2  Speed-related measures comparison: (a) ATS and (b) ATSPC. 
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(a) 

 
(b) 

FIGURE 3  PF comparison: (a) guidelines and (b) field studies. 
 

 
passing zones for FFS of 55 mph may not be as accurate as the adjustments for no-passing zones 
for FFS equal to 65 mph, as for ATS. Besides, more differences were observed at traffic flows 
lower than 250 vehicles per hour (vph), which would indicate that the extrapolation of their 
medium-high traffic volume field data was not too accurate for our observed low traffic flows. 

As observed, the PF estimation of the current study was practically equal to the Finnish 
guidelines (6) even though their model depended on both direct and opposing traffic flow, the 
percentage of no passing zones and the percentage of heavy vehicles. Some minor differences 
could be observed for directional traffic flows higher than 500 vph, however they observed a 
maximum one-way traffic volume of 1,600 vph (13). The second closest guideline was the 
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Brazilian (11), followed by the HCM 2010 (1). The Brazilian model underestimated the PF at 
traffic flows lower than 200 vph and overestimated the value for higher traffic flows. Even 
though the correlation of their model was high, many of the scenarios were generated using 
traffic simulation and no characteristics of the observed data were given (11). 

The current model and previous field studies that considered the PF using the 3-s 
headway criterion were also compared. The studies in Montana (7, 8) estimated similar PF to the 
current study only at their observed traffic flows (between 100 and 200 vph). The better 
adjustment of their second model (8) is caused by the presence of the standard deviation of the 
free-flow speed of the period on the model, which was obtained from our field data and could be 
slightly different than theirs. On the other hand, the models from Israel (16, 18) and Egypt (10) 
estimated much lower PF than our model, which indicates a lower impact of platooning. This 
could be caused by a more aggressive behavior of the Israeli and Egyptian drivers or different 
road characteristics, such as the low percent of heavy vehicles and speed limit of 60 km/h in 
Egypt. On the other hand, the PF was calculated using the theoretical model and one of the 
hypotheses was that all vehicles that were at a platoon were willing to pass and they would 
perform a passing maneuver, which would lead to lower PF.  

The follower density was compared to previous field studies in Montana, Oregon, and 
Egypt, as other studies did not provide the model equation (Figure 4). The prediction of the 
Oregon model (9) was similar to our model, especially for high traffic flows, while for low 
traffic flows it provided consistently higher FD than our observed field data. Reversely, Al-Kaisy 
and Karjala’s model (8) presented good fit at their observed low traffic flow and their estimate 
for higher traffic flows was much higher than our observations. The results confirm that the 
Spanish driver platooning behavior was similar to the observed in U.S. drivers. Similarly to the 
PF, the study from Egypt (10) estimated the lowest FD and their prediction was negative for one-
way traffic flows lower than 200 vph, which is a common traffic flow for two-lane rural 
highways in Spain. 
 
 

 

FIGURE 4  FD comparison. 
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The PI was compared to previous models and the results were very different. Firstly, the 
Egyptian model (10) estimates were lower than the other models and our field data, which can be 
explained because of the different driver behavior. On the other hand, the differences between 
the Al-Kaisy and Durbin’s model (7) could be caused by an incorrect report of the model 
equation due to the high variability of the results, considering that their observations had a 
coefficient of determination of 98% and the same data set was used to calculate the PF, which 
was more similar to our field data.  

The last comparisons were on the performance measures proposed by Polus and Cohen 
(16). The average platoon length from the current study was very similar to the Polus and 
Cohen’s model, but the variable presented a high dispersion in the present study. Our freedom of 
flow was lower than their predictions (16) and our traffic intensity was higher (16, 18), which 
supports the hypothesis that Spanish drivers were more affected by platooning than Israeli 
drivers. 
 
Directional Versus Two-Way Analysis 
 
All the 10 performance measures were calculated using the directional models and the two-way 
models and then the results were compared.  

The directional distribution produced similar coefficients of determination as the two-way 
analysis, mainly because the observed balanced flows: directional splits higher than 40/60 were 
observed in a 15% of the sample and higher than 30/70, in 1.7%. The estimates from both 
analyses were very similar and the opposing traffic flow was only statistically significant on the 
follower density. For higher traffic flows, the predictions of the two-way analysis were higher 
than the field data and the directional analysis. The results partially support Luttinen’s hypothesis 
that the directional analysis include the possible dependence of the performance measures on the 
opposing traffic flow (13).  
 
 
CONCLUSIONS 
 
Several authors have pointed out the shortcomings of the HCM 2010 procedure to characterize 
traffic performance on two-lane rural highways, and they have defined alternative performance 
measures that are easier to measure in field, such as the FD or the traffic intensity. This study 
calibrates 10 performance measures identified in the literature for the same data set. The 
recording time was 55 h, with more than 10,000 vehicles identified. 

The studied performance measures included: ATS, ATSPC, PFFS, PFFSPC, PF, FD, PI, 
APL, traffic intensity, and freedom of flow. Both directional and two-way analyses were 
considered and the differences between them were very low, especially at the platooning 
variables.  

The results of the analysis indicated that the FD had the strongest correlation with traffic 
variables, with a coefficient of correlation of 94%. The best-fitted model depended on the 
directional traffic flow, the opposing traffic flow, and the percent of heavy vehicles. The 
estimations from the present model were compared with the estimations of previous models and 
they were similar within their observation range, which can verify that Spanish drivers’ behavior 
is comparable with U.S. drivers’ behavior.  
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The next performance measures were the PF and the PI, with coefficients of correlation 
of 62% and 58%, respectively. The PF observed in this field study were very similar to 
Lutinnen’s model (6) and slightly lower than the HCM 2010 estimates. Some differences with 
the HCM 2010 were produced at the highway with posted speed limit of 80 km/h, which may 
suggest that the adjustments for no-passing zones may not be as accurate as for the 100-km/h 
speed limit highways. However, the larger differences were detected for directional traffic flows 
lower than 250 vph. This could indicate that the extrapolation of the HCM 2010 for low traffic 
flows is not too accurate and provides higher PF than observed in the field. Reversely, previous 
U.S. linear models had similar results at low traffic flows, where their data was observed. This 
could indicate that the driver behavior in Spain was similar to the United States and supports the 
HCM 2010 overestimation of PF for low traffic flows. 

The platooning-related performance measures defined by Polus and Cohen (16) presented 
higher dispersion and correlations with traffic variables between 33% and 49%, which could 
indicate that the observed driver behavior was more disperse and may have more influence on 
the results than their theoretical model expected. Moreover, they predicted less platooning for all 
their variables than observed in field, which could be caused by the incompliance of assumptions 
in their theoretical model (all drivers will perform a passing maneuver when possible) or by a 
more aggressive behavior in Israel. Finally, the speed-related measures presented the weakest 
correlation with traffic variables, and in some cases they were hardly sensitive to traffic flow, 
which agrees with previous field studies. 

The conclusions of this study support the follower density selection as major performance 
measure, as it presents the strongest correlation to the traffic variables for the observed 
conditions and it is easy to measure and estimate. This performance measure combines the 
percent of followers, the average travel speed and the traffic flow. Even though the favorable 
results may be caused by the dependence of the follower density on the traffic flow, the measure 
can better represent the overall traffic performance than the PTSF or its surrogate, the PF. The 
conclusions may be limited to the observed conditions and two-way traffic flows higher than 
1,000 vph. Directional traffic flows higher than 600 vph could provide different results, as well 
as skew directional distributions or two-way highways with speed limits different than 80 or 100 
km/h; however, they could be used to develop two-lane highway simulation models and 
analytical methodologies to establish levels of service based on the follower density or better 
adjustments to the HCM 2010 procedure. 
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he Transportation Planning Branch of the North Carolina Department of Transportation 
(DOT) is responsible for working with outside planning agencies in providing engineering 

and planning assistance for the current, proposed, and potential highway network in North 
Carolina. This branch is charged with identifying future highway needs through the 
transportation planning process. This process requires the use of modeling and forecasting 
techniques to determine potential needs and improvements in the transportation system. Accurate 
travel demand modeling requires appropriate values for roadway capacities and service volumes 
at various levels of service (LOS). Tools such as the Highway Capacity Manual (HCM) are 
valuable for performing detailed analyses of facilities and corridors given a series of input data. 
However, the scarcity of information typically available at the planning stages, coupled with the 
relative complexity of the HCM product, make direct use of the HCM impractical or inefficient 

T 

 
The North Carolina level of service (NCLOS) methodology provides a planning-level 
assessment of transportation facilities through a generally faithful implementation of the 
Highway Capacity Manual 2010 (HCM 2010) to derive service volume estimates and 
performance expectations, with a few minor deviations from the HCM 2010. Implemented in 
the NCLOS software tool, the method gives a visual representation of traffic volume plotted 
against the various measures of effectiveness for each facility type. The graphical output 
shows the feasible performance range from the best to the worst case scenarios for each 
facility type in North Carolina based on different default values, as well as an average default 
scenario. The user-defined subject facility is evaluated within that range of values to give the 
user a direct assessment of the performance. The user can conduct a sensitivity analysis of 
various scenarios by altering the input values to represent possible design considerations for 
a particular highway. The tool also enables the user to produce a numerical report detailing 
the results of the analysis, as well as the ability to export the calculated capacity to 
transportation planning software and travel demand models. The main contributions of this 
paper are the NCLOS methodology itself, as well as extensive work on default value 
development. The paper further provides an example application to an urban street segment 
case and a two-lane highway facility, with the latter offering interesting insights in the 
behavior of the three different performance measures in that method. Overall, NCLOS is a 
powerful tool to allow quick planning-level assessment of the capacities of various road 
segments.  
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for forecasting applications. The HCM is primarily designed for operational analyses; 
traditionally, it is not particularly well suited to the reverse process of determining acceptable 
roadway demands for various maximum service volumes or capacities at LOS thresholds. In 
early 2011, the Highway Capacity Manual 2010 (HCM 2010) was available for transportation 
facility analyses (1). There are significant and important improvements for many of the 
methodologies in the HCM 2010 based on the most recent national research, including the 
presentation of planning-level service volume tables. As with previous editions of the manual, 
HCM 2010 is the standard for determining the capacity of most highway facilities in the United 
States. 

The North Carolina DOT commissioned the development of the North Carolina Level of 
Service (NCLOS) software, a transportation planning application, based off the HCM in 2006 
(2). It used the HCM 2000 edition’s operational analysis methodologies and service volume 
calculations to determine capacities for each LOS—A through E—for freeways, multilane 
highways, two-lane highways, and arterial streets. When HCM 2010 was officially released in 
spring 2011, there were adjustments to the highway facilities methodologies and revisions in 
analysis; this also included several new facility types, enhanced capabilities, and additional 
quantitative service measures. As a result, the NCLOS software required updates to 
programming the HCM methodology, input definitions, and default values. The concepts and 
considerations taken into account may have use beyond North Carolina DOT’s software and 
could help other practitioners apply the HCM operational analytics for planning applications. 
 
 
BACKGROUND 
 
NCLOS is used extensively in planning applications within North Carolina DOT and is delivered 
through a web-based service to business units at North Carolina DOT. Output capacities are used 
in travel demand forecasting models and in developing comprehensive transportation plans. 
Output values can also be used in the statewide travel demand model now under development by 
North Carolina DOT. Currently, the tool is also used to provide data for the performance metrics 
dashboard and as a scoring component in the strategic prioritization process and urban loop 
prioritization process. Practitioners from the North Carolina DOT prioritization office implement 
the tool for analysis required for statewide planning, in addition to engineers and planners inside 
and outside the agency who desire an automated tool for highway capacity planning. This tool is 
used primarily as a high-level analysis for making comparison across the state or amongst 
projects. Detailed operational analysis using the HCM 2010 would supersede the planning level 
results delivered by NCLOS, particularly as more data becomes available that would supplant 
default values. 

The application is unique in that it provides a graphical display of qualitative LOS 
measures, based from quantitative service measures, plotted against the capacity, or annual 
average daily traffic (AADT), for a given highway facility under specified conditions. The 
program uses traffic and roadway parameters, or input values, to produce a capacity table for 
various conditions. The software has sets of input values for best case, worst case, and default 
conditions for each highway facility. These capacities are plotted automatically. NCLOS also 
allows users to define input values and plot a curve with the three aforementioned conditions. 
The user-defined curve shifts relative to the default case depending on the variations of input 
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values, and generally remains between the best-case and worst-case curves, unless the user has 
valid reasons to deviate beyond these boundary conditions.  

The input fields and calculations are derived from the HCM 2010 methodologies. 
NCLOS is applicable for freeway, multilane highway, two-lane highway, and arterial facilities, 
thus corresponds with Chapter 11: Basic Freeway Segments; Chapter 14: Multilane Highways; 
Chapter 15: Two-Lane Highways; and Chapter 17: Urban Street Segments, respectively. 
Significant changes between the HCM 2000 and HCM 2010 methodologies are outlined. 
 
Basic Freeway Segments 
 

• Changes to speed–flow curves and the free-flow speed (FFS) equation that affect the 
analysis of the operational methodology (3–7): 

– The procedure recommends using the nearest 5-mph FFS increment for 
quantitative analysis, thus eliminating the need for interpolating between any of the pre-
defined 5-mph curves.  

 
Multilane Highways 
 

• Changes to speed–flow curves: 
– The procedure recommends using the nearest 5-mph FFS increment for 

quantitative analysis, thus eliminating the need for interpolating between any of the pre-
defined 5-mph curves.  

 
Two-Lane Highways 
 

• Elimination of the bidirectional analysis procedure: 
– HCM 2000 provided procedures for one-way analysis for climbing and passing 

lanes and bidirectional analysis for all other segments; one-way analysis used for 
mountainous terrain and the latter for level and rolling terrain. The inconsistencies 
between the two procedures led to the elimination of bidirectional analysis in HCM 2010. 
The one-way capacity of a two-lane highway remains at 1,700 passenger cars per hour 
(pcph) consistent with HCM 2000, while the two-way capacity is limited at a flow of 
3,200 pcph; 
• Revisions to basic characteristic curves and tables; and 
• Introduction of Class III Two-Lane Highway type based on a Florida DOT analysis 

procedure (3, 8, 9). 
 
Urban Street Segments 
 

• Elimination of the four classes of arterials (I, II, III, and IV); 
• Individual urban street segments can have a signalized, roundabout, or all-way stop-

controlled (AWSC) intersection at a segment begin–end point (5, 10, 11): 
– Lengthier segments can be divided into unsignalized sections and  
– The basic signals can be actuate to vary effective green times per cycle unless all 

cycles are operating at capacity. 
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METHODOLOGY 
 
NCLOS needed to be updated to incorporate the new methodologies in HCM 2010 and other 
enhancements to remain current with the state of practice (12). The most critical steps in the 
methodology implemented in NCLOS was the development of default values, the actual coding 
and implementation of the HCM 2010 methodologies, and the generation of the graphical user 
output. The development of default values is discussed in this section, while the programming of 
methodologies and plotting of LOS and AADT is discussed in the Implementation section.  
 
Default Values 
 
The data used for default value development were based on North Carolina traffic volume data, 
recommendations from NCHRP Report 599 (3), the HCM 2010, and professional judgment, which 
is briefly discussed in the Results section of this paper. This planning level method required the 
development of many defaults, ranging from hourly, directional, and peak-hour factors, to FFS 
defaults, to more complicated defaults for signal timing and platooned arrivals at intersections. 
Consequently, a significant effort was required to analyze the North Carolina traffic data.  

Data were collected by North Carolina DOT beginning in 1988 and included information 
up until 2011. Data analysis showed no significant differences between earlier and later data, so 
all data were included in the full analysis. Detailed data from automated traffic recorder (ATR) 
stations were obtained from the North Carolina DOT Traffic Surveys Group in the form of a 
database. The first step of the process was to geocode 7,863 traffic volume data points, a step 
necessary to match volume information with a geographic information system inventory of 
roadway facilities and facility types for the state. Of the 7,863 points, 867 were automatically 
geocoded and 6,996 required manual geocoding. Another effort required the classification of 
roadways in terms of their functional classification and area type (urban, suburban, or rural). 
Table 1 details the selection process used to categorize each of the roadway types. At the 
conclusion of the geocoding, the data points were then classified based on the functional 
classification shown below using geospatial referencing. Once this was completed, default values 
specific to North Carolina for each classification were established. This extensive effort ensured 
that the default values produced in the NCLOS program were accurate based on typical North 
Carolina traffic volume data. 
 
 
RESULTS 
 
Following the geocoding and categorization process, the available traffic characteristics of the 
peak hour factor, hourly K-factor, and directional D-factor were graphed and analyzed. The 
peak-hour factor (PHF) describes the amount of peaking within the peak hour, the K-factor 
represents the proportion of the total daily traffic that travels during the peak hour, and the D-
factor characterizes the directional split of traffic. The figures show a frequency distribution of 
all data points for a given factor, separated by roadway type, and separated by area type using the 
definitions for urban, rural, and suburban in Table 1. The corresponding tables in each figure 
tabulate statistical values of sample size (N), mean, median, and mode for each roadway type. N 
represents the number of traffic volume data points available for each roadway classification. 
The data represent the most current count data available at locations across North Carolina,  



92 TR Circular E-C190: Innovative Applications of the Highway Capacity Manual 2010 
 
 

 

TABLE 1  North Carolina Roadway Classification Definitions 

Roadway 
Type 

General  
Classification Setting 

Selection  
Criteria 

Arterials  

Selection by facility 
type and speed limit 

Facility is within an 
MPO or smoothed 
urbanized area 
boundary 

Urban Roadway has speed limit of 35 mph or less 

Suburban Roadway has speed limit of 36 mph or greater 

Rural No roadways exist in this category 

Two-lane 
highways 

Selection by number of 
lanes 

Facility is outside an 
MPO or smoothed 
urbanized area 
boundary 

Urban 
No roadways exist in this category (roadway 
classified as arterial) 

Suburban 
No roadways exist in this category (roadway 
classified as arterial) 

Rural 

Class I = primary routes  
Class II = secondary routes  
Class III = no roadways exist in this category 
(roadway classified as arterial) 

Multilane 
highways 

Selection by facility 
type and area type 

Urban 
Roadway is within a MPO and a smoothed 
urbanized area boundary 

Suburban 
Roadway is within a MPO, but outside 
smoothed urbanized area boundary or vice versa 

Rural 
Roadway is outside any MPO and outside any 
smoothed urbanized area boundary 

Freeways 
Selection by facility 
type and area type 

Urban 
Roadway is within a MPO and a smoothed 
urbanized area boundary 

Suburban 
Roadway is within a MPO, but outside 
smoothed urbanized area boundary or vice versa 

Rural 
Roadway is outside any MPO and outside any 
smoothed urbanized area boundary 

NOTE: MPO = metropolitan planning organization. 
 
 
which includes 23 years of observations from sensor stations across the state. Mean is the 
statistical average, median is the numerical value separating the higher and lower halves of the 
data, and mode is the value occurring most often. The median values were selected as the default 
value for each parameter and rounded appropriately, along with national data suggested by the 
HCM 2010 and NCHRP Report 599.  

Overall, the values show little variability among the roadway type dimensions considered 
in this evaluation. The majority of data on PHF presented in Figure 1 are within a range from 0.8 
to 1.0, with an overall mean and median of 0.87 and 0.88, respectively. The distinction between 
urban, suburban, and rural facilities generally shows little difference in the distributions. 
Comparing PHF across facility types, both rural freeways and two-lane highways suggest a more 
dispersed distribution than arterials and freeways, with a greater frequency of low PHFs (traffic 
more focused within a 15-min period). 

The distribution of the hourly K-factor in Figure 2 shows most of the data were contained 
in a range of 0.07 to 0.13, with an overall mean and median of 0.095 and 0.091, respectively.  
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FIGURE 1  PHF factor data. 
 

 

 

FIGURE 2  K-factor data. 
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Again, the collected data show little difference between facility types and between 
different area types. Finally, the directional D-factor shows the greatest degree of dispersion with 
a range of frequently observed values from 0.5 to 0.75. The overall mean was 0.61 and the 
overall median was 0.58, as seen in Figure 3. Similar to the other measures, the distributions 
across facility types and area types were surprisingly similar.  

As a result of these analyses, the team proposed the use of a common K-factor for all area 
and facility types as shown in Table 2, even though national defaults from NCHRP Report 599 
suggested greater variability. For PHF, the recommendation was a common default of 0.90, 
except for slightly lower values for rural freeways and two-lane highways. For the D-factor, a 
common default of 0.60 was proposed, except for a lower value for suburban multilane 
highways, and a higher value for rural freeways. 

In addition to these default values that were supported by field data, various additional 
defaults had to be developed. In the absence of North Carolina specific data, many of these were 
based on discussion with North Carolina DOT and traffic engineers, supported by national 
defaults from the HCM 2010 and NCHRP Report 599 as applicable. Table 3 shows a subset of 
these defaults for urban arterials and two-lane highways, with the full list available in the 
research report (12). In addition to NCLOS default values, the table presents program limits, 
which restrict the user’s input to the listed boundary conditions, and practical limits, which guide 
the user to common input for best and worst case practical values. 
 
 
 

 

FIGURE 3  D-factor data. 
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TABLE 2  North Carolina Traffic Characteristic Data 

Factor Facility Type 
Urban Suburban Rural 

NC Nationala NC Nationala NC Nationala 

K 

Freeway 0.09 0.08–0.10  0.09 NA 0.09 0.09–0.13  
Multilane highway 0.09 0.08–0.12  0.09 NA 0.09 0.09–0.12  
Two-lane highway NA 0.09–0.14   0.09–0.14 0.09 0.09–0.14  
Arterials 0.09 NA  0.09 NA NA NA  

D 

Freeway 0.60 0.55  0.60 NA 0.65 0.55  
Multilane highway 0.60 0.50–0.65  0.55 NA 0.60 0.50–0.65  
Two-lane highway NA 0.50–0.65   0.50–0.65 0.60 0.50–0.65  
Arterials 0.60 NA  0.60 NA NA NA  

PHF 

Freeway 0.90 0.94 0.90 NA 0.85 0.94  
Multilane highway 0.90 0.95 0.90 NA 0.90 0.88  
Two-lane highway NA 0.82 NA NA 0.85 NA  
Arterials 0.90 0.92 0.90 NA NA NA 

NOTE: NC = North Carolina; NA = not available. 
a National data represents recommended defaults from HCM 2010 and NCHRP Report 599. 
 
 
IMPLEMENTATION 
 
The software implementation of the NCLOS methodology is separated into different modules for 
each facility type. These modules include freeways, multilane highways, two-lane highways, and 
arterials. The software was programmed to be consistent with HCM 2010, but there are several 
nuances that were incorporated. The operational analysis methodologies for basic freeway 
segments and multilane highways recommend using the nearest 5-mph FFS increment for 
quantification. As plotting LOS versus AADT is a principal feature of NCLOS, the use of 5-mph 
increments resulted in step function outputs. To avoid this outcome, where an additional vehicle 
could significantly change the analysis results, the software utilizes interpolation to determine FFS. 

Another significant deviation relates to the HCM 2010 chapter on urban streets. The 
procedure for operational analysis uses the new signalized intersection methodology in Chapter 
18 (13); it requires iterative computer calculations and includes a complicated incremental queue 
accumulation method used to estimate uniform delay at a signal. This method was considered to 
be too complex for direct implementation in NCLOS. Further, it would have required very 
detailed signal timing parameters that are not available at the planning-level stage. Consequently, 
NCLOS uses the Quick Estimation Method for Urban Street Segments found in Chapter 30, 
Section 4 of HCM 2010 (10, 14). This methodology provides a more appropriate level of 
calculation for planning applications. The LOS metric for an urban street is based on a measure 
known as percent FFS, which is calculated by the ratio of average travel speed (ATS) to the FFS 
on the facility. The method was configured to estimate the ATS and determine LOS for arterials. 
An example of the output from the arterial facility type in NCLOS is shown in Figure 4.  
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TABLE 3  NCLOS Default Data for Arterials and Two-Lane Highways 
F

ac
ili

ty
 T

yp
e 

Input 

Program Limits Practical Limits NCLOS Default Value 
Restrict Input 

Within Boundary 
Conditions 

Alert Users of 
Uncommon 

Input 

U
rb

an
 

S
u

b
u

rb
an

 

R
u

ra
l 

S
ou

rc
e 

Min. Max. Worst Best 

A
rt

er
ia

ls
 

T
ra

ff
ic

 F
ac

to
rs

 

BFFS (mph) 30 70 30 60 45 45  4 
K 0.04 1.00 0.13 0.08 0.090 0.093  1 
Midsegment volume (vph) 0  10,000 0  5,000 User User  4 
Other delays (s) 0 100 0 50 10 10  4 
PHF 0.25 1 0.75 1.00 0.9 0.9  1 
Platoon ratio 0 1 0.2 0.8 0.6 0.6  4 
Saturated flow rate (per 
lane) 

1,300 1,900 1,500  1,900  1,800  1,800  4 

Startup time lost (s) 1 4 1 2.5 1.5 1.5  4 
Total delay due to turns (s) 0 100 0 50 10 10  4 
Upstream v/c ratio 0.2 2.5 1.5 0.5 0.9 0.8  4 

R
oa

dw
ay

 F
ac

to
rs

 

Access points per mile 0 60 60 0 10 10  4 
Cycle length (s) 60 300 80 200 120 120  4 
G/C ratio 0 1 0.1 0.6 0.35 0.35  4 
Intersection width (ft) 24 120 36 84 60 60  4 
Length (ft) 0 100,000 0 20,000 10,000 10,000   4 
Length with restrictive 
median (ft) 

0 100,000 0 20,000 2,000 2,000   4 

No. of lanes (per direction) 1 8 1 4 2 2  4 
Proportion with curb 0 100 50 100 100 0  4 
Speed limit 15 60 25 60 45 45  4 

T
w

o-
L

an
e 

H
ig

hw
ay

 

T
ra

ff
ic

 F
ac

to
rs

 D 0.50 1.00 0.90 0.50     0.6 1 
FFS 30 80 45 65     60 4 
K 0.04 1.00 0.13 0.08     0.09 1 
PHF 0.25 1 0.75 1.00     0.85 1 
Percent RVs 0 100 10 0     0 4 
Percent trucks–buses 0 100 40 0     5.8 1 

R
oa

dw
ay

 F
ac

to
rs

 

Access points per mile 0 100 40 0     8 2 
BFFS 30 80 45 65     60 3 
Terrain type NA NA NA NA     Level 2 
Lane width 8 14 9 12     12 2, 3 
Lateral clearance 0 12 0 6     6 2, 3 
Length of grade (mi) 0 10 5 0     0 4 
Percent grade –100 100 12 0     0 4 
Percent no-passing 
zonesa 

0 100 100 0     20 3 

Two-lane class I I I I     I 4 
NOTE: min. = minimum; max. = maximum; no. = number. 
a 80% no passing zones for mountainous terrain with limited sight distance. 
SOURCES: North Carolina Traffic Volume Data; NCHRP Report 599; Previous NCLOS Default Value; and 
Ideal Case or Professional Judgment. 
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FIGURE 4  Arterial graph from NCLOS. 
 
 
This graph presents the user with a set of curves for best, worst, and default cases as well 

as the current facility, or user-defined curve. As the capacity (AADT) increases, the slope 
increases and the curve drops off, suggesting that the highway facility operates well at low and 
moderate volume levels but rapidly deteriorates as volume increases. An assessment of the 
current facility shows that it performs close to the North Carolina average default. In the 
planning context, there may be additional opportunities for improvement by adjusting traffic and 
roadway parameters in order to reach the best-case scenario. 

Two-lane roads are classified into one of three categories: Class I, Class II, or Class III in 
accordance to the HCM 2010 criteria. Class I is a facility which has motorists who expect 
relatively high speeds, Class II has motorists who do not necessarily expect high speeds, and 
Class III serves moderately developed areas. These typology definitions are subjective and can 
be challenging to apply in practice, particularly on a statewide level. The calculations for the 
service level of these roads are dictated by the classification designated by the user. However, 
the resulting accuracy of the outputs from this process subsequently relies on whether the 
appropriate classification was chosen. The evaluation of each highway class is informed by 
various measures of effectiveness including percent of the FFS, ATS, or percent time spent 
following another vehicle. It should be noted that when using the HCM methodology Class II 
two-lane highways will yield a higher capacity than that of Class I highways given the same 
input values. Although counterintuitive at first examination, the methodology attempts to address 
driver perception in that expectations are less demanding for Class II routes. Accordingly, the 
analyst must use judgment in selecting input values for the discrepancies in classification. The 
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NCLOS application allows this comparison between classification type selections by viewing the 
results for each class.  

Figure 5 presents an example two-lane facility in each class with their associated 
maximum AADT volumes for various LOS levels. The NCLOS implementation is unique in that 
it takes all three LOS service measures in the two-lane procedure and plots the results on a 
common y-axis scale. To accomplish this, note that the y-axis scale had to be reversed for some 
service measures, where ATS and percent of free-flow speed (PFFS) range from low to high when 
moving upward on the y-axis scale, while percent time spent following (PTSF) ranges from high 
to low. The three graphs have further been scaled to show a consistent representation of these 
service measures.  

The results suggest that the subject facility performs slightly above the average default 
for the service measures of PTSF and PFFS in Figures 5b and 5c. For the ATS measure, the 
facility performs well below average, and falls below the allowable worst case for low AADT 
ranges. Interestingly, at a common AADT of 10,000 vehicles per day, the ATS, PTSF, and PFFS 
measures suggest a LOS of D, D, and C, respectively. This points to challenges when applying 
the two-lane highway method, where the charts and the resulting LOS can offer different results 
depending on the class selected.  
 
 

               
(a) (b) 

 

 
(c) 

FIGURE 5  Two-lane NCLOS output for each class:  
(a) Class I; (b) Class II; and (c) Class III.  
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A comparison of the output for each of the three cases does not indicate which case is 
most appropriate for the specific roadway facility, since each case is based on assumptions 
pertaining to that situation. However, it is possible to obtain more information about the 
relationship of unrelated measures of effectiveness by examining their correlation at LOS 
thresholds and then examining when each measure controls the LOS output. The lower LOS 
value should be identified based on either ATS or PTSF, which can be completed by performing 
two computations and then selecting the lower LOS value. However, when graphically 
displaying continuous LOS and AADT curves for both measures of effectiveness, a relationship 
between the measures must be established. Figure 6 displays the relationship of ATS and PTSF 
for a two-lane Class I facility, which was created based on values acquired at each LOS 
threshold. These measures are inversely related and are not linearly correlated. The values have 
no physical correlation to each other (i.e., 55-mph travel speed ≠ 40% PTSF). This graph does 
not imply that a driver traveling at 55 mph on a Class I facility would expect to follow another 
vehicle 40% of the time. Instead, this relationship represents the equivalence of a driver’s 
perception on a Class I facility of traveling at 55 mph or spending 40% of their time following 
another vehicle. 

Employing the correlation between the measures of effectiveness, Figure 7 shows a 
composite two-lane highway analysis graph with both measures and a red line indicating which 
of the dashed measures of effectiveness lines are controlling the overall LOS. In this example, 
the PTSF measure controls the LOS from 7,500 to 14,000 vehicles per day (vpd). 
 
 

 

FIGURE 6  Two-lane Class I ATS and PTSF perception equivalence graph. 
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FIGURE 7  Two-lane highway Class I LOS graph 
 
 
SUMMARY 
 
This section summarizes the maximum capacity outputs calculated from the default values in 
NCLOS. The output represents the maximum AADT volumes, the threshold between LOS E and 
LOS F, calculated by NCLOS rounded to the nearest hundred. The summary is organized by 
highway facility, area type, and total number of lanes in both directions. Table 4 tabulated capacity 
outputs were derived by the LOS E performance measures for facilities within the limits of the 
facility characteristics in North Carolina. 
 
 
CONCLUSIONS AND RECOMMENDATIONS 
 
The NCLOS software is a tool developed to implement HCM 2010 for planning-level assessment 
of freeway, multilane highway, two-lane highway, and arterial facilities. The program can be 
utilized to determine capacities and service volume thresholds. The visual aspect of the program 
output, aided by the display of best and worst case conditions, allows for an intuitive assessment of 
the facility performance, and a better interpretation of the subject segment performance relative to 
the range of expected conditions in North Carolina. The user can attempt various scenarios by 
altering the input values to represent possible design considerations for a particular highway. 
Additionally, NCLOS enables users to produce a numerical report detailing the results of the 
analysis as well as the ability to export the calculated capacity to transportation planning software.
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TABLE 4  NCLOS Daily Service Volumes for LOS E 

Highway 
Facility 

Maximum Capacity for LOS E Under Default Conditions by  
Highway Facility, Area Type, and Number of Lanes 

Area Type 
Total Number of Lanes 

2 4 6 8 10 

Freeways 

Urban 37,600 75,100 112,700 150,300 187,900

Suburban 41,100 82,200 123,300 164,400 205,500

Rural 35,900 71,700 107,600 143,400 179,300

Multilane 
highways 

Urban NA 66,600 100,000 133,300 166,600

Suburban NA 74,800 112,200 149,600 187,000

Rural NA 75,800 113,600 151,500 189,400

Two-lane 
highways 

Urban NA NA NA NA NA

Suburban NA NA NA NA NA

Rural 15,500 NA NA NA NA

Arterials 

Urban 15,800 31,700 47,600 63,500 79,400

Suburban 15,800 31,700 47,600 63,500 79,300

Rural NA NA NA NA NA
NOTE: NA = the combination of highway facility and area type are not applicable by definition or for North Carolina 
highways; North Carolina DOT default values for urban and suburban area types do not differ for freeways and 
superstreets. 
 
 

By updating input definitions and default values, the procedures have been calibrated to 
reflect specific observed conditions within the state of North Carolina. However, it is 
emphasized that default values should always be scrutinized for any new facility, and local 
adjustments should be made for facilities that fall outside the range of defaults. The analysis of 
default values generally showed few distinct trends across facility types and geographic region, 
although various outlier locations were observed in each of the data sets. While the defaults 
appear to provide a good general representation of expected conditions in North Carolina, user 
judgment should always be applied to unusual sites.  
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he Highway Capacity Manual 2010 (HCM 2010) is the most referred-to document in the world 
for calculation of capacity of road infrastructure. The manual describes the detailed procedure 

for determination of capacity and level of service on urban roads and intersections. For urban and 
suburban arterials, the manual recognizes that roadside development may be intense and can produce 
friction which may limit driver’s choice of speed. They include but not limited to pedestrians; 
nonmotorized vehicles; parked and stopped vehicles; bus stops and bus bays; and commercial 
activities along the road. The pedestrians crossing an urban road at undesignated places are not 
uncommon in developing countries like India and they force the motor vehicles to provide suitable 
gaps for their crossing.  

The locations where pedestrians cross the road invariably are undesignated with no 
pedestrian cross marks. It particularly happens on segment where distance between the intersections 
is quite large (more than 1 mi) and also on urban roads located in commercial areas or residential 
areas. These crossings at undesignated locations have twofold effects: pedestrian put themselves on 
risk and traffic speed and capacity are adversely affected. The problem of influence of pedestrian 
cross-flow on capacity and performance of urban midblock sections is not addressed in the HCM 
2010 or in Indian Roads Congress guidelines. The present study was taken up with the objective of 
evaluating the effect of pedestrians crossing on midblock capacity of six-lane divided urban arterials 
under mixed traffic condition in India and to compare the results with those reported in the literature. 

Data were collected on 12 sections of six-lane urban arterial roads in three different populous 
cities of India. Six sections were selected without any side friction to estimate the base value of 
capacity. Remaining six sections were with pedestrian flow across the road at undesignated crossing. 
Data were collected in field through videography and speed–volume data were extracted in the 
laboratory. All vehicles in the traffic stream were divided into five different categories: small car, big 
car, heavy vehicles, three-wheelers, and two-wheelers. As the traffic on Indian urban roads is 
heterogeneous in nature with wide variation in the static and dynamic characteristics of different 
types of vehicles, one class of vehicles cannot be considered equal to any other vehicle class as there 
is considerable difference in their physical and flow characteristics. One way of accounting this 
nonuniformity in the static and dynamic characteristics of vehicles is to convert all vehicles in to a 
common unit and the most accepted unit for this purpose is the passenger car unit (PCU).  

In the present study, the PCUs were calculated using Equation 1 which is based on the 
concept that PCU is directly proportional to the ratio of speed, and inversely proportional to the space 
occupancy ratio with respect to the standard design vehicle which in the present study is small car. 

T 
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Where Vc and Vi are speed of small car and vehicle type i, respectively, and Ac and Ai are their 
projected rectangular area on the road. The PCU factors were calculated for each type of vehicle 
in each 5-min count on a section to convert mixed traffic flow into homogenous flow in PCU/h. 
The data were analyzed to obtain the composition of traffic volume [vehicles per hour (vph)] and 
speed (km/h) of each type of vehicle on different sections. The speed–flow data were plotted to 
derive the capacity of the section using fundamental diagram method. The midblock capacity of 
a six-lane divided urban road without the influence of pedestrian flow was found to vary from 
1,500 to 2,100 pcph/lane in three cities and these are termed as base capacity. This variation in 
base capacity is attributed to the different free-flow speeds in these cities. Effect of pedestrian 
cross-flow is evaluated on midblock capacity of urban road by comparing the capacity of a 
section with pedestrian cross-flow with that of the base section. The capacity values and 
pedestrian cross-flow at each of the sections are given in Table 1. 

The effect of pedestrian cross-flow is to reduce both the stream speed and capacity of the 
section and similar trend is observed in the present study also. Last column in Table 1 indicates 
percent reduction in capacity due to pedestrian cross-flow with respect to capacity of the base 
section in three cities. It is interesting to note that the reduction in capacity of section F where 
pedestrian flow is 200 pedestrians per hour (ped/h), is quite negligible. Therefore, it may be 
stated that there is no reduction in midblock capacity of an urban road as long as cross pedestrian 
volume is less than 200 ped/h. However it needs some more attention of researchers as the 
pedestrian cross flow of 250 ped/h (section D) has resulted in 16.73% loss in capacity, which is 
quite high when compared with 0.81% loss at pedestrians’ cross-flow of 200 ped/h. Figure 1 
shows the variation in percent reduction in capacity with pedestrian cross-flow. This curve is 
drawn considering the data points corresponding to more than 200 ped/h and it can be described 
by a second degree polynomial as given in Equation 2. 
 
Percent reduction in capacity = 11.09 + 0.025*Qped – 8 × 10–6*Q2

ped   (2) 
 
where Qped is the pedestrian cross-flow (ped/h). 
 
 

TABLE 1  Capacity and Pedestrian Cross-Flow at Different Sections 

Section 
with 

Pedestrain 
Cross-Flow 

Direction 
Capacity 
(PCU/h) 

Lane Capacity 
(PCU/h/lane) 

Lane Capacity 
of Base Section 

(PCU/h) 

Pedestrian 
Cross-Flow 

(ped/h) 

Reduction in 
Capacity 

(%) 

A 4,739 1,580 2,100 682 24.76 
B 4,950 1,733 2,100 508 21.43 
C 3,120 1,040 1,500 1,360 30.67 
D 4,122 1,374 1,650 250 16.73 
E 3,990 1,330 1,650 350 19.39 
F 6,249 2,083 2,100 200 0.81 
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FIGURE 1  Reduction in capacity of six-lane road with pedestrain cross-flow. 
 
 

Crossing of a road by a pedestrian is essentially a gap-acceptance process where the 
pedestrian would evaluate the gap available in all the lanes to be crossed before entering the 
road. Availability of the gap would depend on traffic volume in the lane and acceptance (or 
rejection) of the gap would depend upon the perception of the pedestrians about the gap. This 
pedestrian vehicle interaction is a complex phenomenon and has deep safety implications apart 
from creating loss in capacity of the road. Indian standards suggest that pedestrian crossing 
facility must be provided whenever PV2 (where P is the pedestrian volume per hour and V is the 
traffic volume per hour) is more than 2 × 108 for undivided roads. The value of PV2 at all 
sections selected for the present study is more than 2 × 108 as the volume range at all the sections 
are more than 1,000 vph which indicates the need of a pedestrian facility and at majority of these 
sections, pedestrian footbridges have been provided. However, pedestrians choose to cross the 
road at-grade to save time. The effect of pedestrian crossings on capacity of six-lane urban 
arterial roads may be evaluated from the presented model which may be useful for planners. 
Safety of pedestrians or motor vehicles due to such behavior of pedestrian may be another 
important are for further research.  
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uring peak periods, freeway bottlenecks can be activated by intensive lane changing at weaving 
segments, where merging and diverging areas are in close proximity. This weaving phenomenon 

has a major impact on capacity. Much research has been devoted to investigating capacity estimation 
models for weaving segments. However, due to the model parameters, they are difficult to directly 
adopt in active traffic management strategies to estimate real-time maximum discharge flow.  

Thus, there are four objectives of this paper:  
 
1. Develop a capacity estimation method using a lane changing model and linear 

optimization, which is potentially applicable for traffic operation;  
2. Evaluate the proposed method in two configurations of weaving segments;  
3. Investigate sensitivity and correlation between weaving capacity and flow proportions; and  
4. Estimate real-time maximum discharge flow rate in peak hours.  
 
With these objectives in mind, this study combined linear optimization using a lane-changing 

model as a constraint. The highest concentration of flow and rate of lane changing occur in a “critical 
region.” Within the critical region, a function of vehicle flows and lane changing rates can be defined as 
the weaving capacity. Based on this definition, this study applies a four-step procedure to estimate 
weaving capacity (Figure 1). First, basic geometry and traffic information are needed to determine 
configuration characteristics of a segment. With these configuration characteristics, the maximum 
length of a weaving segment (Lmax) is computed referring to the Highway Capacity Manual 2010 
(HCM 2010). As defined in HCM 2010, volume ratio (VR) is the ratio of weaving flow rate over total 
flow rate at a weaving segment and is the number of lanes from which a weaving maneuver may be 
made with one or no lane changes. Then, only the segment whose length (Ls) is less than Lmax is 
regarded as a weaving segment. Second, the region with the highest concentration of lane changes is 
selected as a critical region within the weaving segment. Meanwhile, the traffic data requires further 
reduction to determine the weaving and nonweaving flow rate. Next, for each lane that is involved in 
the weaving maneuvers, its critical density is applied in the MH model. The results obtained from the 
MH model are the maximum lane changes that weaving vehicles can actually make. With all the 
information in hand, the capacity estimation problem is established as a linear optimization problem by 
applying the aforementioned definition of capacity, while weaving capacity is solved with several 
constraints for traffic movements. 

D 
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FIGURE 1  Methodology flowchart 
 
 

The proposed method is evaluated and analyzed for sensitivity with field data from two 
weaving segments on Whitemud Drive in Edmonton, Alberta, Canada. The capacity estimates from 
the proposed model were consistent with that from the HCM 2010 model and with field 
observations. Moreover, it was also observed that the weaving capacity is sensitive to weaving 
maneuvers (Table 1). Finally, the proposed method was applied to estimate the real-time 
maximum discharge flow rate; the estimates matched field measurements.  

There are four major findings of this research:  
 
1. Most lane changes happen near the merge gore, which can be considered the critical 

region, and the capacity there can represent the whole weaving segment. 
2. The proposed approach provides similar results compared with HCM 2010 results and 

field observations. 
3. When the weaving flow ratio is small, an increased number of weaving vehicles rarely 

changes weaving capacity, whereas, when weaving ratio is moderate or large, weaving behaviors 
notably decrease weaving capacity.  

4. The proposed approach can capture real-time maximum discharge flow, which is a 
main input for traffic operation strategies. These findings could lead to implementations in 
designing optimal traffic control strategies.  
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TABLE 1  Capacity Estimation Results 

Model Inputs 

 

Observed Flow 
(vph) Model Parameters 

Basic Capacity 
(vphpl) 

FFq  FRq  RFq  RRq  1W  2W  VR  BFc  BRc  

Site 1 3006 1619 79 237 0.80 0.25 0.016 2100 1600 

Site 2 4097 1593 441 9 0.72 0.02 0.3313 1400 1300 

Estimation Results 

Capacity  
Estimates 

 
Site 

Field Observations 
HCM 2010 
Estimation 

(vphpl) 

Proposed 
Method 
(vphpl) 

Max. 15 min 
(vphpl) 

Max. Queue 
Discharge 

(vphpl) 
Site 1  

21-May-2013 
1837 1456 1857 1867 

Site 2 
16-May-2013 

1299 1139 1285 1257 

NOTE: vph = vehicles per hour; vphpl = vph per lane.  
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ouble crossover diamond interchanges (DCD), also known as diverging diamond interchange 
(DDI), are popular and promising alternative interchange designs that are increasingly being 

implemented nationwide. The most unique feature of a DCD interchange is that through 
movements on the arterial road have to cross each other twice to complete their movements, while 
enabling left-turn movements from the arterial to the freeway to proceed without stopping at the 
downstream intersection. Consequently, interchanges with heavy left-turn movements are good 
candidates for DCD implementation. This unique feature of a DCD interchange motivates the need 
to research the lane utilization at the upstream approach intersection of DCD interchanges, as the 
lane use could be unbalanced. The unbalanced lane utilization could have a significant effect on 
operations at the first crossover and the interchange. Figure 1 presents a DCD interchange, 
depicting points of interest from the perspective of lane utilization. 
 
 

 

FIGURE 1  DCD interchange diagram highlighting approaches of interest. 

D 
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This study examined lane utilization factors provided in the Highway Capacity Manual 
2010 (HCM 2010) for conventional diamond interchanges, and found that they are not generally 
applicable to DCDs. The study proposed a field calibrated lane utilization model with data 
obtained at three DCD sites. The two-regime model is depicted below:  
 
Regime I. Left-Turn Demand Ratio ≤0.35: 
 
Left-lane utilization (fL1) = 0.2129 × RDL + 0.525  (1) 

 
Regime II. Left-Turn Demand Ratio >0.35: 
 
Left-lane utilization (fL1) = 0.5386 × RDL + 0.411  (2) 
  
where 
 
fL1  = Fraction of the left-lane utilization (number of left-lane vehicle/total vehicle) and 

RDL = Left-turn demand ratio at the downstream intersection. 
 

In Equations 1 and 2, the left-turn demand ratio is estimated by the number of left-turn 
vehicles at the downstream intersection divided by the number of total arriving traffic at the 
upstream intersection. As such, the model predicts left-lane utilization ratio at the upstream 
intersection of DDIs by the ratio of left-turn movements at the downstream intersection. 

The new model fit observed conditions at the DCD sites better than previously developed 
HCM 2010 factors. The model was then validated using three additional DCD interchanges. 
These three sites were not used in model development, but offer similar geometric configuration 
from the model development sites. The validation results confirmed that the new model 
adequately predicts DCD lane utilization as presented in Figure 2. 

 
 

 

FIGURE 2  Left-lane utilization prediction comparison. 
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The results indicate that the HCM 2010 models tended to predict left-lane utilization 
mostly below actual field observations, whereas the proposed model predictions were closer to 
the field observations consistently. The root mean square error for the left-lane utilization ratio is 
0.0518 for the proposed model, which is almost a third of the 0.1574 value for the HCM 2010 
model.  

It is therefore recommended to use the proposed lane utilization model at two-lane 
arterial approaches to DCD interchanges as presented in Equations 1 and 2 depending on the 
predicted left-turn demand ratios at the downstream intersection. Future research needs to 
include developing a model for two-lane approaches to DCDs based on a larger data set and at 
more sites with different distances between crossovers. The authors also recommend extending 
the lane utilization models to include three- and four-lane arterial approaches to DCDs. When 
studying three- or four-lane approaches, it must be noted whether the leftmost lane is shared with 
through movement or operates as an exclusive left turn. Other variables such as distance from an 
adjacent upstream intersection, volume-to-capacity ratios, queue lengths, or heavy vehicles 
would also be important to analyze for two-, three-, and four-lane models. Last, the use of a 
simulation program to model and validate a lane utilization behavior to DCDs could be another 
option to experiment with in future studies. 
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